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Abstract

We show the everywhere differentiability of viscosity solutions to a class of Aronsson equations in $\mathbb{R}^n$ for $n \geq 2$, where the coefficient matrices $A$ are assumed to be uniformly elliptic and $C^{1,1}$. Our result extends an earlier important theorem by Evans and Smart [19] who have studied the case $A = I_n$ which correspond to the $\infty$-Laplace equation. We also show that every point is a Lebesgue point for the gradient.

In the process of proving the results we improve some of the gradient estimates obtained for the infinity harmonic functions. The lack of suitable gradient estimates has been a major obstacle for solving the $C^{1,\alpha}$ problem in this setting, and we aim to take a step towards better understanding of this problem, too.

A key tool in our approach is to study the problem in a suitable intrinsic geometry induced by the coefficient matrix $A$. Heuristically, this corresponds to considering the question on a Riemannian manifold whose the metric is given by the matrix $A$.

1 Introduction

For any open set $\Omega \subset \mathbb{R}^n$ with $n \geq 2$, we consider the Aronsson equation:

\begin{equation}
A_H[u](x) := \langle D_x(H(x, Du(x))), D_p H(x, Du(x)) \rangle = 0 \text{ in } \Omega,
\end{equation}

where the Hamiltonian $H$ is given by $H(x, p) = \langle A(x)p, p \rangle$. We denote the set of all uniformly elliptic matrices $A$ of order $n$ by $\mathcal{A}(\Omega)$. Our main result is the following theorem.

**Theorem 1.1.** Assume $A \in \mathcal{A}(\Omega) \cap C^{1,1}(\Omega)$. Then any viscosity solution $u \in C(\overline{\Omega})$ to the Aronsson equation (1.1) is everywhere differentiable in $\Omega$.

In order to show the robustness of the methodology, following Evans-Smart [19] we also show that every point is a Lebesgue point for the gradient.

Observe that when $A$ is the identity matrix of order $n$, the Aronsson equation (1.1) becomes the infinity Laplace equation:

\begin{equation}
\Delta_\infty u := \sum_{i,j=1}^{n} u_{x_i} u_{x_j} u_{x_i x_j} = 0 \text{ in } \Omega.
\end{equation}
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G. Aronsson [1, 2, 3, 4] initiated the study of the infinity Laplace equation (1.2) by deriving it as the Euler-Lagrange equation, in the context of $L^\infty$-variational problems, of absolute minimal Lipschitz extensions (AMLE) or equivalently absolute minimizers (AM) of

$$\inf \left\{ \operatorname{esssup}_{x \in \Omega} |Du|^2 : u \in \operatorname{Lip}(\Omega) \right\}. \tag{1.3}$$

Employing the theory of viscosity solutions of elliptic equations, Jensen [21] has first proved the equivalence between AMLEs and viscosity solutions of (1.2), and the uniqueness of both AMLEs and infinity harmonic functions under the Dirichlet boundary condition. See [29] and [6] for alternative proofs. For further properties of infinity harmonic functions, we refer the readers to the paper by Crandall-Evans-Gariepy [13] and the survey articles by Aronsson-Crandall-Juutinen [7] and Crandall [12].

For $L^\infty$-variational problems involving Hamiltonian functions $H = H(x, z, p) \in C^2(\Omega \times \mathbb{R} \times \mathbb{R}^n)$, Barron, Jensen and Wang [8] have proved that an absolute minimizer of

$$\mathcal{F}_\infty(u, \Omega) = \operatorname{esssup}_{x \in \Omega} H(x, u(x), Du(x)) \tag{1.4}$$

is a viscosity solution of (1.1), provided the level sets of $H$ are convex in $p$-variable. Recall that a Lipschitz function $u \in \operatorname{Lip}(\Omega)$ is an absolute minimizer for $\mathcal{F}_\infty$, if for every open subset $U \Subset \Omega$ and $v \in \operatorname{Lip}(U)$, with $v|_{\partial U} = u|_{\partial U}$, it holds

$$\mathcal{F}_\infty(u, U) \leq \mathcal{F}_\infty(v, U).$$

See [16], [5], [22], and [23] for related works on both Aronsson’s equations (1.1) and absolute minimizers of $\mathcal{F}_\infty$. Recently, Bjorland, Caffarelli and Figalli [9] (see also [11]) studied the infinity fractional Laplacian, that is, the $L^\infty$-variational problems associated to non-local Hamiltonian functions.

The regularity for infinity harmonic functions (or viscosity solutions to (1.2)) has attracted great interest recently. When $n = 2$, Savin [30] has showed the interior $C^1$-regularity, and Evans-Savin [18] have established the interior $C^{1, \alpha}$-regularity. Wang and Yu [32] have established the $C^1$-boundary regularity and, moreover, they have also extended Savin’s $C^1$-regularity to the Aronsson equation (1.1) for uniformly convex $H(p) \in C^2(\mathbb{R}^2)$ [31]. When $n \geq 3$, Evans and Smart [19, 20] have established the interior everywhere differentiability of infinity harmonic functions, whereas Wang and Yu [32] have extended this to the boundary differentiability. For the inhomogeneous infinity Laplace equation, the everywhere differentiability has been shown by Lindgren in [25]. In this paper, we extend the Evans-Smart [19, 20] differentiability result to cover also the case of the Aronsson equation (1.1) for $A \in \mathcal{A}(\Omega) \cap C^{1,1}(\Omega)$ and $n \geq 2$. The result is not merely a straightforward generalization of the known theory, since there are several new difficulties in running the arguments.

The Evans-Smart method heavily relies on a linear approximation property proved earlier by Crandall, Evans and Gariepy [13]. This result states that the difference quotient, corresponding to the differentiability condition, has a convergent subsequence. Then one
needs to show the uniqueness of the limit to conclude the result. A linear approximation property also holds for the Aronsson equation (1.1); see Lemma 4.1 below. Lemma 4.1 was first proved by Yu [33] for some general Hamiltonian functions \( H(x, p) \); later a proof was given in [23] when \( H(x, p) = \langle A(x)p, p \rangle \) based on an intrinsic geometry induced by the coefficient \( A \).

For showing the uniqueness of the aforementioned limit, we need to establish certain gradient estimates. The standard approach has been to study the \( \epsilon \)-regularized equation. After introducing the coefficient matrix, the regularized equation does not necessarily have smooth enough solutions for the standard Bernstein type arguments which rely on differentiating the equation. In order to overcome this obstacle, we need to approximate the coefficient matrix, too.

We can prove the estimates required for the convergence results only if the coefficient matrix is close enough to the identity. As we want to consider the general case, we need to use a blow-up argument to reduce the problem to studying merely such matrices. This requires a careful analysis of the final reasoning for the differentiability result.

Finally, the introduction of the coefficient matrix into our gradient estimates causes several technical difficulties not present in the case of the \( \infty \)-Laplace equation. The equation includes terms with partial derivatives of the coefficient matrix. In order to control these new terms, we need to establish a series of new estimates.

In the process of proving the gradient estimates we are also able to improve the earlier estimates for the infinity harmonic functions by Evans and Smart, see Theorem 3.3 below. The lack of suitable gradient estimates has been a major obstacle in solving the \( C^{1,\alpha} \) problem for the \( \infty \)-Laplace equation [18]. We aim to take a step towards better understanding of the problem also at this front.

As a final remark we would like to point out an interesting question related to the assumption \( A \in C^{1,1} \). Already making sense of the equation (1.1) requires the coefficient matrix to be at least \( C^1 \). In the classical theory, on the other hand, this sort of higher regularity results are typically based on perturbation arguments which require the coefficient to be, say, Hölder continuous. In our setting this corresponds to assuming \( A \in C^{1,\alpha} \). Now it is an interesting question whether the regularity assumption in Theorem 1.1 can be relaxed and, in particular, whether it holds for instance for merely \( A \in \mathcal{A}(\Omega) \cap C^{1}(\Omega) \). As proved in Lemma 4.1, the linear approximation property only requires \( A \in \mathcal{A}(\Omega) \cap C(\Omega) \).

## 2 Preliminaries

First of all, recall that the coefficient matrix \( A = (a^{ij}(x))_{1 \leq i,j \leq n} \) is called uniformly elliptic if there exists \( L > 0 \) such that

\[
L^{-1}|p|^2 \leq \langle A(x)p, p \rangle \leq L|p|^2, \quad x \in \Omega \text{ and } p \in \mathbb{R}^n.
\]

Recall also the definition of the Hamiltonian

\[
H(x, p) = \langle A(x)p, p \rangle = \sum_{i,j=1}^{n} a^{ij}(x)p_ip_j, \quad x \in \Omega \text{ and } p \in \mathbb{R}^n.
\]
In this section, we will describe a regularization scheme of the Aronsson equation (1.1). Let’s recall the definition of viscosity solutions of the Aronsson equation (1.1).

**Definition 2.1.** A function \( u \in C(\Omega) \) is a viscosity subsolution (supersolution) of the Aronsson equation (1.1) if, for every \( x \in \Omega \) and every \( \varphi \in C^2(\Omega) \) such that if \( u - \varphi \) has a local maximum (minimum) at \( x \) then

\[
A_H[\varphi](x) \geq (\leq) 0.
\]

A function \( u \) is a viscosity solution of (1.1) if \( u \) is both viscosity subsolution and supersolution.

For \( \epsilon > 0 \) and a uniformly elliptic matrix \( B \in \mathcal{A}(\Omega) \cap C^\infty(\Omega) \), set the Hamiltonian function \( H_B \) by

\[
H_B(x, p) = \langle B(x) p, p \rangle, x \in \Omega \text{ and } p \in \mathbb{R}^n.
\]

We consider an \( \epsilon \)-regularized Aronsson equation (1.1) associated with \( B \) and \( H_B \):

\[
\begin{aligned}
-\mathcal{A}_{H_B}^\epsilon[u^\epsilon] := -\mathcal{A}_{H_B}[u^\epsilon] - \epsilon \text{div}(B \nabla u^\epsilon) &= 0 \quad \text{in } \Omega, \\
u^\epsilon &= u \quad \text{on } \partial \Omega.
\end{aligned}
\]

For (2.4), we have the following theorem.

**Theorem 2.2.** For \( \epsilon > 0, B \in \mathcal{A}(\Omega) \cap C^\infty(\Omega), \) and \( u \in C^{0,1}(\Omega), \) there exists a unique solution \( u^\epsilon \in C^\infty(\Omega) \cap C(\Omega) \) of the equation (2.4).

**Proof.** Consider the minimization problem of the functional of exponential growth

\[
c_\epsilon := \inf \left\{ \mathcal{I}_\epsilon[v] := \int_\Omega \exp \left( \frac{1}{\epsilon} H_B(x, \nabla v) \right) dx \mid v \in \mathcal{K}_\epsilon \right\},
\]

where \( \mathcal{K}_\epsilon \) is the set of admissible functions of the functional \( \mathcal{I}_\epsilon \) defined by

\[
\mathcal{K}_\epsilon = \left\{ w \in W^{1,1}(\Omega) \mid \int_\Omega \exp \left( \frac{1}{\epsilon} H_B(x, \nabla w) \right) dx < +\infty, w = u \text{ on } \partial \Omega \right\}.
\]

Note that since \( u \in \mathcal{K}_\epsilon, \mathcal{K}_\epsilon \neq \emptyset. \) Let \( \{u_m\} \subset \mathcal{K}_\epsilon \) be a minimizing sequence, i.e.,

\[
\lim_{m \to \infty} \mathcal{I}_\epsilon[u_m] = c_\epsilon.
\]

Without loss of generality, we may assume that there exists \( u^\epsilon \in \mathcal{K}_\epsilon \) such that \( u_m \to u^\epsilon \) uniformly on \( \Omega, \) and \( Du_m \to Du^\epsilon \) in \( L^q(\Omega) \) for any \( 1 \leq q < +\infty. \) Since \( H_B(x, p) = \langle B(x)p, p \rangle \) is uniformly convex in \( p \)-variable, by the lower semicontinuity we have that

\[
\mathcal{I}_\epsilon[u^\epsilon] = \int_\Omega \exp \left( \frac{1}{\epsilon} H_B(x, \nabla u^\epsilon) \right) dx = \liminf_{m \to \infty} \int_\Omega \exp \left( \frac{1}{\epsilon} H_B(x, \nabla u^\epsilon) \right) dx
\]

\[
\leq \liminf_{m \to \infty} \sum_{k=0}^\infty \int_\Omega \frac{(\epsilon^{-1} H_B(x, \nabla u^\epsilon))^k}{k!} dx
\]

\[
= \liminf_{m \to \infty} \int_\Omega \exp \left( \frac{1}{\epsilon} H_B(x, \nabla u_m) \right) dx = \liminf_{m \to \infty} \mathcal{I}_\epsilon[u_m] = c_\epsilon.
\]
Hence \( c_\epsilon = I_\epsilon[w^\epsilon] \) and \( w^\epsilon \) is a minimizer of \( I_\epsilon \) over the set \( K_\epsilon \). Direct calculations imply that the Euler-Lagrange equation of \( w^\epsilon \) is (2.4). The uniqueness of \( w^\epsilon \) follows from the maximum principle that is applicable for the equation (2.4). The smoothness of \( w^\epsilon \) follows from the theory of quasilinear uniformly elliptic equations, and the reader can find its proofs in the papers by Lieberman [26] page 47-49 and [27] lemma 1.1 (see also the paper by Duc-Eells [17]).

Note that any viscosity solution \( u \in C(\overline{\Omega}) \) of the Aronsson equation (1.1) is locally Lipschitz continuous, i.e. \( u \in C^{0,1}_{loc}(\Omega) \) (see [10] and [23]). Since we consider the interior regularity of \( u \), we may simply assume that \( u \in C^{0,1}(\Omega) \).

Now we will indicate that under suitable conditions on \( A \), any viscosity solution \( u \in C^{0,1}(\Omega) \) of the Aronsson equation (1.1) can be approximated by smooth solutions \( u^\epsilon \) of \( \epsilon \)-regularized equations (2.4) associated with suitable \( H_B \)'s. For this, we recall that for any \( A \in \mathcal{A}(\Omega) \cap C^{1,1}(\Omega) \), it is a standard fact that there exists \( \{A_\epsilon\} \subset \mathcal{A}(\Omega) \cap C^\infty(\Omega) \) such that

\[
(2.1) \quad \|A_\epsilon\|_{C^{1,1}(\Omega)} \leq 2\|A\|_{C^{1,1}(\Omega)} \text{ for all } \epsilon > 0.
\]

\[
(2.2) \quad \text{For any } \alpha \in (0,1), \ A_\epsilon \to A \text{ in } C^{1,\alpha}(\Omega) \text{ as } \epsilon \to 0.
\]

**Theorem 2.3.** For any \( A \in \mathcal{A}(\Omega) \cap C^{1,1}(\Omega) \) with ellipticity constant \( L < 2^{\frac{5}{2}} \) (see (2.1)), let \( \{A_\epsilon\} \subset \mathcal{A}(\Omega) \cap C^\infty(\Omega) \) satisfy the properties (2.1) and (2.2). Assume that \( u \in C^{0,1}(\Omega) \) is a viscosity solution of the Aronsson equation (1.1), and \( \{u^\epsilon\} \subset C^\infty(\Omega) \cap C(\overline{\Omega}) \) are classical solutions of the \( \epsilon \)-regularized equation (2.4) on \( \Omega \), with \( B \) and \( H_B \) replaced by \( A_\epsilon \) and \( H_{A_\epsilon} \) respectively. Then there exists a constant \( \delta_0 = \delta_0(\Omega, \|A\|_{L^\infty(\Omega)}) > 0 \) such that if \( \|DA\|_{L^\infty(\Omega)} \leq \delta_0 \), then \( u^\epsilon \to u \) in \( C^{0}_{loc}(\Omega) \).

**Proof.** From Theorem 3.1, we have that for any compact subset \( K \subset \Omega \),

\[
\|Du^\epsilon\|_{C(K)} \leq C\left(\text{dist}(K, \partial\Omega), \|u\|_{C(\overline{\Omega})}, \|A_\epsilon\|_{C^{1,1}(\Omega)}\right)
\]

\[
\leq C\left(\text{dist}(K, \partial\Omega), \|u\|_{C(\overline{\Omega})}, \|A\|_{C^{1,1}(\Omega)}\right), \forall \epsilon > 0.
\]

This implies that there exists a \( \hat{u} \in C^{0,1}_{loc}(\Omega) \) such that, after passing to a subsequence,

\[
(2.5) \quad u^\epsilon \to \hat{u} \text{ in } C^0_{loc}(\Omega).
\]

Since \( \{A_\epsilon\} \) satisfies (2.1) and (2.2), there exists \( \epsilon_0 > 0 \) such that for any \( 0 < \epsilon \leq \epsilon_0 \), it holds that \( \|A_\epsilon\|_{L^\infty(\Omega)} \leq 2\|A\|_{L^\infty(\Omega)} \), and the ellipticity constant \( L_\epsilon \) of \( A_\epsilon \) satisfies \( L_\epsilon \leq 2^{\frac{5}{2}} \).

Let \( \delta_0 > 0 \) be the constant given by Theorem 3.2 and assume \( \|DA\|_{L^\infty(\Omega)} \leq \frac{\delta_0}{2} \). Then there exists \( 0 < \epsilon_1 \leq \epsilon_0 \) such that \( \|DA_\epsilon\|_{L^\infty(\Omega)} \leq \delta_0 \) for any \( \epsilon < \epsilon_1 \). Thus Theorem 3.2 below is applicable to \( u_\epsilon \) for any \( 0 < \epsilon < \epsilon_1 \) and we conclude that there exist \( \gamma \in (0,1) \) and \( C > 0 \), independent of \( 0 < \epsilon < \epsilon_1 \), such that

\[
(2.6) \quad |u^\epsilon(x) - u(x_0)| \leq C|x - x_0|^{\gamma}, \forall x \in \Omega, x_0 \in \partial\Omega.
\]
From (2.5) and (2.6), we see that
\[ |\hat{u}(x) - u(x_0)| \leq C|x - x_0|^\gamma, \quad \forall \ x \in \Omega, \ x_0 \in \partial \Omega. \]
This implies that \( \hat{u} \in C(\overline{\Omega}) \) and \( \hat{u} \equiv u \) on \( \partial \Omega \). By the compactness property of viscosity solutions of elliptic equations (see Crandall-Ishii-Lions [15]), we know that \( \hat{u} \in C(\overline{\Omega}) \) is a viscosity solution of the Aronsson equation (1.1) associated with \( A \) and \( H_A \). Since \( \hat{u} \equiv u \) on \( \partial \Omega \), it follows from the uniqueness theorem of (1.1) (see [10] and [23]) that \( \hat{u} = u \). This also implies that \( u^\epsilon \to u \) in \( C^0_{\text{loc}}(\Omega) \) for \( \epsilon \to 0 \).

\[ 3 \quad \text{A priori estimates} \]
Motivated by [19, 20], we will establish some necessary a priori estimates of smooth solutions \( u^\epsilon \) of the equation (2.4) associated with \( A_\epsilon \) satisfying (2.1) and (2.2), which is the crucial ingredient to establish everywhere differentiability of viscosity solution of the Aronsson equation (1.1).

In this section, we will assume \( A \in A(\Omega) \cap C^\infty(\Omega) \), and \( u^\epsilon \in C^\infty(\Omega) \cap C(\Omega) \) is a solution of the \( \epsilon \)-regularized equation (2.4) with \( B \) and \( H_B \) replaced by \( A \) and \( H_A \).

\[ 3.1 \quad \text{Lipschitz estimates} \]
We begin with the following theorems.

**Theorem 3.1.** For \( u \in C^{0,1}(\Omega) \) and \( A \in A(\Omega) \cap C^\infty(\Omega) \), assume \( u^\epsilon \in C^\infty(\Omega) \cap C(\overline{\Omega}) \) is a solution of the \( \epsilon \)-regularized equation (2.4), with \( B \) and \( H_B \) replaced by \( A \) and \( H_A \). Then we have the estimates
\[ (3.1) \quad \max_{\overline{\Omega}} |u^\epsilon| \leq \max_{\overline{\Omega}} |u|, \]
and for each open set \( V \subseteq \Omega \), there exists \( C > 0 \) depending on \( n, L, \|u\|_{C(\overline{\Omega})}, \text{dist}(V, \partial \Omega), \) and \( \|A\|_{C^{1,1}(\Omega)} \) such that
\[ (3.2) \quad \max_{\overline{V}} |Du^\epsilon| \leq C. \]

**Proof.** The estimate (3.1) follows from the standard maximum principle of the equation (2.4). For (3.2), we proceed as follows. To simplify the presentation, we will use the Einstein summation convention. Denote \( u_i^\epsilon = \frac{\partial}{\partial x_i^\epsilon} u^\epsilon \), \( u_{ij}^\epsilon = \frac{\partial^2}{\partial x_i^\epsilon \partial x_j^\epsilon} u^\epsilon \), \( a_{ij}^\epsilon \) as the \((i, j)\)th entry of \( A \), and \( a_{ki} = \frac{\partial}{\partial x_k} a_{ij} \). Recall that
\[ A_H[u^\epsilon] = 2a_{ik}^{\epsilon} u_k^\epsilon u_i^\epsilon a_{ij}^\epsilon u^\epsilon + a_{ij}^{\epsilon} u_i^\epsilon u_j^\epsilon a_{kl}^\epsilon u^\epsilon. \]
Taking \( \frac{\partial}{\partial s} \) of the equation (2.4), we obtain
\[ 2a_{ik}^{\epsilon} u_k^\epsilon u_{ij}^\epsilon a_{ij}^\epsilon u^\epsilon + 4a_{ik}^{\epsilon} u_k^\epsilon u_{ij}^\epsilon a_{ij}^\epsilon u^\epsilon + 4a_{ik}^{\epsilon} u_k^\epsilon u_{ij}^\epsilon a_{ij}^\epsilon u^\epsilon + a_{ij}^{\epsilon} u_i^\epsilon u_j^\epsilon a_{kl}^\epsilon u^\epsilon + 2a_{ij}^{\epsilon} u_i^\epsilon u_j^\epsilon a_{kl}^\epsilon u^\epsilon. \]
(3.3) \[ +a_k^{ij}u_i^e u_j^e a_k u_\ell^e + a_k^{ij}u_i^e a_k u_\ell^e + \epsilon \text{ div}(A Du) + \epsilon \text{ div}(A_s Du) = 0. \]

Set

(3.4) \[ G_m^e := 4a_i^{im}u_i^e a_{ij}^\epsilon u_\ell^e + 2a_k^{mj}u_j^e a_k u_\ell^e + a_k^{ij}u_i^e a_k u_\ell^e + \epsilon \text{ div}(A_s Du). \]

and

(3.5) \[ F_s^e := 4a_i^{ik}u_i^e u_j^e a_{ij}^\epsilon u_\ell^e + a_k^{ij}u_i^e a_k u_\ell^e + a_k^{ij}u_i^e a_k u_\ell^e + \epsilon \text{ div}(A_s Du). \]

Define the operator \( L_\epsilon \) by

(3.6) \[ L_\epsilon v := 2a^{ik}u_i^e v_{ij} a_{ij}^\epsilon u_\ell^e + \sum_{m=1}^n G_m^e v_m + \epsilon \text{ div}(A Dv). \]

Then (3.3) can be written as

(3.7) \[ -L_\epsilon (u^s_\epsilon) = F_s^e. \]

Set \( v^\epsilon := \frac{1}{2} |Du^\epsilon|^2 \). Then

\[ v_i^\epsilon = \sum_{s=1}^n u_s^e u_s^e \text{ and } v_{ij}^\epsilon = \sum_{s=1}^n [u_s^e u_{sj}^e + u_{si}^e u_{sj}^e], \]

so that by using the equation (3.7) we have

(3.8) \[ L_\epsilon v^\epsilon = 2 |D^2 u^\epsilon| A Du^\epsilon |^2 + \sum_{s=1}^n [\epsilon a_{ij}^\epsilon u_s^e u_{sj}^e - u_s^e F_s^e]. \]

Set \( z^\epsilon := \frac{1}{2} (u^\epsilon)^2 \). Then by the equation (2.4) we have

\[ L_\epsilon z^\epsilon = 2a^{ik}u_i^e u_j^e u_{ij}^\epsilon u_\ell^e + 2a^{ik}u_i^e u_j^e a_{ij}^\epsilon u_\ell^e + \sum_{m=1}^n G_m^e u_m^e u_\ell^e + \epsilon u^e \text{ div}(A Du^\epsilon) + \epsilon a_{ij}^\epsilon u_i^e u_j^e \]

\[ = 2 \langle Du^\epsilon, A Du^\epsilon \rangle + \epsilon \langle A Du^\epsilon, Du^\epsilon \rangle + u^e A^e_H [u^\epsilon] \\
+ 4u^e a_{im}^e u_i^e u_j^e a_{ij}^\epsilon u_\ell^e + 2u^e a_k^{mj} u_j^e a_k u_\ell^e u_m^e \\
= 2 \langle Du^\epsilon, A Du^\epsilon \rangle + \epsilon \langle A Du^\epsilon, Du^\epsilon \rangle \\
+ 4u^e \langle A Du^\epsilon, D^2 u^e ADu^\epsilon \rangle + 2u^e \langle (Du^\epsilon, DADu^\epsilon), ADu^\epsilon \rangle, \]

where \( \langle Du^\epsilon, DADu^\epsilon \rangle \) is interpreted as the vector \( \langle (Du^\epsilon, A_k Du^\epsilon) \rangle \) with \( A_k \) being the element-wise derivative of \( A \). Choose \( \phi \in C^\infty_0 (\Omega) \) such that

\[ \phi = 1 \text{ in } V, \ 0 < \phi \leq 1, \]
and, for $\beta > 0$ to be determined later, define the auxiliary function $w^\epsilon$ by

$$w^\epsilon := \phi^2 v^\epsilon + \beta z^\epsilon.$$  

If $w^\epsilon$ attains its maximum on $\partial \Omega$, then

$$\sup_{\nabla} v^\epsilon \leq \sup_{\nabla} w^\epsilon(x) = \max_{\Omega} w^\epsilon = \frac{\beta}{2} \max_{\partial \Omega} u^2,$$

hence (3.2) holds. Thus we may assume $w^\epsilon$ attains its maximum at an interior point $x_0 \in \Omega$. This gives

$$Dw^\epsilon(x_0) = 0, D^2 w^\epsilon(x_0) \leq 0,$$

so that

$$-L_{\epsilon}w^\epsilon(x_0) = -(2a^{ik}u^\epsilon_k a^{\ell j}u^\epsilon_\ell + \epsilon a^{ij})w^\epsilon_{ij} \big|_{x = x_0} \geq 0.$$  

On the other hand, from (3.8) and (3.9) we have that, at $x = x_0$,

$$0 \leq -L_{\epsilon}w^\epsilon(x_0) = -L_{\epsilon}(\phi^2 v^\epsilon) - \beta L_{\epsilon}z^\epsilon$$

$$= -\phi^2 L_{\epsilon}v^\epsilon - \beta L_{\epsilon}z^\epsilon - v^\epsilon L_{\epsilon}\phi^2 - 8\phi a^{ik}u^\epsilon_k a^{\ell j}u^\epsilon_\ell \phi_\xi \sum_{r=1}^n u^\epsilon_{ij}u^\epsilon_r - 4\epsilon \phi \sum_{m=1}^n \phi_i a^{ij}u^\epsilon_{mi}a^{kj}u^\epsilon_j$$

$$= \left[-2\phi^2|D^2 u^\epsilon ADu^\epsilon|^2 - \epsilon \phi^2 \sum_{s=1}^n a^{ij}u^\epsilon_{si}u^\epsilon_{sj} - 2\beta\langle Du^\epsilon, ADu^\epsilon \rangle^2 - \epsilon \beta \langle Du^\epsilon, ADu^\epsilon \rangle \right]$$

$$- \left[4\beta u^\epsilon(ADu^\epsilon, D^2 u^\epsilon ADu^\epsilon) + 2\beta a^{mj}u^\epsilon_j u^\epsilon_m a^{kj}u^\epsilon_\ell \right]$$

$$- \left[8\phi a^{ik}u^\epsilon_k a^{\ell j}u^\epsilon_\ell \phi_\xi \sum_{r=1}^n u^\epsilon_{ij}u^\epsilon_r + 4\epsilon \phi \sum_{m=1}^n \phi_i a^{ij}u^\epsilon_{mi}u^\epsilon_j \right] + \phi^2 \sum_{s=1}^n \phi_{s} F_{\phi}^s - v^\epsilon L_{\epsilon}(\phi^2)$$

$$= I_1 + I_2 + I_3 + I_4 + I_5.$$  

We estimate $I_1, \ldots, I_5$ as follows. Since $\langle \xi, A\xi \rangle \geq \frac{1}{L^2}||\xi||^2$ for all $\xi \in \mathbb{R}^n$, we have

$$I_1 = -2\phi^2|D^2 u^\epsilon ADu^\epsilon|^2 - \epsilon \phi^2 \sum_{s=1}^n a^{ij}u^\epsilon_{si}u^\epsilon_{sj} - 2\beta\langle Du^\epsilon, ADu^\epsilon \rangle^2 - \epsilon \beta \langle ADu^\epsilon, Du^\epsilon \rangle$$

$$\leq -2\phi^2|D^2 u^\epsilon ADu^\epsilon|^2 - \epsilon \phi^2|D^2 u^\epsilon|^2 - \frac{2\beta}{L^2} |Du^\epsilon|^4.$$  

Applying Young’s inequality, we can estimate $I_2$ by

$$I_2 = -4\beta u^\epsilon(ADu^\epsilon, D^2 u^\epsilon ADu^\epsilon) - 2\beta a^{mj}u^\epsilon_j u^\epsilon_m a^{kj}u^\epsilon_\ell$$

$$\leq 4\beta u^\epsilon||ADu^\epsilon||D^2 u^\epsilon ADu^\epsilon| + C|Du^\epsilon|^3$$

$$\leq \beta^{4/3}|D^2 u^\epsilon ADu^\epsilon|^{4/3} + C|Du^\epsilon|^4 + C(\beta),$$

where we have used (3.1). Henceforth $C > 0$ denotes constants depending only on $n$, $L$, $||A||_{C^{1,1}(\Omega)}$, $||u||_{C^{2}(\Omega)}$, and $\text{dist}(V, \partial \Omega)$. 
Similarly, by Young’s inequality we have
\[
I_3 = -8\phi \sum_{r=1}^{n} u_{rj}^\epsilon u_r^\epsilon \phi_i \phi_i^\epsilon - 4\epsilon \phi \sum_{m=1}^{n} \phi_i a_{ij}^\epsilon u_{mj}^\epsilon u_m^\epsilon
\]
\[
\leq 8\phi \langle AD\phi, Du^\epsilon \rangle + \langle Du^\epsilon, D^2 u^\epsilon ADu^\epsilon \rangle + 4\epsilon \langle AD^2 u^\epsilon Du^\epsilon, D\phi \rangle
\]
\[
\leq C|D^2 u^\epsilon ADu^\epsilon||Du^\epsilon|^2 \phi + C\epsilon |D^2 u^\epsilon Du^\epsilon| \phi
\]
\[
\leq \frac{1}{8}|D^2 u^\epsilon ADu^\epsilon|^2 \phi^2 + \frac{\epsilon}{16 L} |D^2 u^\epsilon|^2 \phi^2 + C|Du^\epsilon|^4 + C.
\]
For \(I_4\), by using \(0 < \epsilon \leq 1\), we have
\[
I_4 = \sum_{s=1}^{n} \left[ 4\phi^2 u_s^\epsilon a_{ik}^\epsilon u_k^\epsilon u_s^\epsilon + \epsilon \phi^2 u_s^\epsilon a_{ij}^\epsilon u_i^\epsilon u_j^\epsilon + \epsilon \phi^2 u_s^\epsilon \div (A_s Du^\epsilon) \right]
\]
\[
\leq \frac{1}{8}|D^2 u^\epsilon ADu^\epsilon|^2 \phi^2 + C|Du^\epsilon|^4 + \frac{\epsilon}{16 L} |D^2 u^\epsilon|^2 \phi^2 + C.
\]
Finally, for \(I_5\), we have
\[
I_5 = 2v^\epsilon a_{ik}^\epsilon (\phi^2)_{ij} a_{ij}^\epsilon u_i^\epsilon + 4v^\epsilon a_{ik}^\epsilon (\phi^2)_{ij} a_{ij}^\epsilon u_i^\epsilon + 2v^\epsilon a_{ij}^\epsilon (\phi^2)_{ij} a_{ij}^\epsilon u_i^\epsilon
\]
\[
+ v^\epsilon a_{ij}^\epsilon u_i^\epsilon a_{ij}^\epsilon (\phi^2)_{ij} + \epsilon v^\epsilon \div (AD\phi^2)
\]
\[
\leq C|Du^\epsilon|^4 + C|D^2 u^\epsilon ADu^\epsilon||Du^\epsilon|^2 \phi + C\epsilon |Du^\epsilon|^2
\]
\[
\leq \frac{1}{8}|D^2 u^\epsilon ADu^\epsilon|^2 \phi^2 + C|Du^\epsilon|^4 + C.
\]
Combining all these estimates with (3.9) yields that, at \(x = x_0\),
\[
2\phi^2|D^2 u^\epsilon ADu^\epsilon|^2 + \frac{\epsilon}{L} \phi^2 |D^2 u^\epsilon|^2 + 2 \frac{\epsilon}{L^2} \beta |Du^\epsilon|^4
\]
\[
\leq |D^2 u^\epsilon ADu^\epsilon|^2 \phi^2 + C|Du^\epsilon|^4 + C\beta^{4/3} |D^2 u^\epsilon ADu^\epsilon|^{4/3} + \frac{\epsilon}{8L} \phi^2 |D^2 u^\epsilon|^2 + C(\beta),
\]
so that
\[
|D^2 u^\epsilon ADu^\epsilon|^2 \phi^2 + \frac{2\epsilon}{L^2} \beta |Du^\epsilon|^4 \leq C|Du^\epsilon|^4 + C\beta^{4/3} |D^2 u^\epsilon ADu^\epsilon|^{4/3} + C(\beta).
\]
We may choose \(\beta > 1\) sufficiently large so that
\[
|D^2 u^\epsilon ADu^\epsilon|^2 \phi^2 + \frac{\beta}{L^2} |Du^\epsilon|^4 \leq C\beta^{4/3} |D^2 u^\epsilon ADu^\epsilon|^{4/3} + C(\beta).
\]
Multiplying both sides of this inequality by \(\phi^4\) and applying Young’s inequality implies
\[
|D^2 u^\epsilon ADu^\epsilon|^2 \phi^6 + \frac{\beta}{L^2} |Du^\epsilon|^4 \phi^4 \leq C\beta^{4/3} |D^2 u^\epsilon ADu^\epsilon|^{4/3} \phi^4 + C(\beta)
\]
\[
\leq \frac{1}{2} |D^2 u^\epsilon ADu^\epsilon|^2 \phi^6 + C(\beta).
\]
Hence we have
\[ |Du^\epsilon|^4 \phi_4^4 \bigg|_{x=x_0} \leq C. \]
This finishes the proof, since \( v^\epsilon = \frac{1}{2} |Du^\epsilon|^2 \) attains its maximum at \( x^0 \).

Next we will establish the boundary Hölder continuity estimate of \( u^\epsilon \).

**Theorem 3.2.** With the same notations of Theorem 3.1, assume that in addition \( L < 2^{1/4} \). Then there exist \( \delta_0 > 0, \epsilon_0 > 0, \gamma \in (0, 1) \), and \( C > 0 \) depending only on \( \Omega \) and \( \|A\|_{L^\infty(\Omega)} \) such that if \( \|DA\|_{L^\infty(\Omega)} \leq \delta_0 \) and \( 0 < \epsilon < \epsilon_0 \), then
\[
|u^\epsilon(x) - u(y_0)| \leq C|x - y_0|^\gamma, \quad y_0 \in \partial\Omega, \quad x \in \Omega.
\]

**Proof.** To show (3.10), assume for simplicity that \( y_0 = 0 \in \partial\Omega \). Define \( w(x) = \lambda|x|^\gamma \), where \( \lambda > 1 \) is chosen such that
\[ -w + u(0) \leq u \leq u(0) + w \text{ on } \partial\Omega. \]
This is always possible, since \( u \) is Lipschitz. Now we claim that \( w \) is a supersolution of the \( \epsilon \)-regularized equation (2.4). In fact, direct calculations imply
\[
-a^{ij}(x)w_i(x)w_j(x)a^{k\ell}(x)w_k(x)w_\ell(x) = -\frac{\lambda^2 \gamma^2 a^{ik}x_k a^{j\ell}x_\ell}{|x|^{4-2\gamma}} \cdot \lambda \gamma \left[ (\gamma - 2) \frac{x_i x_j}{|x|^{1-\gamma}} + \frac{\delta_{ij}}{|x|^{2-\gamma}} \right]
= \lambda^3 \gamma^3 (2 - \gamma) \frac{\langle x, Ax \rangle^2}{|x|^{8-3\gamma}} - \lambda^3 \gamma^3 \frac{\langle x, A^2 x \rangle}{|x|^{6-3\gamma}}
\geq \lambda^3 \gamma^3 \frac{2 - \gamma}{L^2} |x|^{3\gamma - 4} - \lambda^3 \gamma^3 L^2 |x|^{3\gamma - 4}
= \lambda^3 \gamma^3 \left( \frac{2 - \gamma}{L^2} - L^2 \right) |x|^{3\gamma - 4}.
\]
Note that we can choose \( \gamma > 0 \) so that \( \bar{\gamma} := \frac{2 - \gamma}{L^2} - L^2 > 0 \), since \( L < 2^{1/4} \). Next we estimate
\[
-a^{ij}_k(x)w_i(x)w_j(x)a^{k\ell}(x)w_k(x)w_\ell(x) = -\lambda^3 \gamma^3 a^{ij}_k(x)a^{k\ell}(x) \frac{x_i x_j x_k x_\ell}{|x|^{6-3\gamma}}
\geq -\lambda^3 \gamma^3 \|A\|_{L^\infty(\Omega)} \|DA\|_{L^\infty(\Omega)} |x|^{3\gamma - 3}.
\]
Finally, for the regularization term we can estimate
\[
-\epsilon \text{ div}(ADw)(x) = -\epsilon \lambda a^{ij} \gamma \frac{\delta_{ij}}{|x|^{2-\gamma}} - \epsilon \lambda a^{ij} \gamma (\gamma - 2) \frac{x_i x_j}{|x|^{4-\gamma}} - \epsilon \lambda a^{ij} \gamma \frac{x_i}{|x|^{2-\gamma}}
\geq -\epsilon \lambda L \gamma (n + \gamma - 2) |x|^\gamma - 2\epsilon \lambda n \gamma \|DA\|_{L^\infty(\Omega)} |x|^{\gamma - 1}.
\]
Putting these estimates together, we have
\[
-A_H^\epsilon [w]
\]
\[
\geq 2\lambda^3 \gamma^3 |x|^{3\gamma - 4} - \lambda^3 \gamma^3 \|A\|_{L^\infty(\Omega)} \|DA\|_{L^\infty(\Omega)} |x|^{3\gamma - 3} - 2\epsilon \lambda L \gamma (n + \gamma - 2) |x|^{\gamma - 2} \\
- 2\epsilon \lambda n \gamma \|DA\|_{L^\infty(\Omega)} |x|^{\gamma - 1}
\]
\[
\geq 2\lambda^3 \gamma^3 |x|^{3\gamma - 4} - \lambda^3 \gamma^3 \|A\|_{L^\infty(\Omega)} \|DA\|_{L^\infty(\Omega)} |x|^{3\gamma - 3} - C\epsilon |x|^{3\gamma - 4}.
\]

Set
\[
\delta_0 := \delta(\Omega, A) = \min_{x \in \Omega} \frac{\tilde{\gamma} |x|}{\|A\|_{L^\infty(\Omega)}}.
\]

If \(\|DA\|_{L^\infty(\Omega)} \leq \delta_0\) and \(\epsilon_0 > 0\) is sufficiently small, then we have \(\gamma \in (0, 1)\) that
\[
-A^\epsilon_H[w] \geq 0.
\]

By the comparison principle, we conclude that \(w + u(0) \geq u^\epsilon\) in \(\Omega\). Similarly, we have \(-w + u(0) \geq u^\epsilon\) in \(\Omega\). Thus we obtain
\[
|u^\epsilon(x) - u(0)| \leq \lambda |x|^{\gamma}, \quad x \in \Omega.
\]

This completes the proof. \(\square\)

### 3.2 Flatness estimates

In this section, we will prove refined a priori estimates of the \(\epsilon\)-regularized equation (2.4) under a flatness assumption. Assume \(u^\epsilon \in C^\infty(\Omega) \cap C(\overline{\Omega})\) is a smooth solution to the \(\epsilon\)-regularized equation (2.4) associated with \(A \in \mathcal{A}(\Omega) \cap C^\infty(\Omega)\).

**Theorem 3.3.** Assume \(B(0, 3) \subset \Omega\). For any \(0 < \lambda < 1\), if \(A \in \mathcal{A}(\Omega) \cap C^\infty(\Omega)\) satisfies \(A(0) = I_n\) and

\[
\|DA\|_{L^\infty(B(0,3))} + \|D^2A\|_{L^\infty(B(0,3))} \leq \lambda,
\]

and if \(u^\epsilon \in C^\infty(\Omega)\) is a smooth solution of (2.4) that satisfies

\[
\max_{x \in B(0,2)} |u^\epsilon(x) - x_n| \leq \lambda,
\]

then there exists a constant \(C > 0\) independent of \(\epsilon\) and \(\lambda\) such that

\[
|Du^\epsilon(x)|^2 \leq u^\epsilon_{pp}(x) + C\lambda^{1/2} \quad \text{for all } x \in B(0,1).
\]

**Proof.** Set \(\Phi(p) := (|p|^2 - p_n)^2 = \max\{|p|^2 - p_n, 0\}^2\). Let \(\phi \in C^\infty_0(B(0,3))\) be such that
\(\phi = 1\) in \(B(0,1)\), \(\phi = 0\) outside \(B(0,2)\), \(0 \leq \phi \leq 1\), and \(|D\phi| \leq 2\).

Define
\[
v^\epsilon = \phi^2 \Phi(Du^\epsilon) + \beta(u^\epsilon - x_n)^2 + \lambda |Du^\epsilon|^2.
\]

Applying Theorem 3.1, we have
\[
|u^\epsilon| + |Du^\epsilon| \leq C \text{ in } B(0,2).
\]
If \( \max_{B(0,2)} v^\epsilon \) is attained on \( \partial B(0,2) \), then by (3.1), (3.11), and (3.12) we have

\[
\max_{B(0,2)} v^\epsilon (x) = \max_{\partial B(0,2)} \left( \beta (u^\epsilon - x_n)^2 + \lambda |Du^\epsilon|^2 \right) \leq \beta \lambda^2 + C \lambda \leq C \lambda,
\]

and hence

\[
\max_{B(0,1)} \left( |Du^\epsilon|^2 - u_n^\epsilon \right) + \leq \max_{B(0,1)} \Phi(Du^\epsilon) \leq C \lambda
\]

so that (3.13) holds. Therefore we may assume that \( v^\epsilon \) attains its maximum at an interior point \( x_0 \in B(0,2) \). If \( |Du^\epsilon|^2 - u_n^\epsilon \leq 0, \) then \( \Phi(Du^\epsilon)(x_0) = 0 \) and

\[
\max_{B(0,1)} \Phi(Du^\epsilon) \leq \max_{B(0,1)} v^\epsilon (x) = v^\epsilon (x_0) \leq v^\epsilon (x_0) \leq \beta \lambda^2 + C \lambda \leq C \lambda
\]

so that (3.13) also holds. So we can also assume

\[
(\max_{B(0,1)} |Du^\epsilon|^2 - u_n^\epsilon)(x_0) > 0.
\]

To estimate \( v^\epsilon (x_0) \), let \( L_\epsilon \) and \( F_\epsilon \) be given by (3.6) and (3.5). We need to compute \( L_\epsilon v^\epsilon \) at \( x_0 \). Using

\[
\mathcal{A}_H[u^\epsilon] + \text{div}(ADu^\epsilon) = 2a^{ik} u^\epsilon_k u^\epsilon_{ij} a^{jl} u^\epsilon_l + a^{ij} u^\epsilon_j u^\epsilon_{kl} a^{kl} u^\epsilon_l + \text{div}(ADu^\epsilon) = 0,
\]

we obtain

\[
-L_\epsilon ((u^\epsilon - x_n)^2) = -4a^{ik} u^\epsilon_k u^\epsilon_{ij} a^{jl} u^\epsilon_l (u^\epsilon - x_n) - 4a^{ik} u^\epsilon_k a^{jl} u^\epsilon_{ij} (u^\epsilon - \delta_{in})(u^\epsilon_j - \delta_{jn})
\]

\[
-8a^{ij} (u^\epsilon_i - \delta_{mi}) a^{kl} u^\epsilon_{ij} (u^\epsilon_j - x_n)
\]

\[
-4a^{ij} (u^\epsilon_i - \delta_{mi}) a^{kl} u^\epsilon_{ij} (u^\epsilon_j - x_n)
\]

\[
-2a^{ij} u^\epsilon_j a^{kl} (u^\epsilon_l - \delta_{kn}) (u^\epsilon_j - x_n)
\]

\[
-2(\epsilon (u^\epsilon - x_n)) \text{div}(ADu^\epsilon - ADx_n) - 2\epsilon (Du^\epsilon - e_n, A(Du^\epsilon - e_n))
\]

\[
= -4(\langle Du^\epsilon, ADu^\epsilon \rangle - a^{nk} u^\epsilon_k)^2 - 2\epsilon (Du^\epsilon - e_n, A(Du^\epsilon - e_n))
\]

\[
-8a^{ik} u^\epsilon_k (u^\epsilon_i - \delta_{mi}) a^{jl} u^\epsilon_{ij} (u^\epsilon_j - x_n)
\]

\[
-4a^{ij} (u^\epsilon_i - \delta_{mi}) a^{kl} u^\epsilon_{ij} (u^\epsilon_j - x_n)
\]

\[
+2a^{ij} u^\epsilon_j a^{kl} \delta_{kn} (u^\epsilon_j - x_n) + 2\epsilon \sum_{i=1}^n a^{kn} u^\epsilon_i (u^\epsilon - x_n)
\]

\[
= J_1 + J_2 + J_3 + J_4 + J_5 + J_6,
\]

where we denote \( e_n = (0, ..., 0, 1) \).

Applying (3.12) and Theorem 3.1, we have by straightforward calculations that

\[
|J_3| \leq C\lambda |D^2 u^\epsilon ADu^\epsilon|,
\]

and

\[
|J_4, |J_5| \leq C\lambda,
\]
as well as
\[ |J_0| \leq C \epsilon \lambda. \]

Since \( \|DA\|_{L^{\infty}} \leq \lambda \) and \( A(0) = I_n \), we have \( |A - I_n| \leq C \lambda \) on \( \Omega \) and hence
\[
|\langle Du^\epsilon, ADu^\epsilon \rangle - a^{nk}u_k^\epsilon| \geq \|Du^\epsilon\|^2 - u_n^\epsilon - |\langle Du^\epsilon, (A - I_n)Du^\epsilon \rangle| \\
-|a^{nn} - 1||u_n| - \sum_{k=1}^{n-1} |a^{nk}u_k^\epsilon| \\
\geq \|Du^\epsilon\|^2 - u_n^\epsilon - C \lambda.
\]

Hence we have that
\[
J_1 = -4(\langle Du^\epsilon, ADu^\epsilon \rangle - a^{nk}u_k^\epsilon)^2 \leq -4\|Du^\epsilon\|^2 - u_n^\epsilon^2 + C \lambda.
\]

Since \( \langle \xi, A\xi \rangle \geq 1/2 |\xi|^2 \), we also have
\[
J_2 \leq -\frac{\epsilon}{L} \|Du^\epsilon - e_n\|^2.
\]

Combining all these estimates on \( J_i \)'s, we have

\[
-L_\epsilon((u^\epsilon - x_n)^2) \leq -4(\|Du^\epsilon\|^2 - u_n^\epsilon)^2 - \frac{2\epsilon}{L} \|Du^\epsilon - e_n\|^2 \\
+ C \lambda (1 + |D^2 u^\epsilon ADu^\epsilon|).
\]

(3.14)

Moreover, similar to the proof of Theorem 3.1, we have
\[
\frac{1}{2} L_\epsilon(\|Du^\epsilon\|^2) = 2\|D^2 u^\epsilon ADu^\epsilon\|^2 + \epsilon \sum_{s=1}^{n} (a^{ij}u_s^\epsilon u_s^\epsilon - u_s^\epsilon F_s^\epsilon) \\
\geq 2\|D^2 u^\epsilon ADu^\epsilon\|^2 + \frac{\epsilon}{L} \|D^2 u^\epsilon ADu^\epsilon\|^2 - C\|D^2 u^\epsilon ADu^\epsilon\|^2 - C\|Du^\epsilon\|^4
\]

(3.15)

Next we need to estimate \( L_\epsilon(\phi^2 \Phi(Du^\epsilon)) \). First recall
\[
L_\epsilon(\Phi(Du^\epsilon)) = 2a^{ik}u_i^\epsilon a^{ij}u_j^\epsilon (\Phi(Du^\epsilon))_{ij} + \epsilon \text{div}(AD(\Phi(Du^\epsilon))) \\
+ (4a^{ik}u_i^\epsilon a^{ij}u_j^\epsilon + 2a^{ij} u_j^\epsilon a^{kl}u_k^\epsilon + a^{ij} u_j^\epsilon u_j^\epsilon a^{ks}) (\Phi(Du^\epsilon))_s.
\]

As explained earlier, we may assume \( |Du^\epsilon|^2 > u_n^\epsilon \) at \( x^0 \in B(0, 2) \). With this assumption we have at \( x = x^0 \) that
\[
(\Phi(Du^\epsilon))_s = 2(\|Du^\epsilon\|^2 - u_n^\epsilon) \left( \sum_{k=1}^{n} u_k^\epsilon u_k^\epsilon - u_{ns}^\epsilon \right),
\]

and
\[
(\Phi(Du^\epsilon))_{ij} = 2 \left( \sum_{s=1}^{n} u_{sj}^\epsilon u_s^\epsilon - u_{nj}^\epsilon \right) \left( \sum_{s=1}^{n} u_s^\epsilon u_s^\epsilon - u_{ni}^\epsilon \right).
\]
Here we have
\[ \epsilon = \Phi(n) = 4 \sum_{s=1}^{n} (u_{s1}^e u_{s2}^e - u_{nij}^e). \]

Hence we obtain that, at \( x = x_0 \),
\[ L_\epsilon(\Phi(Du^e)) = 4a^{ik} u_k^e a^{j\ell} u_\ell^e \left( 2 \sum_{s=1}^{n} u_{sij}^e + u_{sij}^e u_{sij}^e - u_{nij}^e \right) \]
\[ + 4 \left( |Du^e|^2 - u_n^e \right) a^{ik} u_k^e a^{j\ell} u_\ell^e \left( 2 \sum_{s=1}^{n} u_{sij}^e + u_{sij}^e u_{sij}^e - u_{nij}^e \right) \]
\[ + 2a^{ij} \left( 2 \sum_{s=1}^{n} u_{sij}^e - u_{nij}^e \right) \left( 2 \sum_{s=1}^{n} u_{sij}^e - u_{nij}^e \right) \]
\[ + 2 \left( |Du^e|^2 - u_n^e \right) \sum_{m=1}^{n} G_m^e \left( 2 \sum_{s=1}^{n} u_{sm}^e u_{s}\ - u_{nsm}^e \right) \]
\[ = 4a^{ik} u_k^e a^{j\ell} u_\ell^e \left( 2 \sum_{s=1}^{n} u_{sij}^e - u_{nij}^e \right) \left( 2 \sum_{s=1}^{n} u_{sij}^e - u_{nij}^e \right) \]
\[ + 8 \left( |Du^e|^2 - u_n^e \right) a^{ik} u_k^e a^{j\ell} u_\ell^e \left( 2 \sum_{s=1}^{n} u_{sij}^e \right) \]
\[ + 2a^{ij} \left( 2 \sum_{s=1}^{n} u_{sij}^e - u_{nij}^e \right) \left( 2 \sum_{s=1}^{n} u_{sij}^e - u_{nij}^e \right) \]
\[ + 4a^{ij} \left( |Du^e|^2 - u_n^e \right) \sum_{s=1}^{n} u_{sij}^e \]
\[ + 2 \left( |Du^e|^2 - u_n^e \right) \left( 2 \sum_{s=1}^{n} u_{sij}^e u_{sij}^e \right) \]
\[ = K_1 + K_2 + K_3 + K_4 + K_5. \]

Here \( G_m^e \) is as defined in (3.4). Now we estimate \( K_1, \ldots, K_5 \) separately as follows. For \( K_1 \), we have
\[ K_1 = 4 \left[ 2(Du^e, D^2u^e ADu^e) - (D^2u^e)^n, ADu^e \right]^2, \]
where \((D^2u^e)^n\) denotes the \( n^{th} \)-row of \( D^2u^e \). For \( K_2 \), we have
\[ K_2 = 8(|Du^e|^2 - u_n^e)|D^2u^e ADu^e|^2. \]
For $K_3$, we have
\[ K_3 \geq \frac{2\epsilon}{L} \sum_{i=1}^{n} \left( \frac{2}{n} \sum_{s=1}^{n} u_{s_i}^\epsilon u_{s_i}^\epsilon - u_{ni}^\epsilon \right)^2. \]

For $K_4$, we have
\[ K_4 \geq \frac{4\epsilon}{L} \left( |Du| - u_n^\epsilon \right) |D^2u|^2. \]

From (3.7), we have
\[ K_5 = 2(\sum_{s=1}^{n} 2u_s^\epsilon F_s^\epsilon - F_n^\epsilon), \]
so that we can apply Theorem 3.1 to estimate
\[ |K_5| \leq (\sum_{s=1}^{n} 2u_s^\epsilon |Du|^2 - u_n^\epsilon) \left( \frac{\epsilon}{4L} |D^2u|^2 + C \lambda \right). \]

Putting these estimates into (3.16) gives
\[ (3.17) \quad L_\epsilon(\Phi(Du^\epsilon)) \geq 8(\sum_{s=1}^{n} 2u_s^\epsilon |Du|^2 - u_n^\epsilon) \left( \frac{\epsilon}{4L} |D^2u|^2 + C \lambda \right), \]
which is an estimate for the difference between $\Phi(Du^\epsilon)$ and $\Phi(Du)$. It follows from (3.17) that
\[ L_\epsilon(\phi^2 \Phi(Du^\epsilon)) = \phi^2 L_\epsilon(\Phi(Du^\epsilon)) + \Phi(Du^\epsilon) L_\epsilon(\phi^2) \]
\[ + 4\epsilon a_{ik} \phi_{i} \phi_{j} \phi_{ij} + 2\epsilon a_{ij} \phi_{i} \phi_{j} \Phi(Du^\epsilon) \]
\[ \geq 8\phi^2 \left( \sum_{s=1}^{n} 2u_s^\epsilon |Du|^2 - u_n^\epsilon \right) \left( \frac{\epsilon}{4L} |D^2u|^2 + C \lambda \right) \]
\[ + 4\phi^2 \left[ 2(\sum_{s=1}^{n} 2u_s^\epsilon |Du|^2 - u_n^\epsilon) \left( \frac{\epsilon}{4L} |D^2u|^2 + C \lambda \right) \right] \]
\[ + 2\epsilon a_{ik} \phi_{i} \phi_{j} \Phi(Du^\epsilon) \]
\[ \geq C \lambda \phi^2 \left[ 1 + \left( \sum_{s=1}^{n} 2u_s^\epsilon |Du|^2 - u_n^\epsilon \right) \left( \frac{\epsilon}{4L} |D^2u|^2 + C \lambda \right) \right]. \]

It is easy to see that
\[ |L_\epsilon(\phi^2)| = \left| 2a_{ij} \phi_{i} \phi_{j} \phi_{ij} + \epsilon \text{div}(AD\phi^2) \right| \]
\[ + \left( 4a_{ij} \phi_{i} \phi_{j} \phi_{ij} + 2a_{ik} \phi_{i} \phi_{k} \phi_{ik} + 2a_{ij} \phi_{i} \phi_{j} \phi_{ij} \right) \phi^2 \]
\[ \leq C |Du|^2 + \phi |D^2u^\epsilon ADu^\epsilon| + C \epsilon \]
\[ \leq \phi |D^2u^\epsilon ADu^\epsilon| + C. \]
Similarly, by Young’s inequality, we have that
\[
\Phi(Du^\epsilon)|L_\epsilon(\phi^2)| \leq (|Du^\epsilon|^2 - u_n^\epsilon)^2 \left( |\phi|D^2 u^\epsilon ADu^\epsilon| + C \right).
\]
By Young’s inequality, we have
\[
4a^{ik} u_k a^{jl} u_l^\epsilon \phi \phi_i (\Phi(Du^\epsilon))_j
\]
\[
= 8a^{ik} u_k a^{jl} u_l^\epsilon \phi \phi_i (|Du^\epsilon|^2 - u_n^\epsilon) \left( 2\sum_{s=1}^{n} u_s^\epsilon u_s^\epsilon - u_{nj}^\epsilon \right)
\]
\[
= 8a^{ik} u_k a^{jl} u_l^\epsilon \phi \phi_i (|Du^\epsilon|^2 - u_n^\epsilon) \cdot \left( 2\langle Du^\epsilon, D^2 u^\epsilon ADu^\epsilon \rangle - \langle (D^2 u^\epsilon)^n, ADu^\epsilon \rangle \right)
\]
\[
\leq 4\phi^2 \left[ 2\langle Du^\epsilon, D^2 u^\epsilon ADu^\epsilon \rangle - \langle (D^2 u^\epsilon)^n, ADu^\epsilon \rangle \right]^2
\]
\[
+ 16 \left[ \langle D\phi, ADu^\epsilon \rangle (|Du^\epsilon|^2 - u_n^\epsilon) \right]^2.
\]
Thus by Theorem 3.1, we obtain
\[
4\phi^2 \left[ 2\langle Du^\epsilon, D^2 u^\epsilon ADu^\epsilon \rangle - \langle (D^2 u^\epsilon)^n, ADu^\epsilon \rangle \right] + 4a^{ik} u_k a^{jl} u_l^\epsilon \phi \phi_i (\Phi(Du^\epsilon))_j
\]
\[
\geq -16 \left[ \langle D\phi, ADu^\epsilon \rangle (|Du^\epsilon|^2 - u_n^\epsilon) \right]^2
\]
\[
\geq -C(|Du^\epsilon|^2 - u_n^\epsilon)^2.
\]
Similarly, by Young’s inequality, we have that
\[
2\epsilon \phi a^{ij} \phi_i (\Phi(Du^\epsilon))_j = 4\epsilon \phi a^{ij} \phi_i (|Du^\epsilon|^2 - u_n^\epsilon) \left( 2\sum_{s=1}^{n} u_s^\epsilon u_s^\epsilon - u_{nj}^\epsilon \right)
\]
\[
\leq C\epsilon |D\phi|^2 (|Du^\epsilon|^2 - u_n^\epsilon)^2 + \frac{\epsilon}{L} \phi^2 \sum_{i=1}^{n} \left( 2\sum_{s=1}^{n} u_s^\epsilon u_s^\epsilon - u_{ni}^\epsilon \right)^2,
\]
which gives
\[
\frac{2\epsilon}{L} \sum_{i=1}^{n} \left( 2\sum_{s=1}^{n} u_s^\epsilon u_s^\epsilon - u_{ni}^\epsilon \right)^2 \phi^2 - 2\epsilon \phi a^{ij} \phi_i (\Phi(Du^\epsilon))_j
\]
\[
\geq -C\epsilon |D\phi|^2 (|Du^\epsilon|^2 - u_n^\epsilon)^2
\]
\[
\geq -C\epsilon (|Du^\epsilon|^2 - u_n^\epsilon)^2.
\]
Putting all these estimates together and applying Young’s inequality, we conclude that
\[
L_\epsilon(\phi^2 \Phi(Du^\epsilon)) \geq 8\phi^2 (|Du^\epsilon|^2 - u_n^\epsilon) |D^2 u^\epsilon ADu^\epsilon|^2 - C(|Du^\epsilon|^2 - u_n^\epsilon)^2
\]
\[
- (|Du^\epsilon|^2 - u_n^\epsilon)^2 (|D^2 u^\epsilon ADu^\epsilon|^2 + C)
\]
\[
- C\lambda (|Du^\epsilon|^2 - u_n^\epsilon) |D^2 u^\epsilon ADu^\epsilon|^2 - C\lambda \phi^2
\]
\[
\geq -C(|Du^\epsilon|^2 - u_n^\epsilon)^3 - C(|Du^\epsilon|^2 - u_n^\epsilon)^2 - C\lambda (|Du^\epsilon|^2 - u_n^\epsilon) - C\lambda \phi^2
\]
(3.18)
\[
\geq -C(|Du^\epsilon|^2 - u_n^\epsilon)^2 - C\lambda (|Du^\epsilon|^2 - u_n^\epsilon) - C\lambda.
\]
Combining the estimates (3.14), (3.15), with (3.18) yields that, at $x = x_0$,
\[
0 \leq -L_\epsilon(v^\epsilon) = -L_\epsilon(\phi^2 \Phi(Du^\epsilon)) - \beta L_\epsilon((u^\epsilon - x_n)^2) - \lambda L_\epsilon(|Du^\epsilon|^2) \\
\leq C(|Du^\epsilon|^2 - u_n^\epsilon)^2 + C\lambda(|Du^\epsilon|^2 - u_n^\epsilon) + C\lambda \\
-4\beta(|Du^\epsilon|^2 - u_n^\epsilon)^2 - \frac{2\epsilon\beta}{L}|Du^\epsilon - e_n|^2 + C\beta\lambda + C\beta\lambda|D^2u^\epsilon ADu^\epsilon| \\
+2\lambda\left(-|D^2u^\epsilon ADu^\epsilon|^2 - \frac{\epsilon}{L^2}|D^2u^\epsilon|^2 + C\right).
\]
Thus we have that, at $x = x_0$,
\[
(4\beta - C)(|Du^\epsilon|^2 - u_n^\epsilon)^2 + 2\lambda|D^2u^\epsilon ADu^\epsilon|^2 + \frac{2\epsilon\lambda}{L}|D^2u^\epsilon|^2 \\
\leq C\lambda(|Du^\epsilon|^2 - u_n^\epsilon) + C(1 + \beta)\lambda + C\lambda|D^2u^\epsilon ADu^\epsilon|.
\]
Choosing $\beta > C$ and applying Young’s inequality, we obtain
\[
\beta(|Du^\epsilon|^2 - u_n^\epsilon)^2 \leq C\lambda + 2\beta^2\lambda.
\]
Thus we conclude that, at $x = x_0$,
\[
(|Du^\epsilon|^2 - u_n^\epsilon)^2 \leq C\lambda.
\]
This completes the proof. \hfill \qed

4 Differentiability

This section is devoted to the proof of Theorem 1.1. In order to do it, we need some lemmas. The first lemma is the linear approximation property, which was proved by Yu for some general Hamiltonian functions $H(x, p)$ (see [33] Theorem 2.9 and Remark 2.11); later a proof based on the intrinsic distance was given in [23] Theorem 6 for the special case $H(x, p) = \langle A(x)p, p \rangle$. Below for reader’s convenience, we sketch the proof of Lemma 4.1 based on the intrinsic distance and [23].

**Lemma 4.1.** Let $A \in \mathcal{A}(\Omega) \cap C(\overline{\Omega})$ and $u \in C^{0,1}(\Omega)$ be an absolute minimizer of $\mathcal{F}_\infty$ with respect to $A$ in $\Omega$. Then for each $x \in \Omega$ and every sequence $\{r_j\}_{j \in \mathbb{N}}$ converging to 0, there exists a subsequence $r = \{r_{jk}\}_{k \in \mathbb{N}}$ and a vector $e_{x,r} \in \mathbb{R}^n$ such that

\[
\lim_{k \to \infty} \sup_{y \in B(0,1)} \left| \frac{u(x + r_{jk}y) - u(x)}{r_{jk}} - \langle e_{x,r}, y \rangle \right| = 0,
\]

and $H(x, e_{x,r}) = \text{Lip}_{d_A} u(x)$. Here

\[
\text{Lip}_{d_A} u(x) := \lim_{y \to x} \sup_{y \to x} \left| \frac{u(x) - u(y)}{d_A(x, y)} \right|
\]

and

\[
d_A(x, y) := \sup \left\{ w(x) - w(y) : w \in C^{0,1}(\Omega) \text{ satisfies } H(z, Dw(z)) \leq 1 \text{ a.e. } z \in \Omega \right\}.
\]
Sketch of the proof of Lemma 4.1. Without loss of generality, assume \( x = 0 \in \Omega \) and \( u(0) = 0 \). We also assume \( \text{Lip}_{d_A} u(0) > 0 \), since the case \( \text{Lip}_{d_A} u(0) = 0 \) is trivial.

For any fixed \( r_0 \in (0, d_A(0, \partial \Omega)) \), assume that \( r_{j+1} < r_j < r_0 \) for all \( j \). For each \( j \in \mathbb{N} \), define

\[
u_j(y) = \frac{1}{r_j} \nu(r_j y), \quad A_j(y) = A(r_j y), \quad y \in B(0, r_j^{-1} r_0),
\]

\[A_\infty(y) = A(0), \quad y \in \mathbb{R}^n,
\]

and

\[H_j(x, \xi) = \langle A_j(x) \xi, \xi \rangle, \quad x \in B(0, r_j^{-1} r_0), \quad \xi \in \mathbb{R}^n.
\]

Also let \( d_j \) denote the intrinsic distance \( d_{A_j} \) corresponding to \( A_j \).

Recall that by [23] Lemma 15 there exists \( u_\infty \in W^{1,\infty}(\mathbb{R}^n) \) and a subsequence \( \{r_{j_k}\}_{k \in \mathbb{N}} \) of \( \{r_j\}_{j \in \mathbb{N}} \) such that \( u_{j_k} \) converges to \( u_\infty \) locally uniformly in \( \mathbb{R}^n \), and weak* in \( W^{1,\infty}(\mathbb{R}^n) \). Moreover, by [23] Lemma 19 that there exists a vector \( e \in \mathbb{R}^n \) such that

\[u_\infty(x) = \langle e, x \rangle, \quad x \in \mathbb{R}^n, \quad \text{and} \quad H_\infty(e)(\equiv H(0, e)) = \text{Lip}_{d_\infty} u_\infty(0).
\]

From this, we conclude that

\[
\sup_{y \in B(0,1)} \left| \frac{1}{r_{j_k}} u(r_{j_k} y) - \langle e, y \rangle \right| = \sup_{y \in B(0,1)} \left| u_{j_k}(y) - \langle e, y \rangle \right| = \sup_{y \in B(0,1)} \left| u_{j_k}(y) - u_\infty(y) \right| \to 0
\]

as \( k \to \infty \), and \( H_\infty(e) = \text{Lip}_{d_A} u(0) \). This completes the proof. \( \Box \)

Given a pair of functions \( A \in \mathcal{A}(\Omega) \cap C(\overline{\Omega}) \) and \( u \in C^{0,1}(\Omega) \), and a pair of \( 0 \neq r \in \mathbb{R} \) and \( x_0 \in \Omega \), we define

\[A_{x_0,r}(y) = A(x_0 + ry), \quad u_{x_0,r}(y) = \frac{u(x_0 + ry) - u(x_0)}{r}, \quad y \in \Omega_{x_0,r} := r^{-1}(\Omega \setminus \{x_0\}).
\]

Similarly, for any \( x_0 \in \Omega \) and any non-singular matrix \( M \in \mathbb{R}^{n \times n} \), we define

\[A_{x_0,M}(y) = A(x_0 + My), \quad u_{x_0,M}(y) = M^{-1}(u(x_0 + My) - u(x_0)),
\]

for \( y \in \Omega_{x_0,M} := M^{-1}(\Omega \setminus \{x_0\}) \).

The following scaling invariant property of absolute minimizers of \( \mathcal{F}_\infty \) is a simple consequence of change of variables, whose proof is left for the readers.

**Lemma 4.2.** For any \( x_0 \in \Omega \), \( r \neq 0 \), and a non-singular matrix \( M \in \mathbb{R}^{n \times n} \), if \( u \in \mathcal{C}^{0,1}(\Omega) \) is an absolute minimizer of \( \mathcal{F}_\infty \), with respect to \( A \), in \( \Omega \), then \( u_{x_0,r} \) is an absolute minimizer of \( \mathcal{F}_\infty \), with respect to \( A_{x_0,r} \), in \( \Omega_{x_0,r} \), and \( u_{x_0,M} \) is an absolute minimizer of \( \mathcal{F}_\infty \), with respect to \( A_{x_0,M} \), in \( \Omega_{x_0,M} \).

We also need the following lemma, which was proved in [20].
Lemma 4.3. For \( b \in S^{n-1} \) and \( \eta > 0 \), if \( v \in C^2(B(0,1)) \) satisfies

\[
\sup_{x \in B(0,1)} |v(x) - \langle b, x \rangle| \leq \eta,
\]

then there exists a point \( x_0 \in B(0,1) \) such that

\[
|Dv(x_0) - b| \leq 4\eta.
\]

Now we are ready to prove Theorem 1.1.

Proof of Theorem 1.1. For every point \( x_0 \in \Omega \), we will show that there exists a vector \( Du(x_0) \in \mathbb{R}^n \) such that

\[
(4.2) \quad |u(x_0 + h) - u(x_0) - \langle Du(x_0), h \rangle| = o(|h|), \quad \forall \, h \in \mathbb{R}^n.
\]

From Lemma 4.2, we may assume that \( x_0 = 0 \), \( u(0) = 0 \), and \( A(0) = I_n \). By Theorem 4.1, in order to prove (4.2), it suffices to show that for every pair of sequences \( r = \{r_j\} \) and \( s = \{s_k\} \) that converge to 0, if

\[
(4.3) \quad \lim_{j \to \infty} \sup_{y \in B(0,3r_j)} \frac{1}{r_j} |u(y) - \langle a, y \rangle| = 0
\]

and

\[
(4.4) \quad \lim_{k \to \infty} \sup_{y \in B(0,3s_k)} \frac{1}{s_k} |u(y) - \langle b, y \rangle| = 0
\]

for some \( a, b \in \mathbb{R}^n \), then \( a = b \).

Since \( H(0,a) = \langle a, a \rangle = \langle b, b \rangle = H(0,b) = \operatorname{Lip}_u(0) = \operatorname{Lip}_u(0) = I_n \), we have \( |a| = |b| \). We prove the above claim by contradiction. Suppose that \( 0 \neq a \neq b \). Then, without loss of generality, we may assume that \( a = e_n \). For, otherwise, let \( M \) be a nonsingular matrix such that \( Ma = e_n \). Set \( v(y) = \frac{u([a]M^Ty)}{|a|} \) and \( \tilde{A}(y) = A([a]M^TM) \). Then by Lemma 4.2 \( v \) is an absolute minimizer of \( \mathcal{F}_\infty \), with respect to \( \tilde{A} \). It is clear that (4.3) holds with \( u \) and \( a \) replaced by \( v \) and \( e_n \) respectively.

Since \( |b| = |e_n| = 1 \) and \( b \neq e_n \), we have

\[
\theta := 1 - b_n > 0.
\]

Let \( C > 0 \) be the constant in (3.13) and choose \( \lambda > 0 \) such that

\[
C\lambda^\frac{1}{2} = \frac{\theta}{4}.
\]

Choose \( r \in \{r_j\} \) such that

\[
(4.5) \quad \sup_{y \in B(0,3r)} \frac{1}{r} |u(y) - y_n| \leq \frac{\lambda}{4}.
\]
and

\[
\begin{aligned}
&\frac{2}{1+2^{1/5}} |\xi|^2 \leq \langle A(x)\xi, \xi \rangle \leq \frac{1+2^{1/5}}{2} |\xi|^2, \quad x \in B(0, 3r), \quad \xi \in \mathbb{R}^n, \\
&\sup_{A} \|D\tilde{A}\|_{L^\infty(B(0, 3))} + r^2 \|D^2\tilde{A}\|_{L^\infty(B(0, 3))} \leq \frac{1}{2} \min \{\delta(B(0, 3)), \lambda\},
\end{aligned}
\]  

(4.6)

where \(\delta(B(0, 3))\) is the constant given by Theorem 3.2.

For \(x \in B(0, 3)\), let \(\tilde{A}(x) = A(rx)\) and \(\tilde{u}(x) = \frac{1}{r} u(rx)\). Since \(D\tilde{A}(x) = r(DA)(rx)\) and \(D^2\tilde{A}(x) = r^2(D^2A)(rx)\) for \(x \in B(0, 3)\), it follows from (4.6) that

\[
\begin{aligned}
&\frac{2}{1+2^{1/7}} |\xi|^2 \leq \langle \tilde{A}(x)\xi, \xi \rangle \leq \frac{1+2^{1/7}}{2} |\xi|^2, \quad x \in B(0, 3), \quad \xi \in \mathbb{R}^n, \\
&\sup_{A} \|D\tilde{A}\|_{L^\infty(B(0, 3))} + \|D^2\tilde{A}\|_{L^\infty(B(0, 3))} \leq \frac{1}{2} \min \{\delta(B(0, 3)), \lambda\}.
\end{aligned}
\]

(4.7)

Let \(\tilde{A}_\epsilon \in A(\Omega) \cap C^\infty(\Omega)\) such that

(i) \(\|\tilde{A}_\epsilon\|_{C^{1,1}(B(0, 3))} \leq 2\|A\|_{C^{1,1}(B(0, 3))}\) for all \(\epsilon > 0\),

(ii) for any \(0 < \alpha < 1\), \(\tilde{A}_\epsilon \to \tilde{A}\) in \(C^{1,\alpha}(B(0, 3))\) as \(\epsilon \to 0\).

Then there exists an \(\epsilon_0 > 0\) such that for \(\epsilon < \epsilon_0\)

\[
\begin{aligned}
&\frac{2}{1+2^{1/7}} |\xi|^2 \leq \langle \tilde{A}_\epsilon(x)\xi, \xi \rangle \leq \frac{1+2^{1/7}}{2} |\xi|^2, \quad x \in B(0, 3), \quad \xi \in \mathbb{R}^n, \\
&\|D\tilde{A}_\epsilon\|_{L^\infty(B(0, 3))} + \|D^2\tilde{A}_\epsilon\|_{L^\infty(B(0, 3))} \leq \min \{\delta(B(0, 3)), \lambda\}.
\end{aligned}
\]

(4.7)

Let \(\tilde{u}_\epsilon \in C^{0,1}(B(0, 3))\) be the unique solution of (2.4) associated with \(\tilde{A}_\epsilon\) and \(H_{\tilde{A}_\epsilon}\), with \(u\) and \(\Omega\) replaced by \(\tilde{u}\) and \(B(0, 3)\) respectively. Then, by Theorem 3.2, we have that \(\tilde{u}_\epsilon \to \tilde{u}\) uniformly in \(B(0, 3)\). By Lemma 4.2, \(\tilde{u}\) is an absolute minimizer of \(\mathcal{F}_\infty\) with respect to \(\tilde{A}\). From (4.5), we also have

\[
\sup_{y \in B(0, 3)} \|\tilde{u}(y) - y_n\| \leq \frac{\lambda}{4}.
\]

Hence there exists \(\epsilon_1 \in (0, \epsilon_0)\) such that for all \(\epsilon < \epsilon_1\),

\[
\sup_{y \in B(0, 3)} \|\tilde{u}_\epsilon(y) - y_n\| \leq \frac{\lambda}{2}.
\]

(4.8)

Setting \(\tilde{s}_k = s_k/r\). Then we have

\[
\lim_{k \to \infty} \sup_{y \in B(0, 3s_k)} \frac{1}{s_k} |\tilde{u}(y) - \langle b, y \rangle| = 0.
\]

Choose \(\eta = \frac{\vartheta}{48}\) and pick \(s \in \{\tilde{s}_k\}\), with \(0 < s < 1\), so that

\[
\sup_{y \in B(0, s)} \frac{1}{s} |\tilde{u}(y) - \langle b, y \rangle| \leq \frac{\eta}{2}.
\]
By Theorem 3.2, there exists $\epsilon_2 > 0$ such that for all $\epsilon < \epsilon_2$,
\[
\sup_{y \in B(0, s)} \frac{1}{s} |\tilde{u}^\epsilon(y) - (b, y)| \leq \eta.
\]
Applying Lemma 4.3 to $\frac{1}{s} \tilde{u}^\epsilon(s \cdot)$, we can find a point $x_0 \in B(0, s)$ such that
\[
|D\tilde{u}^\epsilon(x_0) - b| \leq 4\eta,
\]
which, combined with $|b| = 1$, yields
\[
(4.9) \quad \begin{cases}
\tilde{u}^\epsilon_n(x_0) \leq b_n + 4\eta \leq 1 - \theta + 4\eta, \\
|D\tilde{u}^\epsilon(x_0)| \geq 1 - 4\eta.
\end{cases}
\]
From (4.8), we can apply Theorem 3.3 to conclude
\[
|D\tilde{u}^\epsilon(x_0)|^2 \leq \tilde{u}^\epsilon_n(x_0) + C\lambda^{1/2} \leq \tilde{u}^\epsilon_n(x_0) + \frac{\theta}{4}.
\]
This, combined with (4.9), implies that
\[
(1 - 4\eta)^2 \leq 1 - \theta + 4\eta + \frac{\theta}{4},
\]
so that
\[
\theta \leq 12\eta + \frac{\theta}{4} \leq \frac{\theta}{2},
\]
this is impossible. Thus $a = b$, and there is a unique tangent plane at 0 and $u$ is differentiable at 0. The proof is complete.

\section{Lebesgue points of the gradient}

In this last section, we show that every point is a Lebesgue point for the gradient, which extends the property on infinity harmonic functions by [19].

\textbf{Theorem 5.1.} Let $A \in \mathcal{A}(\Omega) \cap C^{1,1}(\Omega)$ and $u$ be a viscosity solution of the Aronsson equation (1.1). Then every point in $\Omega$ is a Lebesgue point of $Du$.

For the intrinsic distance $d_A$ associated with $A$, define the intrinsic ball
\[
B_{d_A}(x, r) := \left\{ y \mid d_A(x, y) < r \right\}
\]
for $x \in \Omega$ and $0 < r < d_A(x, \partial \Omega)$. For $E \subset \mathbb{R}^n$, define $\int_E f = \frac{1}{|E|} \int_E f$. 

Lemma 5.2. For $0 < \lambda < 1$, let $A \in \mathcal{A}(\Omega) \cap C^{1,1}(\Omega)$ such that $A(0) = I_n$ and $\|DA\|_{L^\infty(\Omega)} \leq \lambda^2$. Assume $u \in C^{0,1}(\Omega)$ is an absolute minimizer of $\mathcal{F}_\infty$ with respect to $A$, and satisfies, for $B_{d_A}(0, 3) \subset \Omega$,

$$
\max_{x \in B_{d_A}(0,3)} |u(x) - u(0) - \langle a, x \rangle| \leq \lambda.
$$

Then there exists a constant $C > 0$ depending on $|a|$ such that

$$
(5.1) \quad \int_{B_{d_A}(0,1)} |Du(x) - a|^2 \, dx \leq C\lambda.
$$

Proof. Since

$$(1 + C\lambda^2)^{-1} |\xi|^2 \leq \langle A(x)\xi, \xi \rangle \leq (1 + C\lambda^2) |\xi|^2, \quad \forall x \in \Omega, \xi \in \mathbb{R}^n,$$

we have

$$(1 + C\lambda)^{-1} |x - y| \leq d_A(x, y) \leq (1 + C\lambda) |x - y|, \quad \forall x, y \in \Omega.
$$

It suffices to show that

$$
(5.2) \quad \int_{B(0,1+C\lambda)} |Du(x) - a|^2 \, dx \leq C\lambda.
$$

By the same argument as in the proof of [19] Theorem 4.1, (5.2) follows if

$$
(5.3) \quad \sup_{x \in B(0,1+C\lambda)} |Du(x)| \leq |a| + C\lambda.
$$

To prove (5.3), let

$$
S_r^+ u(x) := \max_{d_A(z,x) = r} u(z) - u(x). \quad \text{A simple modification of the proof of [23] Theorem 2 shows that } S_r^+ u(x) \text{ is monotone increasing with respect to } r, \text{ and }
$$

$$
\sqrt{\langle A(x)Du(x), Du(x) \rangle} = \text{Lip}_{d_A} u(x) = \lim_{r \to 0} S_r^+ u(x).
$$

This implies

$$
|Du(x)| \leq (1 + C\lambda) S_1^+ u(x), \quad x \in B(0,1+C\lambda).
$$

For $x \in B(0,1+C\lambda)$, if $B_{d_A}(x, 1) \subset B_{d_A}(0,3)$ and $d_A(z, x) = 1$, then we have

$$
|u(x) - u(z)| \leq |u(x) - u(0) - \langle a, x \rangle| + |u(z) - u(0) - \langle a, z \rangle| + |\langle a, x - z \rangle|
\leq 2\lambda + |a||x - z| \leq |a| + C\lambda,
$$

which implies that

$$
S_1^+ u(x) \leq |a| + C\lambda, \quad \forall x \in B(0,1+C\lambda).
$$

Hence we have that

$$
|Du(x)| \leq |a| + C\lambda, \quad \forall x \in B(0,1+C\lambda).
$$

The proof is completed by applying the argument in Theorem 4.1 of [19].
Proof of Theorem 5.1. We want to show that for every \( x_0 \in \Omega \) and for every \( \epsilon > 0 \), there exists \( r_0 > 0 \) such that
\[
\int_{B_{d_A}(x_0,r)} |Du(x) - Du(x_0)|^2 \, dx \leq \epsilon.
\]
for every \( r \leq r_0 \). As before, by Lemma 4.2, we may assume that \( x_0 = 0 \), \( u(0) = 0 \) and \( A(0) = I_n \). For an arbitrary \( 0 < \lambda < 1 \), since \( u \) is differentiable at 0, there exists \( r_0 < \lambda^2 \) such that
\[
\max_{z \in B_{d_A}(0,3r)} |u(z) - \langle Du(0), z \rangle| \leq \lambda r, \quad 0 < r \leq r_0.
\]
Set \( A_r(x) = A(rx) \) and \( u_r(x) = \frac{u(rx)}{r} \). Then \( u_r \) is an absolute minimizer of \( \mathcal{F}_\infty \) associated to \( A_r \). Observe that \( \|DA_r\| \leq r\|DA\| \) and by [23] Lemma 5.4, \( d_{A_r}(rx,ry) = rd_A(x,y) \). Hence \( B_{d_A}(0,r) = rB_{d_{A_r}}(0,1) \). Therefore, (5.4) implies
\[
\max_{x \in B_{d_{A_r}}(0,3)} |u_r(x) - \langle Du(0), x \rangle| \leq \lambda, \quad 0 < r \leq r_0.
\]
Now we can apply Lemma 5.2 to conclude that
\[
\int_{B_{d_{A_r}}(0,r)} |Du(x) - Du(0)|^2 \, dx = \int_{B_{d_{A_r}}(0,1)} |Du_r(x) - Du(0)|^2 \, dx 
\leq C\lambda,
\]
for every \( r \leq r_0 \) and \( \lambda \) small enough. This completes the proof.

Acknowledgement. J. Siljander was supported by the Academy of Finland grant 259363 and a Väisälä foundation travel grant. C. Wang was partially supported by NSF grants DMS 1265574 and DMS 1001115, and NSFC grant 11128102. Y. Zhou was supported by the New Teachers’ Fund for Doctor Stations (# 20121102120031) and Program for New Century Excellent Talents in University (# NCET-11-0782) of Ministry of Education of China, and National Natural Science Foundation of China (# 11201015).

References


Everywhere differentiability


Juhana Siljander,
Department of Mathematics and Statistics, University of Jyväskylä, P.O. Box 35 (MaD), FI-40014 University of Jyväskylä, Finland.

E-mail: juhana.siljander@jyu.fi

Changyou Wang
Department of Mathematics, Purdue University, 150 N. University Street, West Lafayette, IN 47907, USA.

E-mail: wang2482@purdue.edu

Yuan Zhou
Department of Mathematics, Beijing University of Aeronautics and Astronautics, Beijing 100191, P. R. China.

E-mail: yuanzhou@buaa.edu.cn