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A quantum system cannot be completely isolated from its environment, meaning that
information is transmitted between them.

In optomechanics, where a typical system under study is an optical cavity consisting of
highly reflective mirrors coupled with a mechanical resonator, dissipation phenomena
related to linear system-environment coupling are well known. However, nonlinear
phenomena are not understood to the same extent.

I consider a nonlinear coupling between a cavity and a heat bath, and illustrate the
effects of this coupling such as nonlinear dissipation of the cavity. I also propose
a model, where an optical cavity and a heat bath interact with two-level systems,
justifying nonlinear dissipation for the optical cavity.

To give some context to the results of this work, I include introductory reviews of op-
tomechanics, open quantum systems, and two-level systems together with the methods
used to study these topics. I also provide some calculations of simplified setups as well
as full derivations of the methods used in this work for a more pedagogical approach.

Keywords: optomechanics, open quantum systems, nonlinear dissipation, input-
output formalism, Master equation, Schrieffer—Wolff transformation




v

Tiivistelma

Tekija: Juuso Manninen
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Yksikddn kvanttisysteemi ei voi olla téysin eristetty ympéaristostdan, mika johtaa in-
formaation vélittymiseen systeemin ja ympériston valilla.

Optomekaniikassa, misséd tyypillinen tutkittava systeemi on peileistda koostuva opti-
nen kaviteetti yhdistettynd mekaaniseen vardhtelijaéan, systeemin ja ympéariston line-
aarisesta kytkennastd johtuvat dissipaatioilmiot ovat hyvin tunnettuja. Epélineaarisia
ilmi6ita ei kuitenkaan ymmaérretd yhta laajasti.

Tutkin epélineaarista kytkentda kaviteetin ja lampokylvyn vililla ja havainnollistan
tasta kytkennéstd johtuvia ilmioitda kuten epélineaarista dissipaatiota. Esitdn myos
optisen kaviteetin epélineaarisen dissipaation oikeuttavan mallin, missa optinen kavi-
teetti ja lampokylpy vuorovaikuttavat kaksitilasysteemien kanssa.

Antaakseni tdmén tyon tuloksille kontekstia, sisdllytdn pohjustavat katsaukset opto-
mekaniikkaan, avoimiin kvanttisysteemeihin ja kaksitilasysteemeihin sekd nédiden ai-
healueiden tutkimiseen kéytettdviin menetelmiin. Esitdn myos esimerkkilaskuja yk-
sinkertaistetuista malleista ja lisdksi johdan kaikki téssd tyossa kdytetyt menetelmét
mahdollisimman pedagogisen lahesymistavan saavuttamiseksi.

Avainsanat: optomekaniikka, avoimet kvanttisysteemit, epélineaarinen dissipaatio,
siirrédntaformalismi, Master-yhtalo, Schrieffer—Wolff —muunnos
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Introduction

One of the first scientific speculations about light affecting the motion of a mechanical
object was made by Kepler [1] as early as in 1619 on the basis of his observations that the
tails of comets seemed to point away from the sun as they passed it by. The idea that light
could carry momentum was expanded a century later as Newton proposed the first particle
theory of light based on his measurements of refraction and reflection of light [2]. Maxwell
advanced the study of light considerably by formulating mathematically the behaviour
of electromagnetic radiation [3|. Later Einstein discussed that the momentum carried by
photons, particles of light, causes a radiation pressure on a surface that is exposed to light
[4]. While the pressure force is far too weak to be encountered in our daily lives, e.g. you
do not feel the recoil of a flashlight when you turn it on, the effect is still measurable as
shown by Nichols and Hull 5], using a delicate torsion system, as well as by Lebedev [6]
in the early 20th century. In 1978 Ashkin proposed a method of trapping single atoms
using the radiation pressure force [7] later known as optical tweezing. Another application
of radiation pressure, laser cooling of atoms that takes advantage of the Doppler shift of
lasers pointed at atoms from different directions, was introduced also in the 1970’s, e.g.
by Hénsch and Schawlow [8]. Other cooling techniques, including methods using optical
cavities, related to cold atoms are discussed by Chu in his review [9]. The progress in
laser interferometry lead to the very recent direct observation of gravitational waves [10].
A more extensive and detailed look on the development of the field of optomechanics, the
study of light-matter coupling, is provided by Aspelmeyer et al. |11].

Even though optomechanics emerged as a research field over the last few decades, a lot of
advancement has been made in such a short time. There are a few astonishing phenomena
arising from the radiation pressure that electromagnetic radiation exerts on mechanical
apparatuses. The ability to observe and manipulate nonclassical behaviour of mechanical
motion [12]| revealing completely new kinds of classically impossible states using light is
one of the main motivations driving the study of optomechanical field of physics forward.
Similarly one can use optomechanical setups e.g. to measure extremely small displace-
ments [13], or to test fundamental aspects of quantum mechanics like decoherence in
macroscopic objects |[11] with the help of quantum mechanical adjustments of ever larger
systems. One other possible application of an optomechanical setup is its usage as a
memory element in quantum computing [14].

Since a quantum system cannot be completely isolated from its environment in reality, in
order to properly model the time evolution of the system, the effects of the environment
on the system need to be considered as well. There are many possible approaches for
studying open quantum systems and they are used in various research fields of physics.
In this work, I concentrate on the input-output formalism as well as the Master equation
approach because of their applicability in optomechanics. Other examples of techniques
used in the field of open quantum systems are represented by non-equilibrium Green’s



functions which are used to study transport phenomena in mesoscopic systems |15, and
the LSZ reduction which is utilized in scattering problems in particle physics [16], but
these two methods are not within the scope of this thesis.

The remark that the quantum system is open leads to the notion of dissipation, the ability
of the system to lose energy to the environment that it is interacting with or to transform
it to some unusable form. In general, dissipation can be considered as irreversible energy
loss from the system to the environment degrees of freedom [17]. Note that irreversible
processes increase the entropy of the system [18]|. One example of this is friction that turns
a part of the energy corresponding to some mechanical motion into heat that dissipates
into the environment. Thus the dissipated energy is effectively lost since it can no longer be
accessed by the system. Additionally, an open quantum system is subject to decoherence,
the loss of quantum superposition states into classical ones. This is the underlying reason
for the classical behaviour of macroscopic objects [19].

There are several dissipation mechanisms in optomechanical systems, e.g. the damping
of studied mechanical motion due to friction, photons escaping from an optical cavity
due to the mirrors not being perfect, and resistance in electric circuits in the context of
circuit optomechanics, just to name a few. For simple systems linear dissipation models
are enough to explain their behaviour. However, the advances in material technology
have made the construction of micro and nano scale resonators possible, and nonlinear
damping has been measured e.g. in carbon nanotube and graphene resonators [20]. What
is meant by linear and nonlinear dissipation becomes apparent in this work.

Chapter [2] introduces the basic concepts of optomechanics followed by Chap. [3| detailing
open quantum systems. In Chap. [ I construct a nonlinear model Hamiltonian, depicting
a cavity, a heat bath environment, and their mutual interaction, to demonstrate the
effects that a nonlinear system-environment coupling has on the time evolution of cavity
field operators. Chapter 5| serves as an introduction to two-level systems to work as
a background for Chap. [0] that focuses on showing how nonlinearities can arise from
two-level systems interacting with an optical cavity and its environment using quantum
electrodynamics (QED) and Schrieffer-Wolff formalism.
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Review of optomechanics

In this Chapter, I review the basics of optomechanics to familiarize the reader with the
research field and to motivate the results provided in this thesis. Although, in this work, I
do not discuss the physics of the optomechanical coupling, but I solely focus on the dissi-
pative properties of the cavity and the mechanical oscillator, this Chapter is constructed
to provide the reader with enough context to understand how the main results of this
thesis are related to optomechanics in general.

As one might expect, optomechanics involves both optical and mechanical aspects. In
Sec. [2.1] T introduce these concepts separately and then combine them in Sec. 2.2]to form
a complete picture of a full optomechanical system.

2.1 Cavity and mechanical motion

An optical cavity is a setup of mirrors that is able to reflect light so that it forms standing
waves, designated as modes, inside the cavity, see Fig. [I] Each of these modes has a
characteristic frequency, unique to it. The simplest type of optical cavity is the Fabry-
Pérot cavity that consists of two flat reflective surfaces facing each other where one mirror
is semi-transparent so that a laser beam can be directed into the cavity. It is easy to see
that, for a standing electromagnetic (EM) wave to form inside such a setup, its angular

frequency is required to be
nmwe

cav,n — T 7 2.1
Weay, 7 (2.1)

where n € N is the mode number, ¢ the speed of light, and L the separation of the two
mirrors. In this work, I only focus on cavities and mechanical oscillators whose modes are
spaced so sparsely that one is allowed to consider a single mode denoted by we,, for the
cavity and wy, for the mechanics. This is a fairly accurate assumption for an optical cavity
whose lengths typically range from 1075 m to 1072 m [11], since these lengths correspond
to mode separations of the orders 10° Hz to 103 Hz.

Even though the mirrors of the cavity are very highly reflecting, they are not perfect and
some photons are lost from the cavity. A useful quantity for defining the reflectiveness of
the cavity is the quality factor

T
T Y
cav

Qopt = WeayT = 27 (2.2)
where 7 is the lifetime of a photon inside the cavity and T,, is the period of the funda-
mental mode. Because of the 7/T,, dependence, the quality factor can be tied to the
number of times an average photon can make the trip back and forth in the cavity. 7 can
be written as the inverse of the damping rate of the cavity, . The damping can arise from
both internal properties of the cavity and external influences, e.g. the coupling between
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the cavity and the environment. For a Fabry-Pérot cavity the obvious loss mechanism
is that the mirrors are not perfectly reflective. This is emphasized by the fact that the
other mirror is semi-transparent so that the light can be directed into the cavity in the
first place. [11]

A
2\ 2

L

Figure 1: Standing waves form as the result of the interference of two waves, the left and
right moving electromagnetic fields in this case, and they are defined by their boundary
conditions so that there are nodes at both ends of the cavity. This schematic shows the
three modes with the smallest frequencies, the fundamental mode (red), the second (blue),
and the third mode (green).

An optical cavity with stationary mirrors can be modeled with a quantum mechanical
Hamiltonian of a harmonic oscillator with a fundamental mode wy,

Who
2 )

Hyo = whoOTO + (23)
where O is the second quantized annihilation (creation) field operator of the harmonic
oscillator.

Despite its very different appearance compared to a cavity, also a simple mechanical
resonator can be described by a similar Hamiltonian in the context of quantum mechanics.
Classically linear theory of elasticity can be applied to solve the vibrational modes of the
mechanical oscillator provided that its geometry is known [21]. With proper normalization
a classical equation of motion (EOM) [11]
2

d dxtgt) mefffymdz—it) + Megwia (1) = Fox (t) (2.4)
of a harmonic oscillator with a single mechanical angular frequency wy, is obtained. Fo-
cusing solely on one mechanical frequency requires the assumption that the mechanical
modes are sparsely distributed, similarly to the modes of the cavity mentioned above.
Here meg is the effective mass of the oscillator, x (¢) the time-dependent displacement,
~m the mechanical damping rate, and Foy () the net external force. The external forces
can include e.g. mechanical driving or the stochastic thermal motion caused by the en-
vironment of the resonator. Similar to the optical case Eq. , the quality factor of a
mechanical oscillator is defined

Mefr

w
Qmec ==

m

(2.5)

It is worth noticing that the effective mass of the mechanical oscillator is not always its
physical mass. For simple oscillating systems, e.g. an uncoupled harmonic oscillator, the
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displacement x (t) is naturally defined as the displacement of the center of mass which
leads the effective mass being the physical mass. However, for some systems the definition
of the displacement coordinate is not as clear, and this can deviate the effective mass
from the physical mass. Effective mass can, however, always be determined using the
linear theory of elasticity, and comparing the effective mass given by that theory to the
requirement that the potential energy of the oscillator is of the form U = megw? (22 (t)) /2.

Using the Fourier transform convention z (w) = [ dt ez (t), the classical EOM (2.4) can
be solved to yield
(W) = Xm (W) Fext (W) , (2.6)
2

where ym (W) = [meg (W2, — w?) — imegYmw] " is the susceptibility of the mechanical res-
onator. This solution shows explicitly how the mechanical motion is affected by the
external force, i.e. the response of the mechanics. Figure [2| shows schematically how
changing different parameter values affects the response of the mechanical oscillator.

2 2

[ Xm(w)| [ Xm(w)|
T — w,=07
— w,=10
3r wy=2.0

()

Figure 2: The response of a mechanical oscillator to an external drive. The varying
parameters are (a) the effective mass meg, (b) the fundamental frequency wy,, and (¢) the
damping rate 7y, of the resonator. The values of the unaltered quantities in each figure
are kept at constant value 1.

A widely used extension of the simple damped harmonic oscillator is the Duffing oscillator
that introduces a nonlinear term proportional to 23 into the EOM. Landau and Lifshitz
[22] discuss the Duffing oscillator among other anharmonic oscillations. Micromechanical
resonators can be manufactured from e.g. graphene or carbon nanotubes, and the study of
their behaviour is an active field. Several types of micro- and nanomechanical resonators
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that exhibit nonlinear behaviour are studied e.g. by Zaitsev et al. |23] and Eichler et
al. [20]. I do not provide any derivation of these extended models here, but for example
Zaitsev et al. [23] provide a clear and detailed derivation of the EOM of their nonlinearly
dissipative doubly clamped beam oscillator.

2.2 Optomechanical system

In a full optomechanical system, the cavity element and mechanical motion are coupled
which allows the study of interaction between matter and electromagnetic radiation, e.g.
visible light. For example, mechanical motion can be introduced to a Fabry-Pérot setup
by allowing one of the mirrors to be attached to a micro- or nanomechanical spring while
the other is fixed in place, see Fig. [Bal The laser that is directed into the cavity exerts a
radiation pressure force on the moving mirror thus causing it to vibrate. Because of the
simple geometry of the Fabry-Pérot cavity, the average radiation pressure force caused by
the momentum transfer of the cavity photons is easy to calculate. A single photon of the
wavelength A has a momentum of p = 27/ with the unit convention & = 1. Note that
I use this convention throughout this work. Ideally the photon scatters back from the
vibrating mirror thus transferring the momentum |Ap| = 47/X. The average radiation
pressure force is determined by the momentum transfer of the average photon number
{a'a) that happens during the time 7. = 2L/c that it takes for a single photon to do a
full round-trip in the cavity. Thus the radiation pressure force is

(aTa) Weay

Te L

(Fraa) = |Ap (a'a). (2.7)

Here o) is the annihilation (creation) operator of the single cavity mode.

An optical setup is not the only method of studying optomechanics. An equivalent elec-
trical circuit, presented in Fig. can be constructed to study the microwave domain.
A simple LC-circuit is known to behave like a harmonic oscillator, and therefore it can
be used instead of the optical cavity to study a different frequency range. Mechanical
motion is introduced to the system via a capacitor whose capacitance varies as a function
of the displacement, and this capacitance as well as its impact on the LC-circuit can be
measured. Note that the electric field between the capacitor plates and the magnetic
field of the inductor consist of photons just like the visible light in the optical cavity,
meaning that both kinds of setups can be used to study the same phenomena. Since the
magnetic and electric fields appear in separate locations, the photons that they consist
of are delocalized [24]. To model the effects of a heat bath environment, the harmonic
oscillator circuit is coupled capacitively to a transmission line. The circuit analogs of
the optomechanical system are not the focus of this thesis, however the quantization of
electrical circuits is studied in detail in [24] and |25].

As mentioned above, to understand the physics in an optomechanical system, it is not
enough to study the cavity and the mechanics as separate harmonic oscillators, each with
their own fundamental mode. The optical cavity is coupled to the mechanical motion by
attaching one of the mirrors to a spring that is forced to oscillate due to the radiation
pressure force of the driving laser. Thus the separation, L, of the two mirrors of the
cavity is affected which in turn, according to Eq. changes the frequencies of the
standing EM waves that are able to form inside the cavity resulting in different radiation
pressure exerted on the mechanics. This feedback between the cavity and the mechanics
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Figure 3: Schematical depictions of (a) an optical optomechanical system consisting of two
highly reflective mirrors facing each other, the other being coupled to mechanical motion,
and (b) an equivalent electrical circuit. The system-environment coupling is denoted by
(a) “in” and “out” that represent the incoming laser and the escaping photons, respectively,
(b) the transmission line to which the LC-circuit is capacitively coupled.

is known as backaction and it creates interesting nontrivial dynamics into the system. A
way to solve the motion of an optomechanical setup coupled to a heat bath is introduced
in Chap. [3] along with explicit exemplary calculations of the problem.

Let us consider one interesting application of optomechanical systems. The optome-
chanical coupling between the cavity and the mechanics can be used to cool down the
mechanics [11], i.e. the phonon population of the mechanics can be decreased. Figure
[] illustrates three possible transitions that can occur between the number states of the
optomechanical system. The cavity can be pumped using a laser with the frequency wy
so that A = wp — Weay & —wm, Where we,, is the dominating cavity frequency and wy,
is the frequency of the mechanics. This detuning A of the cavity is referred as the red
sideband regime. In this sideband regime, the cavity can be excited to a higher energy
level by allowing it to absorb the energy of a phonon. The cavity can then relax to a
lower photon population. In the red sideband this process is the dominating one which
leads to the cooling of the mechanics.

|ncav + ]-7 Nm + 1>

Incav + 17”m> Wm

|ncav +1,nm — 1>

Weay ==

Wp + W

Ncav, m + ]—>

|Ncavs M)

|ncav7 Nm — 1>

Figure 4: Schematical description of the possible transitions when the cavity is pumped
at the frequency wy, in terms of the phonon number n,, of the mechanics and the photon
number n.,, of the cavity. Pumping at the red sideband makes the transition to the lower
phonon number state (blue path in the figure) dominant thus cooling down the mechanics.
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Open quantum systems

Optomechanical systems cannot be completely isolated from their environment. This has
to be taken into account when measuring an observable of the open system to properly
handle the effects of the environment on the system. In this Chapter, I focus on two
ways of treating the time evolution of open quantum systems, the Master equation (ME)
approach and the input-output formalism.

On one hand applying the input-output formalism on some open quantum system leads
to a quantum Langevin equation (QLE) describing the time evolution of some operator
of the system when the coupling between the system and its environment is known. On
the other hand the ME approach gives the time evolution of the density operator of the
system. These two seemingly different methods still describe the same phenomena and
can be intuitively thought as the equivalents of a Heisenberg picture and a Schrédinger
picture for open quantum systems.

The approach to open quantum systems in this work relies on the fact that the system is
Markovian, meaning that the past states of the system do not influence its future. The
concept of Markovianity is explored in Sec. [3.1} and the introduction to the subject mostly
follows the discussion by Breuer et al. [26]. In Sec. 3.2} I discuss an introduction to the
input-output formalism that is accompanied with calculations related to optomechanics
presented in Sec. [3.3] The ME approach and its connection to the input-output formalism
is discussed in Sec. [3.4l

3.1 The Markov process

Classically a Markovian process is defined so that the probability of the process to be in
the state x,, at a time t,, is fully determined by the values z,_; and ¢,,_;. In other words
the states x1,...,x,_9 at the times t1,...,t, 2 play no role in determining the future of
the system, a property which can be intuitively summarized by saying that the system
has no memory.

The quantum mechanical description is a bit more subtle. By defining the trace norm
of operator O as ||O|| = Tr|O| = TrvO'0, the trace distance measuring the distance
between two quantum states described by the density operators p; and py is determined
by [26]

1
D (p1, p2) =§\|P1—02H- (3.1)

The trace distance is a well-defined metric on the state space S (#H) of the overall Hilbert
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space H since it satisfies the following criteria

D (p1,p2) > 0, (3.2a)
D (p1,p2) =0 < p1 = py, (3.2b)
D (p1,p2) = D (p2, p1) , (3.2¢)
D (p1,p3) < D (p1, p2) + D (p2, p3) (3.2d)

for all py, pa, p3 € S (H). The first three conditions are satisfied trivially but the triangle
inequality (3.2d)) requires a short proof.

Since a density matrix is a Hermitian operator, the trace norm can also be defined as
o]l = > ;| \il, where A; € R are the eigenvalues of p. Also the sum of two Hermitian
operators is still Hermitian meaning that ||p1 — pao|| = >, [A1i — A2i]. Now

1 1
D(Pl7p2)+D(f02>Ps):—|\01—P2H+—||P2—P3||
=—Z|A“ Aol + = Zm s
> 3 Z A — Azl

= D(p17103>7

where the triangle inequality of R is utilized.

Now that the trace distance is established as a metric in the state space, it can be used as
a natural way of distinguishing two quantum states from each other, just like one would
do for two points in R? using the Euclidean metric. Suppose that a quantum system is
prepared to either the state p; or py with equal probabilities. Now the maximum proba-
bility of successfully determining the quantum state with a single quantum measurement
is given by .

Prax = 5 [L+ D (p1, p2)]. (3.4)
Note that the probability is well defined, since the trace distance is bounded from above,
D (p1,p2) < 1, and the condition D (py,pa) = 1 is satisfied only when p; and p, are
orthogonal.

Let @ : S(H) — S(H) be a completely positive and trace preserving map. The time
evolution of an open quantum system from ¢y to t > ty can be expressed this way provided
that initially the system and the environment are in an uncorrelated state. It can be
shown that such a mapping is a contraction for the trace distance. This means that for
all p1, p2 € S (H) it holds that

D (®p1, ®p2) < D (p1, p2) - (3.5)

This shows us that using any trace preserving and completely positive mapping does not
help us to distinguish two quantum states from another.

Suppose now that two quantum states p; (0) and p, (0) are prepared and sent through a
noisy channel ®;. The receiver gets the states ®;p1/2 (0) = p1/2 (t) obeying the relation

, ie.

D (py(t), p2(t)) < D (p1(0),p2(0))- (3.6)
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One can see that the noisy channel makes the two quantum states less distinguishable,
which can be interpreted as a loss of information from the studied open system to the
environment over time. Analogously the increase in the trace distance over time can be
interpreted as information flowing back to the system from the environment.

Now Markovianity can be properly defined. A quantum map &, : S(H) — S (H),
®.p (0) = p(t), is Markovian if D (p; (t), p2 (t)) decreases monotonically for all py /5 (0) €
S (H) for all times t > 0.

Therefore a process is non-Markovian if there exist some initial states whose trace distance
increases for some time interval t5 > t; > 0, i.e. it is not enough to check the Markovianity
condition for only two possible initial states to confirm the process to be Markovian.
Instead, one has to consider every possible initial state to make sure that information
cannot flow back to the system for some specific initial setup.

While Markovianity means the continuous loss of information from the system to the envi-
ronment, in a non-Markovian process information can be transmitted to the environment
and flow back at some later time. This means that some memory effects are present, since
the state of the system is not only determined by its infinitesimally previous state but also
some states earlier than that. Therefore, the Markovianity criterion can be expressed in a
more intuitive manner. Markovian evolution is determined solely by the previous instant
whereas in a non-Markovian process the system can be thought to have a memory of its
past states that can then affect its time evolution at later times.

3.2 Input-output formalism

Consider now an isolated system, i.e. a system that does not interact with any other
physical system. Thus the dynamics is entirely determined by the system itself. The
Heisenberg equation of motion |15]

do (¢)
dt

20 (1)
ot

=i[H(t),0 )]+ (3.7)
is enough to determine the complete time evolution of the operator O of an isolated system
described by the Hamiltonian operator H. Both O and H are in the Heisenberg picture
in this formulation, and the partial derivative denotes the time derivative with respect to
the explicit time dependence. To briefly return to the optomechanical context, say that
the cavity truly was isolated. Then the time evolution of the cavity field operator a would
be described by trivial oscillation

A= —IWeay@ (3.8)

as given by Eqgs. (2.3) and (3.7).

Naturally experimental setups are not ideal isolated systems that do not exchange any
information with their environments. The loss mechanisms discussed above in Sec. 2.1
related to an optical cavity and mechanical oscillators are a clear manifestation of this.
To take into account the effects of the environment, an approach that considers also the
dynamics of the environment needs to be utilized. In other words the aim is to develop a
quantum mechanical equation of motion for a system field operator that not only includes
the isolated time evolution of the system but also the effects of the environment, see Fig.
bl As a prototypical example let us consider a harmonic oscillator coupled to a heat bath.
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As we shall see in Secs. and [4.1] the description developed here will provide important
insight into optomechanical systems.

E

mput output

Figure 5: Schematic of the interaction between the system S and the environment £. An
open quantum system can receive information from the surrounding heat bath (input) as
well as lose some back to the environment (output).

The approach suited for treating the time evolution of damped open quantum systems
where explicit inputs from the environment are considered was developed by Gardiner and
Collett , and their method of constructing a stochastic quantum Langevin equation
has since become a widely used practice in the study of open quantum systems ,
29|. Note that here I lay out the general framework of the method and provide some
simple results. An explicit calculation using this method for a slightly different system-
environment coupling is provided in Appendix [A]

Let the environment be modeled by a set of noninteracting bosonic harmonic oscillators
described by the Hamiltonian

Hg = ancjlcn, (3.9)

where the annihilation (creation) operator of the nth mode is denoted by .

Let the coupling between the environment and the system be described by the following
Hamiltonian

H; = iZgn [cLa — cnaq . (3.10)

The strength of the coupling between the system field operator and the nth mode of the
environment is given by g,.

Neither the system nor the environment are isolated systems, meaning that Heisenberg
EOMs, given by Eq. , cannot be formally constructed for them. However, this can be
done for both the environment and the system field operators when the whole “universe”,
i.e. the system, the environment, and their mutual interaction, is considered as an isolated
system whose Hamiltonian is

H = Hs + Hg + Hy, (311)
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where Hg is the Hamiltonian of the open quantum system that is not required to be
specified for this formalism. The EOMs of the environment and the system degrees of
freedom are given by

e (t) =i [H, c,) = —iwnen + gna, (3.12)

CL( ) [H CL] =1 H37 Zgncny (313)
which represent the coherent transfer of excitations between the system and the environ-
ment.

The dynamics of the bath degrees of freedom can be expressed in terms of an initial
condition at ty < t and the state of the system at times ¢’ < t

t
n (1) = e @t (t0) 4 g, / e~wnt= g (') dt'. (3.14)

to

Analogously one could have expressed ¢, (t) using the state of the system at times ¢’ > ¢

t1
e (1) = e =g (1) — g, / e~ () . (3.15)
t

where some final condition is determined at ¢; > ¢.

Let us plug the solution of the environment degree of freedom ({3.14)) back into the EOM
for the system operator (3.13)) to get

a(t) = i[Hs,a] Zg e ienli=to)e Zgn/ “enlt=g (¢ dt. (3.16)

Following Gardiner and Collett |27, I impose that the coupling strength between the
system and a particular mode of the environment does not depend on the frequency of
said mode. This assumption, called the first Markov approzimation |27|, allows us to
define the coupling constant x so that

K

2_
(gn) - 27TD7

where D is the density of states of the modes, which I assume to be frequency independent,
ie. n=w,D = w,0n/0w,.

(3.17)

This gives us a general quantum Langevin equation for any open quantum system that is
linearly coupled to its environment

a(t) =i [Hs,a(t)] = Ja(t) +vran (1), (3.18)

where the input field is defined as

[ 1 )
— ﬁ Z eilw"(tito)Cn (to) . (319)

The input and output approaches are related to each other by a simple time-reversal
symmetry which gives the output of the system to the environment in the form

Qout = Ain — \/E(l (320)
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due to the sign difference between the integrals of Eqs. (3.14) and (3.15).

As it is possible to see from , the assumption of frequency independent system-
environment coupling guarantees that the dynamics of the system is Markovian in the
sense that the dynamics is entirely local in time. The evolution of the system at time ¢
does not depend on its previous states at times ¢’ < t, since all operators in the QLE are
defined at the same instant.

The term (—x/2)a is the damping of the system, since one can see that it results in a
term proportional to e~ 2 in the solution of a. Thus such a term decreases the amplitude
of a over time, effectively dissipating energy from the system to the environment. Notice
that the external damping of the system arises from the system-environment interaction
naturally without any prior knowledge of the system itself.

If the system is just a cavity described by the Hamiltonian of the harmonic oscillator
(2.3)), the QLE of this system is

K

a(t) = —iweaya (t) — 50 (t) + VEaw (1), (3.21)

where Eq. is used to get the time evolution of an isolated cavity with dominating
frequency weay. This QLE is not limited to optical cavities, since any harmonic oscillator
such as a simple mechanical resonator also obeys the above equation provided that it is
coupled with its environment similarly.

The QLE (3.21)) can easily be solved using the Fourier transform a (w) = [ dte™'a(t)
that gives us
VE

i (Weay — W) + 5

a(w) = Ain (W) (3.22)

showing the response of the cavity to an external field. In terms of the output of the
cavity, the response can be written as

VE —Qout, (W) - (3.23)

a(w) = i (Weay — W) — 5

3.3 Linear formulation of optomechanics

In the discussion above in Sec. [3.2] I focus only on the time evolution of a cavity. Let
us now discuss the full optomechanical system. Consider an optical cavity (operator
a) coupled to mechanics (operator b) by allowing one of the cavity mirrors to oscillate.
Assume that both the cavity and the mechanics have only one dominant mode. Let us
consider the coupling up to linear order

awcav
Weav (ZL’) ~ Weav ([L’[)) + (ZIZ’ - 1'0) . (324)
8:15 oTs)
In this case the Hamiltonian can be written as [11]
Hopt = Weav@'a@ + wib'™d — goa'a (bT + b) , (3.25)

where gq is the single photon coupling strength. Note that the zero-point energies, pre-
sented in Eq. ([2.3)), of the cavity and the mechanics are omitted. The form of the coupling



3.3 Linear formulation of optomechanics 14

term makes intuitive sense based on the above discussion about radiation pressure. a'a is
the photon number of the cavity and it is related to the average radiation pressure on the
mechanics by Eq. . b + b that is proportional to the displacement of the mechanical
oscillator, is coupled with the radiation pressure force.

Equation (3.18)) can be utilized to write the QLEs of the field operators of the cavity and
the mechanics provided that both are linearly coupled to the environment
0= —IWeay@ — ga + igoa (bT + b) + VKaiy, (3.26a)
b:—m%p—%b+wwM+Vﬁmn (3.26b)
where x and 7y determine the strengths of the cavity-environment and mechanics-environment
couplings, respectively.

Assuming that the coherent laser pump driving the optical cavity is strong, the cavity
field operator (input field) can be linearly decomposed as

A(in) = Q(in) T 00(in), (3.27)

where « is the average coherent amplitude of a rotating at the frequency of the pump w,,
and da is a fluctuating term.

A similar decomposition can also be written for the mechanics (and its input field)
bin) = Bin) + 0bin)- (3.28)

Here I assume that the mechanical system is not driven on average, i.e. [, = 0.

The zeroth order approximations in terms of the fluctuations of the EOM (3.26|) can be
written, and they give the following steady state solutions

\/Eain

] ) (3:29)
_igo |oz|2
B = T (3.29b)

where A = wp, — Weay is the detuning of the cavity. Since o and 3 represent the average
field quantities for the cavity and the mechanical modes, |o|> and |3|* can be identified
as the average number of photons in the cavity and phonons in the mechanics.

The detuning A determines two important regimes known as the red and blue detuned
sidebands, respectively. By adjusting the detuning, its size can be fixed to match the
fundamental mechanical mode wy,. This way the system consists of two harmonic oscilla-
tors with the same fundamental frequencies enabling them to exchange quanta. The red
detuned regime, on one hand, is characterized by the condition A ~ —w,, while the blue,
on the other hand, corresponds to A & wy,, see Fig. [0} In the blue sideband the mechan-
ical resonator absorbs energy causing the amplification of the resonance, and conversely
in the red sideband energy is emitted into the cavity resulting in effective cooling of the
mechanics [11]. The quantum theory of cooling is not explored further here, however Mar-
quardt et al. |30] provide a review of the subject. As a short sidenote, it is important to
distinguish the two sidebands when performing the rotating wave approximation (RWA)
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Figure 6: Schematical description of optomechanical detuning sidebands in terms of mode
densities of states of the mechanics, the cavity, and the laser pump. (a) In the blue detuned
sideband the mechanical motion is amplified whereas in (b) the red detuned sideband the
mechanics are cooled down.

on the Hamiltonian (3.25)) since this approximation in different regimes results in different
dominating terms of the optomechanical coupling.

The first order approximation of Eq. (3.26) with respect to the fluctuations can be
constructed. This approximation is expanded around the steady state solution meaning
that the zeroth order terms in fluctuations vanish. Thus I get

06 = [—z’wm — g +igo (6" + ﬁ)} da + igoc (6b' + 6b) + /Kain, (3.30a)
b = (it — 3 ) 9b+ igo (" da + ada") + y7obu, (3.30b)

and similar Eqs. for da’ and 6b". These EOMs show explicitly the optomechanical back-
action since the time evolution of the cavity field operator depends on the mechanics and
vice versa.

The QLEs (3.30a)) and (3.30b)) can be solved by Fourier transforming the equations which
turns the differential equations into algebraic ones. Short proof of this is provided in
Appendix [D| as well as the complete definitions of the Fourier transforms used in this
work. This way the optomechanical response function can be calculated to gain insight
on how the system responds to an external force, similar to the case of the mechanical
resonator presented above in Sec. More on linear response theory can be found in
standard textbooks such as [31].

In the red sideband, the interaction term simplifies to —gq (aTb—i— abT), whereas in the
blue sideband the interaction between the cavity and the mechanics can be approximated
as —qo (aTbJr + ab). These are the resonant terms in their respective sidebands, while the
nonresonant ones are discarded due to the RWA. In the red sideband, the cavity and the
mechanics are able to exchange quanta allowing the mechanics to cool down [11]. On the
contrary, the interaction term corresponding to the blue sideband is related to parametric
amplification of the mechanics [13].

For completeness, let us calculate the optomechanical response in both red and blue
sideband regimes. In the red sideband regime, the first order approximation with respect
to the fluctuations is

da = |:_iwcav - g + ZgOﬂ*] da + 1900455 + \/Eéaina (331&)

5b = [—iwm - %] 5b + igoada + /70bi. (3.31b)
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Comparing these red sideband resolved QLEs to the full EOMs (3.30) one can see that
da and db' are no longer coupled with each other, and neither are da' and db. Fourier
transforming these EOMs gives

1 .
Xeaw —IGY [day\ [ VEOGin
(o) () = (o). a2

where
G = goa, (3.33a)
N = =1 (0= wear) + 5 — 908", (3.33b)
X =~ (W — wm) + % (3.33¢)

Recall that |a\2 is the average photon number of the cavity. Now the optomechanical
coupling strength G can be expressed in terms of the field amplitude provided that o € R.
Experimental setups have been developed in attempts to increase the optomechanical
coupling strength in order to achieve nonlinear quantum effects that start to become
observable in the strongly coupled regime of go > & [11},32].

The effect of a drive on the cavity and the mechanics can be formulated in the red sideband

regime
1 -1 )
((;Ch,.;) — 5 (Xm* Zg) (\/E(Sam,w) ) (334)
bo)  xabxal + G \iGT Xaw) \v70bing

This shows us that the decoupling that is achieved by going to the sideband resolved
regime simplifies the response of the optomechanical system significantly. Here da is only
coupled with db and vice versa.

A similar calculation can be performed in the blue sideband regime. The EOMs of the
optomechanical system up to first order in fluctuating terms are

5 = [—wm - g + igoﬂ] Sa + igoadbt + /rdam, (3.35a)
b = | ~icom — %] 5b + igoadal + \/70by. (3.35h)

Fourier transform the EOMs of da and 6b' to get
~_1 .
Xcav —iG 5aw o \/Eéain,w
(e ) (k) - (i) a0

Neaw = —1 (W = Weay) + g — g0, (3.37a)

Tl = i (w+ wn) + % (3.37b)
Note that the frequency dependence of the Hermitian conjugate of db is —w to keep the

Fourier transforms consistent.

where

The response of the optomechanical system is thus in the blue sideband regime

dag, \ 1 ot G VEOGiy (3.38)
5biw a )Zcia}/fﬁ;l - |G’2 _ZG* X(:_aiz ﬁabjﬂ7—w ‘ ‘
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3.4 Master equation approach

Quantum Langevin equations are one way of studying the time evolution of open quantum
systems. An alternative method is the Master equation approach that describes the time
evolution of the density operator of the studied system. Here I show how these two
descriptions can be linked, and in the following I derive the ME for a system whose QLE
is already known to be . The derivation of the Master equation presented here is
based on the quantum information lecture notes by Preskill 33].

Let us first focus on an isolated quantum system. The time evolution of a pure quantum
state |W (t)) of the system is governed by the Schrodinger equation [34]

0
i [V (1) =HI¥ (), (3.39)

where H is the Hamiltonian of the system. Since in the Schrodinger picture the states
evolve in time whereas the operators do not, we can consider the operator U (¢, %) that
generates the time evolution for the state |¥) as

(W (£)) = U (t, 1) [V (to)) - (3.40)

We can thus write the Schrédinger equation as

giving the explicit form of the time-evolution operator
U (t,ty) = e Htt0), (3.42)

The time evolution of the state |V (¢)) over an infinitesimal time interval d¢ can therefore
be expressed up to linear order by expanding the operator exponential in powers of —i H

U (¢ +de)) = (1 — iHdt) | (). (3.43)

If we now consider a general state, the general form of its density operator p is [35]
p(t) = pulWs (1) (W, (1), (3.44)

where the coefficients p,, satisfy p,, > 0 for all n and ) p, = 1.
Considering Eq. (3.43)), one gets

p(t) = —i[H, p(t)]. (3.45)

This EOM can be seen as an alternative formulation of the Schrédinger equation, both
of them expressing the idea that the dynamics of an isolated system is generated by the
system Hamiltonian.

Consider an open quantum system with a density operator pg (t) € S (H) where S (H) is
the state space of the Hilbert space H. Input-output formalism utilizes the assumption
that the time evolution is Markovian, see , and also the following derivation of the
Master equation is formulated in terms of Markovian evolution. Above in Sec. [3.1], the
definition of Markovianity implies that the time evolution of a state of a system during
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the next infinitesimal interval is determined by the current state of the system, i.e. there
are no memory effects. Let ¢ : S (H) — S (H) be a Markovian quantum channel, meaning
that over an infinitesimal time interval it operates on the density operator of the system
in the following way

ps (t+dt) = ea [ps (t)] - (3.46)

Because of the imposed Markovianity, €4 makes the quantum states on which it operates
less distinguishable, cf. Eq. . Therefore the quantum channel ¢4 has to be a
contraction for all instants for it to be Markovian, i.e. €4 is required to be completely
positive and trace preserving.

Up to linear order in time the quantum channel £4 has the form
eqr = 1+ Ldt (3.47)

where £ is a linear mapping £ : S (H) — S (H) called the Lindblad superoperator. This
linearization of the quantum channel implies that

ps (t) = Lps (t)]- (3.48)

Suppose that the system evolves during the interval [0,¢] and let us divide this interval
into n subintervals of equal length. If the length of an individual subinterval approaches
zero, the definition of Markovian evolution can be applied over each infinitesimal
subinterval in succession. Using the linearized form of €4 gives

, Lt\"
(0= fim (142 s 0] = £ ps 0] (3.49)
assuming that the Lindblad superoperator does not depend on time.

Therefore the determination of the dynamics of the open quantum system discussed here
corresponds to the determination of the Lindblad superoperator £. In order to achieve
this, I start by describing the dynamics of the system (S) and the environment (E) in
terms of the unitary dynamics of a globally isolated quantum system.

Assume that the system and the environment are not initially entangled, i.e. the state of
the system and the environment together can be expressed as a product state

|U)g @ |0)g - (3.50)

The unitary time evolution operator, denoted U, may entangle the system with the envi-
ronment over time. Let {|u)r} be an orthonormal basis of the environment. Expanding
in the basis of the environment, U operates so that

U:|¥)g @ [0)g Z M, V) ® 1) (3.51)

m
where the operators {M),} are called Kraus operators.

Since U is unitary, the completeness relation for the Kraus operators can be derived

=[S M 1w o

=N UIMIM, W) (] N = D (WIMIM, D), Y [W).

2204 17

2
1= | W) |0); |

(3.52)



3.4 Master equation approach 19

This implies that
1=> MiM,. (3.53)

w
Initially the total (S+E) density operator is given by

pse (0) = ps (0) © pe (0) = (|¥)g @ |0)g) (s(¥] @ g(O]) - (3.54)

The unitary mapping entangling the system and the environment is known (3.51)), and
now the general density operator of the combined system and the environment is

pse = Y (M| 0)g @ |n)g) (s (W[ MI® g (v]) (3.59)

Tracing out the degrees of freedom of the environment gives us the operator-sum rep-
resentation of the quantum channel that describes the evolution of the system density
operator. The evolution during an infinitesimal time interval is

ps (t+dt) = g [ps (1)] = Y Myups (1) M. (3.56)

If the system does not undergo any quantum jumps during the infinitesimal interval dt,
the Kraus operator corresponding to that is

My =1+ (—iHs + K) dt, (3.57)

where the system Hamiltonian Hg and the operator K are Hermitian. On the other hand,
if the system undergoes quantum jumps, these are represented by M, 1 € N, so that

M,=L,B,  peN. (3.58)

Here L, is a Lindblad operator or a quantum jump operator and dB is a Wiener process.
More on stochastic calculus is presented, e.g. by Gardiner and Collett [27].

We can show that these definitions are consistent with the evolution of an isolated system
in the limit where no quantum jumps occur. The completeness relation of the Kraus

operators ([3.53]) can be used to get

1= MiM,=1+ (2[( +) LLL”> dt + O (dt?) (3.59)
H peN
which implies that
1
K=—3 > LiL, (3.60)
nEN

Now we see that when the system is isolated and no jumps occur, i.e. M, =0, u € N,
the isolated time evolution presented in Eq. (3.45]) is recovered from the operator-sum

representation (3.56)).
By plugging in Eqgs. (3.57)), (3.58) and ([3.60) to the operator-sum representation (3.56)),

a short calculation yields

ps (t+dt) =ps (t) — i [Hs, ps ()] dt

| Lo (0 L — 3 {ps (), L} L} | dr + O (a2 (3.61)

HEN
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Therefore the Master equation can be written in the form

ps = L|ps] = —i[Hs, ps] + Z LupsLi, — % {ps,L\L,}. (3.62)
neN

To explicitly express the ME for a specific system, one still needs to know the form of
the Lindblad operators. The method outlined above allows me to form the QLE for the
system. Since it is possible to construct the operator-sum representation of a quantum
channel acting on the field operator of the system in the Heisenberg picture using the
same Kraus operators as for the density operator, I can pick the Kraus operators so that
the QLE is satisfied. The Master equation is then obtained by plugging in the same
Kraus operators in the operator-sum representation of the quantum channel acting on
the density operator in the Schrédinger picture ([3.56)).

We can use the fact that Heisenberg and Schrédinger pictures need to provide the same
expectation value for observables to determine the link between the QLE and the ME.
Let ¢4 be a superoperator determining the infinitesimal time evolution of a system field
operator A in the Heisenberg picture. Now using the cyclic property of trace

(Ao = Tr (0ae [A] p) = Tr (Z M):AMMP>

o

(3.63)
=Tr <A > Mung> = Tr (Aea [p]) = (A)gy, -

wat is therefore the adjoint of €4 and I denote it by 5:;,;. This implies that, in the Heisenberg
picture, the infinitesimal time evolution of an operator of an open quantum system can
be expressed as

A(t+dt) =, [A@t)] =) MIA(t) M, (3.64)

Let us determine the Master equation of a linearly dissipative system described by the
QLE (3.18). Slight modifications to the expressions Kraus operators given by
and are needed to correctly express the input field terms of the QLE. Let us take
the zeroth Kraus operator to be

My =1+ LdB + (—iHs + K) dt, (3.65)

where L has dimensions of v/dt and dB is a Wiener process. Assume that the other Kraus
operators are higher order in d¢. Taking the terms up to O (dt) in time, the completeness
relation of the Kraus operators (3.53)) implies that

L=—LT, (3.66a)
1
K=—3L1L+0 (dt%) . (3.66b)
The expression of My given in Eq. (3.65) can be inserted back into the operator-sum
representation (3.64) leading to the following expression for the operator a
a (dt) =eh, [a (0)] = e [ao]
=ag +i[Hs, ao] dt + agLdB + L'agd B

1
+ LlagLdB® — 2 {ay, L' L} dB* + O (dt%> (3.67)

1
= o +i [Hs, 0] dt + [ag, L] dB — LagLdB? + 5 {ao, L*} dB> + O (dt%> .
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The constraints of L are now that L needs to be anti-Hermitian and the above expression
has to coincide with the QLE . Since L describes the quantum jumps of the system
induced by the environment, input field terms should be included as a part of it. One can
consider the term a! a;,dB? as a flux of particles from the environment to the system.
With the ansatz

L=k (again - aoafn> dB, (3.68)
the following commutator gives the input term of the linear QLE
[ao, L] dB = \/Eamdt, (369)

where standard bosonic commutation relations |15] are used as well as the fact that a
commutes with a;y, because the input field does not contain any system field operators.
Using these commutation relations repeatedly reveals that

{—LaoL + % {ao, LQ}] dt = —gao [ain, ajn] de? (3.70)

Since the input field obeys the commutation relation

lain (1), af, (#)] =3 (¢ =) (3.71)
provided that the processes are considered to be Markovian [19], I can write

[amdt al dt} = dt. (3.72)

? 7In

Collecting the terms from Egs. (3.69) and (3.70]) shows that
a (dt) = i [Hs, ao] dt — gaodt + Vrapdt, (3.73)

i.e. the choice of the form of the zeroth Kraus operator (3.65)) and the Lindblad operator
(3.68) gives the form of the QLE explicitly derived from Eq. (3.18)) up to the first order. If
I use the same Kraus operator to get the time evolution of the density operator, I obtain

ps (t +dt) = ps — i [Hs, ps] dt
— Vi [ps, a'] (@) At + v/ [ps, a] <afn> de
+ K {QinGin) ( —a'pgal + % {ps,a?} )dt} dt
+ K <aiTnain> ( — apsa + % {ps,a’} )dt} dt
<ajnain> (a,osa* —~ % {ps,aa'} )dt] dt

I 1
+K _ <ainaiTn> (anSa -3 {ps, aTa} )dt] dt,

where I denote pg = ps (t) and the environment degrees of freedom are traced out. Here
the topmost row corresponds to the isolated evolution of the density operator, and the
next row, involving the commutators with the density operator, is related to the time
evolution associated with the coupling to the environment. The terms proportional to

(3.74)
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M ()

a;,ain and aia;, describe dissipation whereas the terms with a; 'a;,’ are responsible of

dephasing [36].

Suppose now that the environment is a bath with thermal noise. The following relations
are then recovered [19]

<a§ndt aindt> = Ndt, (3.75a)
<aindt ajndt> — (N +1)dt, (3.75b)
(aindt a;,dt) = Mdt, (3.75¢)

(amdt) = B, (3.75d)

where 0 < N € R and M, 3 € C so that |[M|* < N (N + 1). If the system is in thermal
equilibrium , 8 = M =0 and N = Ny,, where

New (wn) = <ek°fT"T - 1) - (3.76)

is the thermal population of the environment at temperature 7.

Thus in thermal equilibrium, the Master equation of the linearly dissipative system is

. ) 1
ps = —i[Hs,ps] + Nth/f[apsaT —3 {PS,GCLT}]
(3.77)

1
+ (Vo + D) w[alpsa = o {ps,afa} ]

Notice that Ny, — 0 when T' — 0. Therefore, at zero temperature, the Master equation
is

. : K
ps = — 1 [Hs, ps] + ka'psa — B {ps,a’a}. (3.78)
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Nonlinear model Hamiltonian

The following model, depicting the coupling between a harmonic oscillator and a heat
bath environment, can be used to describe both cavities and mechanical resonators. In the
context of mechanical resonators, nonlinear dissipation and damping of micromechanical
resonators have attracted a lot of attention in the last few years [20,23}37,38], including a
nonlinearity not explained by the Duffing response reported by Singh et al. [39]. Graphene
resonators are also used in optomechanical systems and can exhibit large quality factors
[40]. Better understanding of the dissipation phenomena of mechanical resonators (and
cavities) may help us to improve the performance of optomechanical systems.

The system Hamiltonian is given by Eq. . The Hamiltonian of the environment of
the harmonic oscillator is given in Eq. as a set of bosonic modes each with a distinct
frequency w,. The interaction between the system and the environment is modeled with
the following Hamiltonian

Hy = @ng [cha —cpal] +i Zg}j [cha® — cpa®], (4.1)

where g~ and gY describe the strengths of the linear and nonlinear couplings between
the system and the nth mode of the environment, respectively, and cg) and aP) are the
annihilation (creation) operators of the environment and the system. Note that the first
linear interaction term corresponds to Eq. and the quantum Langevin equation
resulting from this type of interaction is already discussed above.

The nonlinear interaction introduced in Eq. represents one of the possible choices,
arguably the simplest, allowing the introduction of a nonlinear system-environment cou-
pling. On the one hand, I explore the consequences on the form of the QLE in the
presence of this nonlinear system-environment coupling in Sec. .1 The QLE is then
solved and the solutions are then compared to the case of bare linear coupling in Sec. [£.2]
Additionally, Sec. focuses on the ME of a nonlinearly dissipative harmonic oscillator.

A possible justification for the appearance of a nonlinear system-environment coupling
is presented in Chap. [6] where the idea that two-level systems (TLS) can give rise to a
nonlinear interaction between environment and cavity modes is introduced.
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4.1 Derivation of the quantum Langevin equation

Let us derive the equation of motion of the system field operator a in presence of a system-
environment coupling of the form given in Eq. . In analogy to what I do in Sec. ,
I employ input-output formalism to derive the QLE of the system. While I later focus on
the case of a harmonic oscillator coupled to a bath, let us leave the system unspecified
for the input-output formalism to achieve the general EOM using the coupling .

Consider a total Hamiltonian constituted by the Hamiltonians of the system, the envi-
ronment, and the interaction between these two

H = Hs+ Hg + H;
= Hs + Z WnCTnCn +1 Z ng; [cLa — cnaq +1 Z g}j [ciLaz — cnam} , (4-2)

where a! and ¢ are the annihilation (creation) operators of the system and the nth
environment mode, respectively, in the Heisenberg picture.

The Hamiltonian H represents the Hamiltonian of a closed system. Therefore writing the
Heisenberg EOM using this total Hamiltonian is justified. The equation of motion for the
nth annihilation field operator of the environment is

én (1) =i [H, ] = —iwncy + gRa+ gNa®. (4.3)

This EOM can be solved, in analogy to the linear case, as

t

t
cn (t) = e7nlt=t)e (1) + g,I;/ e~ wnt=g (') dt’ + gg/ e~ w02 (¢) At (4.4)

to to

Analogously, the EOM for a can be written as

a(t)=i[H,a] =i[Hs,a] = (gr +2gNal) cp. (4.5)

n

Like for the linear case in Sec. [3.2] in the following I make the simplifying assumption that
the coupling constants g- and ¢~ are independent of the frequency of the nth environment

mode , . , Kx
(9r)" = 35 (gn)" = AL (4.6)

where D is the density of states over the oscillatory modes and it is considered to be a

positive constant. Recall that n = w,D = w,0n/0w,. Note that here k1, corresponds to
K in the purely linear context of definition (3.17)).

With this approximation, I can plug the solution for ¢, (4.4) back into the EOM for a
@3)

: : 1 —iwn (t—
a (t> =1 [H57 CL] - V ﬁ (\/ KL + 2 HNCLT) Ze n(t to)cn (tO)
1 t . ,
_ ﬁ ( /K'L + 2 K/NGT) /’%L/ Z e*ZUJn(tft )a (t/) dt/ (47)
to n

1 t , /
_ ﬁ ( /Ky, + 2 K,NCLT) /KJN/ Z efzo.m(tft )a2 (t/) dt'.
s to "
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Considering the identity, see Appendix [A]
D el = ox DI 6 (t — t) (4.8)

and defining, as in the linear case,

1 )
Vo 2o (to). (4.9)

I can write the final form of the quantum Langevin equation for a as

. ) K 1
ay =i [Hs, a;] — ?Lat — HNGICL? — VELEN (atat + at) + V/ELGint + 2\//<5Natamt, (4.10)

where the terms resulting from the linear system-environment interaction are also explic-
itly written out. The explicit time dependence of the field operator a is expressed using
subscripts for notational convenience, showing that the time evolution is local in time,
i.e. Markovian, on the same argument as for the case of pure linear coupling. Here the
commutator describes the time evolution generated by the isolated system.

In the limit ky — 0 we can see the form of the QLE resulting from only the linear
system-environment coupling, see Eq. (3.18)).

4.2 Solving the nonlinear quantum Langevin equation

In this Section, I solve the quantum Langevin equation (4.10) up to linear order in fluc-
tuations of a. The obtained results are compared to the case of solely linearly coupled
cavity as formulated in Eq. (3.21]).

If the system is described by a harmonic oscillator Hamiltonian Hg = weava'a, as in the
case of an optical or microwave resonant cavity, or for the approximate description of a
mechanical oscillator, Eq. (4.10)) can be written as

R i

4= —1Weay@ — %a — kna'a® — \JRLEN (a a -+ a ) + VRLGin + 2v/Fnal . (4.11)

With a view to the application of this description of nonlinear couplings to experimentally
relevant conditions which include, for instance, the physics of optomechanical systems, I
linearize the field operator a like in the case of the full optomechanical system discussed
in Sec. so that a@n) = Q(n)s + 0a@n) Where ap = |a e~wr(t=10) ig the average field
amplitude of the cavity strongly pumped by the input field and da is a small fluctuation
around this point rotating at the angular frequency of the cavity. The components of the
input field both rotate at the angular frequency of the pump, wy,.

Using this decomposition and neglecting all the fluctuation terms of second or higher
order, I arrive to the following form of the QLE

. . K1, 2 1
0a =iAoy — 7% — KNOy O — \/RLEN (|a| + ozt + VELOnt + 2¢/ENOG Qi ¢

. K N 4.12
_ [chav+ 7L+2/<N|a|2+\//<;L/<:N (o —l—Ozt)} oa ( )

— [kna] + VELENO: — 2y/Rnaing] 0at + [\/EL + 2v/kney] Saim,
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where the time derivative & = —iwpy, determined by the coherent pump, is utilized.
A = Wp — Weay 1s the detuning of the cavity.

First, let us consider the zeroth order equation that determines the equilibrium solution,
i.e. I neglect all the fluctuation terms of Eq. (4.12])

1
0 =1iAoy — %at — KNGO — \/RLRN <|a\2 + 50@) + VELin + 2V/ENay Qi (4.13)

I fix ainy = uin € R which corresponds to a specific choice of the time origin ¢y, and I
solve for ai,. With this information |a| as a function of the input field can be constructed.
Some numerical plots of |a| are shown in Figs. [7] and [§

7
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(b) kL, =5-1072A

Figure 7: Numerical solutions of Eq. for |a| as a function of the input field with
different linear coupling strengths. Comparisons of the values of |«| between the results
given by the bare linear coupling (dashed black), i.e. when xky = 0, and the full nonlinear
model couplings (green, blue, red) are presented. The value of k1, used to produce each
plot is given below the respective figure. The detuning A = 1 and the nonlinear coupling
kn = 1-1075A are kept constant.

Note that, due to energy minimization arguments, one has to consider that the physically
acceptable solution is represented by the solution that minimizes |«a|. Furthermore, one
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lof

KL
A

Figure 8: Numerical solutions of Eq. for |«| as a function of the input field with
different nonlinear coupling strengths. Comparisons of the values of |a| between the
results given by the bare linear coupling (dashed black), i.e. when xky = 0, and the full
nonlinear model couplings (green, blue, red) are presented. The values of ky are below
the respective figures. The detuning A = 1 and the linear coupling x;, = 0.1A are kept
constant.

can note that, contrary to the linear case, the o, dependence of |a| is nonmonotonous;
in particular for large enough values of a;, an increase of the input field leads to a de-
crease of the population of the harmonic oscillator. This behaviour is in contrast to the
one encountered in the case of purely linear dissipation and speaks for the nonlinearity
introduced by the extra nonlinear dissipation channel.

There are two distinct regions of the input field where there are either one or three
solutions, respectively. For small values of «;,, the system behaves like in the case for
which the linear dissipation only is present. However, for larger input fields, the nonlinear
system behaviour starts to deviate from its linear counterpart and eventually three distinct
solutions emerge. Figure |8 shows that by increasing the ry/ky, ratio, the regime of input
field values where the system behaves approximately linearly, decreases in size making
the monotonically decreasing solution of || the physical solution starting from very small
values of a;,.
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Figures [7] and [§ show that regardless of the choice of the strength of the linear and non-
linear couplings, there is a threshold value of a;, where one of the metastable solutions
becomes the stable physical solution. This new stable solution of |«| decreases monoton-
ically with the increase of oy, making the behaviour of the cavity nonlinear for a strong
input field. I consider the regime where x;, > kx and I take the lowest order approxi-
mation of Eq. with respect to the nonlinear coupling granting me the value of the
threshold in the regime A > kp,

. VEE 4+ 4A2 (4.14)
4\//€N ‘ ‘

This choice is instrumental to the analysis that will be developed in the future, where the
effect of nonlinear dissipation in optomechanical systems is considered. In the analysis of
optomechanical systems, one is often lead to consider situations for which |A| ~ w,, which
is implied in the regime in which the above threshold is derived, since usually w,, > k. The
full derivation of the threshold value is given in Appendix [B] The approximate analytical
values of the threshold are compared to some numerical calculations of the exact zeroth

order approximation (4.13) in Fig. [9]

20 — Analytical estimate

® Numerical value

1077 | 41077 71077 1076 A

Figure 9: A comparison between the numerical solutions (blue dots) obtained from Eq.

(4.13)) and the analytical expression (red line) given by Eq. (4.14)), respectively, of the
threshold o!?, where a metastable solution becomes the stable one, for different values of

m?

the nonlinear coupling constant ky. Here A = 1 is kept constant as well as the linear
coupling k1, = 1-1072A in order to be in the appropriate sideband regime for Eq. ([4.14).

Now that the equilibrium solutions are derived, we examine the first order approximation
around the point given by the zeroth order approximation. The EOM for da is given by
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Eq. (4.12)

. . K i
da = — [@wcav + ?L + 2k |of® + /RLRN (o + ozt)} da

— [HNaf + VRLENOG — 2\//<9Nain] dal + [VEL + 2v/kENag ] 0agy,.

Note that by taking the Hermitian adjoint of both sides of Eq. (4.12)), the EOM of da' is
obtained.

(4.15)

In the frame rotating at the cavity frequency, i.e. when we,, = 0, we can write Eq. (4.15])
in Fourier space as

K .
[—zw + 71“ + 2KN |oz|2 + VELEN (o) + ozt)] oa,, = [—mNaf — VKLENOG + 2\//{Nozin} 5atw

+ [WVEL + 2/ENO ] dain o
(4.16)

and analogously for da' ,. With ;' = [—iw + L + 2Ky la)® + \/rpkN (o + )], F =
[/@Naf + /RLENOG; — 2 /{Nain}, and /K = [,//{L + 2~//<N04t} we get from Eq. (4.16))

-1
Xe F da, VE*0Gin o
(k- 5) () = () -

This can be solved to give

5aw - X(Q: Xc_l —F \/E&Lin,w (4 18)
dal,) 1 |FP2 \—F x.!') \Vrddl, ) '

Now that the fluctuations around the equilibrium solution are known, one can consider
the uncertainty related to measurements performed on the system. In the quantum limit,
a measurement of an observable always has some intrinsic uncertainty related to the
measured observable and some other noncommuting observable. The most well known
example is the Heisenberg uncertainty of position and momentum AzAp > h/2 [34].
The following discussion on quantum uncertainty and quantum measurements follows an
extensive review of the subject by Clerk et al. [13].

The noise spectral density of a quantum mechanical operator O describes the intrinsic
uncertainty present in the measurement at a given frequency w. Consider, for instance,
an optomechanical system where one tries to measure the displacement of a mechanical
resonator using an optical cavity. A change in position can be measured by observing
the phase shift of the light in the cavity resulting from the change in the width of the
cavity. The measurement of the phase has some uncertainty due to the imprecision of the
position of the mirrors. Additionally photons transfer momentum to the mirrors causing
backaction noise. These two noise sources are intrinsic properties of cavity measurements.
When a mechanical oscillator is coupled with the cavity in order to measure its position,
the momentum transferred by photons to the mirrors also change the momentum of the
resonator, thus causing additional uncertainty.

The noise spectral density can be defined as

Soo (W) = / T 410 (1) 0 (0), (4.19)

—00
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i.e. it is the Fourier transform of the quantum autocorrelation function of operator O.
Here the angular brackets denote the quantum statistical average. Note that quantum
mechanical operators O (t1) and O (t3) do not necessarily commute at different times
t1 # t9, and therefore the quantum spectral density is asymmetric in frequency and can
be complex valued. Classically this cannot happen since classical variables, even if defined
at different times, commute. The spectral density can be decomposed into parts that are
symmetric and asymmetric in frequency. The symmetric part is analogous to classical
noise and is given by

So0 (@) = 5 [S00 (@) + Soo () = 3 [ dte“*(O (1.0 O}, (4.20)

where the curly brackets denote an anticommutator.

Now the symmetric spectral density characterizing the noise at a certain frequency can
be identified as da] da,, + (5aT_w(5a,w, and it can be plotted as a function of the frequency
w, see Fig. [10] I consider small enough values of || so that || is still in the linear regime
as a function of the input field, see Fig. [7] i.e. it obeys the relation

Rr

="
T-FA

Qipy - (421)

Also only the sideband regime, where the threshold value off (4.14)) is valid, is considered

since it is the one that is best understood.

6a7wéaw + datwéa,m éaTwéaw + 657,w5a,w

140 |

— Linear coupling 12 — Linear coupling

— Linear + nonlinear coupling — Linear + nonlinear coupling

L N
-04 -0.2 0.2 0.4 -0.4 -0.2 0.2 0.4

(a) iy = 1-107%ky, (b) kxy = 5- 1074k,

Figure 10: The responses dalda,, + (5aT_w(5a,w of the cavity coupled linearly (red), Eq.
and nonlinearly (blue), Eq. (4.1)), to the environment. For both figures the used
parameters are A = 1, k;, = 0.1A and «a; = 0.5. The values of ky used in each plot are
given by the respective figures.

The peak of the measurement noise is centered at the fundamental frequency of the cavity
for both the linear (ky = 0) and the nonlinear (kx > 0) couplings. When the nonlinear
coupling is present, the uncertainty of a measurement is higher compared to the linear
interaction. Additionally we see that an increase in the strength of the nonlinear coupling
leads to a higher maximum uncertainty. However, the uncertainty distribution is not
widened by the increase of Ky meaning that the linewidth of the uncertainty distribution
decreases. Thus the error in the measurement, although always present and larger in value
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compared to the linear case, is better localized in the frequency space when the nonlinear
interaction is considered.

Recall that a; rotates at the frequency of the pump w,. For the linear coupling alone the
spectral density does not depend on «; which can be seen from by setting kxy — 0.
However, this is not the case when the nonlinear coupling differs from zero. Figure
shows that for the nonlinear case the spectral density is affected by the choice of the phase
of a;. In the regime A > kp, > ky, the reversal of phase from «; to —a; makes the peak
of the uncertainty distribution even higher. This effect is more noticeable for larger values
of KRN -

+

5&1Tw<5auu +06a' _y0a_, 6aTw6aw + 6aT,wz§a,w

— a=-05
— a=05
. : w w
-0.4 -0.2 0.2 04 -04 -0.2 0.2 04
(a) iy = 1-107%ky, (b) kxy = 5- 1074k,

Figure 11: The responses da] da,, + (5aT_w(5a,w of the cavity coupled nonlinearly to the
environment with the Hamiltonian for opposite phases of «, more precisely oy = —0.5
(black) and o = 0.5 (blue). For both figures A = 1 and k1, = 0.1A. The values of ky are
denoted under the respective figures.

4.3 Master equation for the nonlinearly dissipative harmonic
oscillator

Let us determine the Master equation of a nonlinearly dissipative system described by
the QLE (4.10)). Recall from the case of linear dissipation the form of the EOM ({3.67)) for
the system operator a. The following form of L is taken as an ansatz

L= [\/HL <a8ain — aoa;rn> + VKN (a(?am — agajnﬂ dB. (4.22)

as opposed to the linear case where only the first term is present.

The input terms of the QLE (4.10) are obtained from the following commutator

lag, L] dB = (Main + QN/KNa(T)ain> dt. (4.23)
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The other terms of the ME are

1
—LCLOL —+ 5 {CLO, LQ}:| dt = {_%ao |:ain7 a;'.n:| dt — HNag)ag |:a’in7 a’;l-n:| de

1
KLEN (agao + 5@3) [am, m] dt

+ (2kNag + V/ELEN) @ amdt} dt (4.24)

K
=— ?Laodt knapaldt

1
RLEN (agao + 2a0) dt
+ (26na0 + /KLEN) O] amdt2
where the commutation relation {} is used.
Combining Eqgs. and (| shows that

K

1
a(dt) = [z [Hs, aop] — 7LCL() — knaha — \/RLRN (ag + 5@%)
+ VELGin + 2\//<;Na0am] dt + (2knao + v/KLEN) @/ amdt2
Using Egs. (3.75a)) and (3.76)) one can see that Eq. (4.25) approaches the QLE (4.10)) for

an environment in a thermal equilibrium in the limit 7" — 0. However, let us not go to

that limit as of yet, but instead write the general Master equation given by the ansatz
(4.22)

(4.25)

ps (dt) = ps — i [Hs, ps] dt
— /KL [ps, aq (ain) dt + /KL [ps, a] <a;rn> dt
— VEN [ps,aw} (aim) dt + \/EN [ps, @°] <aiTn> dt
— [(ainain> (nLansaT + kna'?psa’® + /rrrna' psal® + /rrrna? psal
1
— = {ps, kra'? + kna* + 2\//<;L/<;NaT3} )dt] dt
- < lTn lTn> (HLGPSG + kna’psa’ + /RLkNapsa® + /RLRna’psa (4.26)
—3 {ps, kLa® + kna* + 2\//<5L/<0Na3} )dt] dt
+ <afnain> </<;LapsaT + /fNaZpsaTQ + \/K,L/iNCLpSaTQ + \/HLnNaszaT
1
—3 {ps, kpaal + kna’a® + /rirnalal + \//{LI{NCLGTQ} )dt} dt
+ <ainafn> (nLansa + /fNaszsaQ + \/KJL/sNaT,oSaQ + \//{L/-ﬁ;NaTnga
1 f 2,2 f
—3 {ps, KLa'a + Kna + rLkna a® + /rirnal a} >dt} dt,

where I denote ps = ps(0) and a = ag. Note that at finite temperature this is an
approximate description of the dynamics of the system, since the QLE (4.10) is not
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satisfied exactly using the ansatz (4.22)) even though the chosen form of L is the only
anti-Hermitian operator that generates the correct input field terms.

Using Eqgs. (3.75a)—(3.75d)), at thermal equilibrium the Master equation of the nonlinearly

dissipative system is
ps = — i[Hs, ps]
+ Ny [mLapSaT + kna’psa'® + /rLrnapsa? + /rLrna’psal
1
— 5 {ps, /QLCLCZT + ,‘-iNaQCLT2 + \/HLHNa2CZT + \/HLHNCI&TQ}} (4.27)

+ (N + 1) [FJLGTPSG + kna'?psa® + vV rLrnal psa® + vV rLrnal®psa

1
-3 {ps, kra'a + knaa® + /rprna'a® + /rprna®a} } .

At zero temperature, the ME of the nonlinearly dissipative system has the following form

ps = — i[Hs, ps] + kra’psa + rna'?psa® + VErknal psa® + v/ RLRENG 2 psa

1
— 5 {ps, /{LaTa —+ /{NCLTQCLQ + \/I{L/{NCLTCLQ + \/ﬁL/{NaTQa} .

Notice that this ME is not in the Lindblad form even though the system is im-
posed to be Markovian. This is due to the nonlinear system-environment interaction and
the choice of the form of the zeroth Kraus operator to correctly create the input
dynamics of the QLE. However, a non-Lindblad form ME of the system (S) can be for-
mulated in the Lindblad form with the help of some ancillary environment (A) so that
the dynamics of the combined S-A system can be described in the Lindblad form [41].

(4.28)
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Review of two-level systems

This Chapter serves as a general introduction to two-level systems, and aims to illustrate
how interactions with TLSs can be modeled, e.g. when a TLS is under stress.

5.1 Algebra of two-level systems

TLSs can be found in various physical systems such as tunneling atoms [42] that are
encountered, e.g. in amorphous glasses [43]. Another example of TLSs are dangling
bonds that are atoms, immobilized e.g. in a solid, that have an unpaired valence electron.
Their chemical behaviour is similar to free radicals. Dangling bonds can be found, for
instance, on silicon surfaces [44,|45]. Also nanomechanical beams can act as TLSs as
shown by Faust et al. [46] in their experiment, where a silicon nitride beam having two
orthogonal vibrational modes is driven by radio frequency signals. A typical textbook

example of a solvable TLS is a spin—% system, such as an electron, in an external magnetic
field [47].

Formally the Hamiltonian of a TLS can be expressed on a two-dimensional Hilbert space
spanned by two states, say |a) and |b), as a linear combination of the Pauli matrices

(@) () () e

that obey the commutation relation
[O’j, O'k] = 2i5jklal, (52)
and operate on the two states of the TLS in the following way

orla) =10}, oyla)=ilb),  o.l|a)=]a),

on by =la)y,  oylb)=—ila), o.[b)=—b). (5-3)

Especially one can see that the state of the TLS can be flipped using the following ladder
operators

1 , 1 ,
o-la) =5 (0p —ioy)la) = o), o1 |b) =5 (0z +1i0y)[b) = |a). (5:4)
Alternatively, one can express the TLS in the Schwinger representation using the bosonic
annihilation (creation) operators dg/)b of the a/b state of the TLS. The number operators
of the two states are
na = did, np = di dy. (5.5)
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Thus the spin operators can be defined

Jp = didy, + did,,
Jy =i (did. — dld,)

J, = n, — ny, (5.6)
Jy = didy,
J_=dd,.

One can easily check that the Eq. (5.6) is in agreement with definitions (5.2))—(5.4)).

5.2 Modeling two-level systems and the interaction with them

Large dielectric losses in superconducting quantum bits have been shown to be a major
source of decoherence for these qubits in low temperatures and weak driving voltages [48].
This decoherence is proposed to be due to a coupling to a bath of two-level systems that
can interact with the surrounding electric field using their dipole moments. The two-level
systems get saturated in higher temperatures and voltages thus making the effect less
relevant in this regime. Similarly TLSs are used to explain the excess dielectric loss in
various amorphous materials [49].

In Chap. [0}, I derive nonlinear dissipation effects of a harmonic oscillator as a result of
the mediation of the oscillator /environment by an ensemble of two-level systems. This
derivation represents a general justification of the nonlinear interaction Hamiltonian ,
but it is not an exact derivation.

In the context of superconducting QED and nanomechanical systems, a TLS can be
represented by a double well potential [43,50,51], see Fig. , in which a particle is
allowed to tunnel between two local energy minima with energy separation Ay through
a barrier of height V' and thickness d. The energy separation of the two states is given
by Ay = we™, where w is the frequency of the tunneling particle, and the tunneling
parameter A\ is given by the barrier properties so that A = dv2mV, where m is the
mass of the tunneling particle. Such a tunneling particle can be, for instance, a certain
mechanical mode with effective mass m if one considers a mechanical system or a charged
ion moving between two energy minima.

Let us focus on a TLS under tension, and consider that mechanical and dielectric TLSs
can be handled analogously [50]. On the one hand, a mechanical TLS can be, for instance,
a mechanical system that has two possible vibrational modes |46]. On the other hand,
dielectric materials are insulators that can be polarized by applying an electric field. For
example, dielectric TLSs can exist in glasses where, due to their amorphous nature, energy
minima with some energy separation are present and they can be occupied by ions [43].

An external strain field mediated by phonons, in the mechanical (acoustic) case, or by
an electric field, in the dielectric case, modifies the shape of the wells. The external
strain deforms the environment of the tunneling particle, altering the energy splitting A
between the two wells. In this case the energies of the two eigenstates of the TLS differ by
E = /A% + A?. The mechanical deformation potentials and dielectric dipole moments,
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Figure 12: Schematic of the tunneling model of a two-level system. The TLS is formed
using a double well potential whose two local energy minima are separated by a potential
well of height V' and thickness d. The energy difference of the minima is A.

D, D" and p, 1/, respectively, can be expressed as [50|

2vA
D=2'=
E )
D/ — 2’7A0
E M)
oA (5.7)
n = E
I _ 2pAO
/“’L E *

The parameters v and p tell how much the TLS is deformed under the mechanical strain
field |€] or the electric field ’E‘, respectively, so that 2y = dA/d |€] and 2p = dA/d ‘E‘
Note that these quantities are determined in the direction of the applied field. The
Hamiltonian of a dielectric TLS under electromagnetic strain can be written as [50]

E 1
HTLS = EO'Z — 5 ([LO'Z + 2/.1/0’1;)

—

El, (5.8)

and its mechanical analog with the following replacements: ‘E ‘ — |él, p — D, and
w — D'

To model the dissipation of a two-level system, the spin-boson model is often used |51,52].
In the spin-boson model, the two-level system is embedded in a heat bath described by
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a set of bosonic harmonic oscillators given by the familiar Hamiltonian Hg (3.9). Also
the environment is coupled to the TLS by o, so that, in its second quantized form, the
spin-boson model Hamiltonian is

Hsz = HTLS -+ HE + 0, ZQJ (Cj —+ C;r> s (59)
J

where g; is the coupling strength and (Cj + c}) the displacement associated with the
jth oscillator in the environment. In general, the dynamics that follow from this type
of coupling are non-Markovian [53|. Extensions of this model are also explored in the
literature, e.g. the inclusion of the nonlinear coupling o, " ik 99k (Cj + c;) <ck + cZ)

between the TLS and the environment [51}52]. Relaxation and dephasing times of the
TLS can be calculated for various dissipation schemes for the standard spin-boson model
(5.9) and also for the quadratic coupling version of the model [52].



6

Derivation of nonlinear phenomena

The following derivation can be seen as a loose justification for the nonlinear model
Hamiltonian even though here I specifically focus on an optical cavity instead of a
nonspecific harmonic oscillator. We propose a general model that takes the advantage of
coupling the system and environment via two-level systems to explain the manifestation
of nonlinearities in the optical framework of optomechanics.

An effective model in a certain subspace of the total Hilbert space can be obtained from the
full Hamiltonian of the tripartite system by applying a so-called Schrieffer-Wolff trans-
formation. The model that is derived through this procedure can be, to some extent,
approximated to contain terms similar to the simple nonlinear model Hamiltonian
although several other nonlinear interactions appear as well.

6.1 Interaction between light and matter

The standard QED formulation that is used here closely follows the formulation presented
in the book Quantum optics by Walls and Milburn [36]. The minimum substitution
Hamiltonian describing the interaction between an electron and an electromagnetic field,
light in the case of an optical cavity, is of the form [36]

1 N 2
H = — (ﬁ— 6A> —|— BV (f) —I— Hﬁeld, (61)

2m

where A is the vector potential of the EM field, p, m, and e are the momentum, the mass,
and the charge of the electron, respectively, and V () is a position-dependent potential
that the electron feels. The vector potential of the EM field has a general second quantized

form
i 1
A= ; \/ Sy [t (Z) by + sy (F) B ], (6.2)

where e, ,, is the polarization vector, € the vacuum permittivity, w, the frequency cor-

responding to the nth field mode, and b the second quantized annihilation (creation)
field operator of the nth mode of the EM field. For a box-shaped space, of volume V,
the mode functions wu, () take the form u, (Z) = V~2¢#*»¥ and from now on I denote
& = (260(,0”‘/)7%. For the majority of this Section, I use the vector potential of only one
mode, denoted by b, not to be mistaken for the field operator of the mechanical part of
an optomechanical system above. The results obtained for this single mode can easily be
modified to describe multiple modes, namely the cavity and the environment, whose field
operators are denoted by a and ¢, respectively.

The second quantized formulation of the minimum substitution Hamiltonian (6.1)) is
H = Heg + Hint + Hpela, (6.3)



6.1 Interaction between light and matter 39

where the electron and EM field Hamiltonians are, respectively,
Hy = /w <— + eV (7 )) ) (&) dF =) Ejdid;, (6.4)
J

Hﬁeld = anbilbn (65)

Here the second quantized electron field operators @/AJ (Z) can be written in terms of unper—
turbed single particle states ¢, () and fermionic annihilation (creation) operators d SO
that ¢ (Z) = 3 ;d;®; (¥). The orthonormality of the functions ¢; (7) is the cause of the

rightmost equality of Eq. (6.4), and H.e; (7) = (;-m teV (f)) 6, () = B0, (7). The

field operators of the electron obey the common fermionic anticommutation conventions.

The interaction part of the total Hamiltonian can be written in terms of a linear interaction
between the charged particle and the EM field

Hins =~ [ 0@ (4745 4) 0@ a2 (6.6)
and a quadratic interaction, given that the EM field is strong
62 AT — —’2 ~ — N
Hino = 3 Y () A%y (7) d2. (6.7)

Let us first focus on the linear interaction whose Hamiltonian can be explicitly written as

{ i fa (7)) -7
Hing1 = Z,/%Ow ddk/¢ b 7o (7) + BLT (D)) - o5,

+ 7 (bafla (7) + 75 (7)) | 60 (7) 7

In this derivation, I am focusing on EM fields in the optical regime, and therefore the

wavelength of the radiation, Appoton = 27/ ‘l; ‘, is much longer than the characteristic size

of the volume where the electrons are confined, e.g. an atom. This entails that w, (%)
varies in a larger lengthscale than the electron wavefunctions ¢y (Z), and therefore the
dipole approximation is valid, allowing us to approximate

Huns = =2 3" gadlde (boc™ - the ) [ @ pon(@ az. (09)

7k,

Looking at the second quantized electron Hamiltonian (6.4)), it can immediately be seen
that, except for the momentum part, everything commutes with Z. This can be utilized
together with the commutation relation, [p?, x] = —i2p

/¢ ) p or (T dm—lm/ﬁﬁ ) [He, Z] ¢, (2 )d$—lmvgk/¢ r) T ¢y (%) dF, (6.10)

where v;, = Ej — L}, is the difference of eigenenergies of the jth and kth electron states.
The rightmost equality comes from the stationary Schrodinger equation Heo, (¥) =

E.on (Z).
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Let us define the coupling strength for the linear interaction term as

Gjka = —iev;Eqeto T /Gb; (7) 7 ¢ (¥) A7 (6.11)

and choose the phase of gjz, so that the coupling constant is real valued. The linear
interaction Hamiltonian can be written as

Hiny = Y didigjra (bo +bL) - (6.12)

Ik,

It is now straightforward to explicitly write the Hamiltonian describing the quadratic
interaction, Hiy o, by inserting the definition of the vector potential (6.2)) into Eq. (6.7).
This gives

1nt2 = Z fafﬁd dk/¢ iEa~f+bL€—iEa~i) (bﬁelgﬁf_i_bge—llzﬁf) ¢k (.f) df
Jkaﬁ

(6.13)
The nonlinear coupling strength can be written as

Gips = m / o () (o) 26, (7) a7, (6.14)

since for every vector /Zn there exists En/ = —En and thus all the possible combinations of
k-vectors are handled properly by the sum over both o and . Let us assume that also
the phase of the nonlinear coupling strength can be tuned so that it is real valued. Now
the quadratic interaction Hamiltonian takes the following form

Hinz = 3 didigjnas (o +0}) (b5 + 1)), (6.15)
Jika,B

Two-level systems are now introduced into the model using the electron field operators.
A TLS can now be written in terms of Pauli matrices

0. =dbdy — did,,

1 ,

oy = B (04 +i0y) = dgdl, (6.16)
1

o- =3 (0, —i0,) = dids.

These can be applied to the model by letting the summations above to allow only j, &k = 1,
2. This leads to

H = Hel + Hpelg + Hing1 + Hing 2

= —crz + Zwab be + Z (b + bT> <ggla0+ + g12aa_>

+2X%+@x%+%ﬂwwﬁ+mwﬂi (6.17)

1 1
+ 5 (.922(16 - 911a5>0z + 3 <922a6 + 911a5>} ;

where wy is the energy difference between the excited state and the ground state of the
TLS.
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The above derivation focuses on one mode, but what we are interested in is the tripartite
cavity-TLS-environment system. Therefore, I consider now several modes, the fields of the
cavity and the bath, with annihilation operators a and ¢, both fields coupling to TLSs.
The above calculations can be performed in the case of the vector potential describing
both the cavity and the environment modes so that the formulation of Eq. for
these two fields is

Wo
H= 7@ + Weava' @ + Z wacha

67

+ (CL + aT> <g§1a0+ + giQaO.*) + Z (Ca + CL) (gglanr + gi2a0*>

2 1 1
+ (Cl + aT) |:g§1aao-+ + g%Qaaa— + 5 <g§2aa - gilaa) Oz + 5 <g§2aa + gilaa)]

+) (ca + CL> (% + CL) [9§1a50+ + Gl2ap0- (6.18)

1 e e 1 e e
+ 3 <922a6 - 911aﬁ)0z + 5 (922a5 + gnaﬁﬂ

+ Z <Ca + CTa) (CL + aT> |:g§n1aao-+ + gigaao-—

1 m m 1 m m
+ 5 <922aa - gllaa) o+ 5 (g22aa + gllaa>:|

Here the coupling constants between the TLS and the environment and between the TLS
and the cavity are denoted with superscripts e and c, respectively, and the subscript a
stands for the cavity mode. The mixed coupling constant g}, has a very similar form to
the nonlinear coupling strength gjias. The key difference is that gj,, has contributions
from both the environment and the cavity, i.e. it describes the coupling strength of the
environment coupling to the cavity via the TLS. The form of the coupling is

e? (o Ji(ReAR)E =y a2
oo = ynits [ 0520, (@) dz (619

Above in Eq. , we can see that the coupling between the environment and the cavity
arises from their interactions with the TLS, since by taking all the coupling constants to
zero, all we have left are the noninteracting Hamiltonians of the TLS, the cavity, and the
environment. Most notably, the last summation exhibits an explicit cavity-bath coupling.
The interactions between the cavity and the environment are schematically represented
in Fig. [13] In Sec. [6.2] I construct an effective model of these interactions utilizing the
property that the TLS has a large energy separation compared to the energies of the
cavity and the environment.

By looking at the Hamiltonian from the perspective that focuses on the TLS being
the system of interest, leaving the cavity and the environment as noise sources for the TLS,
a few similarities shared with the spin-boson model introduced in Chap. [5| can be seen.
The cavity and the environment behave as if they are a bosonic heat bath surrounding
the qubit and there is a quadratic coupling between the displacement operators of the
cavity and the environment and o, like in the extended spin-boson model mentioned
above. Interestingly enough, this quadratic dephasing mechanism of the qubit is the
only dephasing described by this model. However the tunneling terms describing the
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N

Figure 13: The environment £ and the system S interact not only directly with each other
but also indirectly via a two-level system as given by the Hamiltonian (6.18)).

dissipation of the qubit, i.e. the ones proportional to o, = o, 4+ o_, are linearly and
quadratically coupled to the displacement operators.

There are interesting special cases of dissipative environments. Recall the definition of
symmetrized spectral density, (4.20]). Let us consider the symmetrical part of the spectral
density of the environment variable X =3, g; (Cj + cj)

Sxx (w) = 2J (w) coth (%) : (6.20)

where =1/ (kgT'). J (w) is the spectrum of the environment.

A simple dissipation scheme is the Ohmic dissipation that requires the environment spec-
trum to be linearly dependent on frequency, i.e.

J(w) = gaw@ (Weo — W), (6.21)
where we, is a cutoff frequency and the strength of the dissipation is determined by the
parameter «. In the high temperature limit, i.e. when 8 — 0, the dynamics described by
the Ohmic dissipation become Markovian . Let us briefly focus on this case. Suppose
that the system in focus is a harmonic oscillator described by the Hamiltonian

2 2

P mwi,

Hy=-~—4+—2 6.22
57T om 2 7 ( )

where m, p, g, and wy,, are the mass, momentum, position, and the fundamental frequency
of the oscillator. Let the environment be a heat bath whose Hamiltonian is given by ((3.9)),
and let the interaction Hamiltonian between the heat bath and the oscillator be

Hy = —¢X. (6.23)

In the high temperature limit of the Ohmic dissipation model, the Langevin equation for
the oscillator can be written as [53]

mi = —mwi,q —ngq -+ X, (6.24)
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where X, is a classical noise term, replacing the quantum mechanical noise X, obeys white
noise statistics (X; X, ) = 2nkgT0 (t — u), and 7 is the damping ratio. This QLE can then
be solved for q.

Another example of different dissipation models is the 1/f noise whose symmetrized

spectral density
_ E?
Sxx (w) = |:)/|f, (6.25)

E? ;= 2nawgkgT, can be derived using sub-Ohmic spectrum of the environment
Js (w) = gaw;”ws , 8 <1, (6.26)

in the limit s — 0. To get the form (6.25]) this spectrum can be inserted back to Eq.
(6.20) that is approximated to the lowest order in w(3/2 at reasonably high temperature.

6.2 Schrieffer—Wolff transformation

The Schrieffer—Wolff transformation allows me to find the effective Hamiltonian on a
projection subspace of the overall Hilbert space. The effective Hamiltonian describes the
low energy physics on this specific subspace. The following formulation of the theory
follows the treatment of Essler et al. [54], and I present the same derivation of the
theory for completeness in Appendix [C] This theory has been applied to different physical
systems, the most prominent arguably being the description of the half-filled Hubbard
model in terms of antiferromagnetic Heisenberg model [54].

Consider the stationary Schrodinger equation
H|V)=FE|V), (6.27)

where H is a Hamiltonian operator acting on Hilbert space H. Impose now that the
Hamiltonian H consists of two parts, pure unperturbed Hamiltonian Hy with the spectral
decomposition

Hy =Y E,P, (6.28)

where P, is a projection operator on a subspace P,H of a Hilbert space H, and a pertur-
bation Hamiltonian H; so that
H = Hy+ \Hq, (6.29)

where the parameter A, describing the strength of the perturbation, is small.

We rewrite the spectral problem (6.27) as [54]

P,H\P,H P, E—-FE,
P,H\P, 7 = ‘
m (m#n)
where the effective Hamiltonian on the subspace P,H is
P,H\P,H P,
Heg = P,H P+ Y =" (6.31)

En - Em
m (m#n)
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and the state |¢) € P, H.

Let us move back to the optical cavity. Let Hy describe an ensemble of two-level systems,
where the energy level separation represents the largest energy scale in the problem,
see Fig. [[4. The bands formed by the TLSs correspond to the projections P,. The
perturbation Hamiltonian H; corresponds to the terms in Eq. associated with the
dynamics of the cavity and the bath, along with their coupling with the TLSs so that the
spin operators o raise/lower the state between different bands.

> W0

wcaVaTa{= wnclbcn{

Figure 14: The energy separation wy between the bands of the TLSs is much larger than
the energy of the cavity or the environment.

Let us calculate the effective Hamiltonian in parts and start from the first order P,HP,.
Define o, |n) = M |n), where M is the magnetization quantum number of the state, and
oy |n) = |n+1). Denote P, = |n) (n|. Using these definitions, it can be seen that to the
first order only the terms proportional to 1 and o, remain, since they are diagonal and
thus the state |n) is their eigenstate. The other terms cancel out since (n|m) = d,,,. The
remaining P, operators are omitted from the following calculations, since the effective
Hamiltonian operates on the subspace P,H. The first order term is

P,HP, = wcavaTa + Z waclca

1 2
+ 5 (CL + aT> |:M (952(1(1 - g;laa) + (g§2aa + gilaa) ]

1
+ ) Z (Ca tc ) (Cﬁ + C,B) [ (ggzaﬁ - g(flaﬁ) + (gSQaﬁ + g?la,@) }
a,B

(6.32)

1 m m m
+ B Z (Ca + C (a ta ) [ (99300 — Gl1aa) T (93200 + 9laa) } :

Recall the coupling constants, denoted by g, from Eqgs. (6.11), (6.14) and (6.19). H,
contains only operators that raise or lower the state by one or do not affect the state.

The latter operators are ruled out by the summation of the second order term of the
effective Hamiltonian. Thus the rest of H.g can be written in terms of P,H,P,+1H P,
which are very similar to each other, the only difference being that all the indices 1 and
2 are reversed.
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Let us calculate P,H, P, 1 H, P, explicitly

PnH1Pn+1H1Pn =

(CL + aT) giQa + (CZ + aT)2 g%Qaa + Z (Ca + CL) g?Za

F3 b o Dt o) o)
a.f ° (6.33)

(a+a') g5, + (a+ aT)2 95100 T Z (c5 4 ) 515
5

+ Z (05 + Cg) (Ce + CZ) g;lée + Z (05 + Cj;) ((l + aT) ggiga] ’
)

d,€

X

Some of the terms in Eqgs. (6.32)) and (6.33]) can be discarded as insignificant on the basis
of the size of their coupling constants. Remember that Eqs. (6.11)), (6.14]) and (6.19)) give
us the following relations

c/e 1
Gk ¢ ————,
\/w;/ch/e

c/e

1
9jkap X ) (6.34)
N ewg/ /e
1

m
Yikaa X :
J \/ WEWeay VEVE

Let us first take a look at the terms (a + aT) (ca + CL) and (a + aT)2 (ca + CL) since they
are the crucial interaction terms in the total Hamiltonian (4.2]) where Hg = weaya'a. With
the help of Eqgs. (6.32))—(6.34)) it can be seen that the strengths of these contributions are

proportional to (wcavwgVCVe)fl/ ? and (wgVe)fl/ ? (Wear V) ™", respectively.

The cavity is considered to operate in the optical frequency range spanning roughly 400—
800 THz, and the environment has a significantly larger volume compared to the volume of
the cavity. The separation of the mirrors of an optical cavity is usually in the range from
10°m to 1072 m [11] making the volume of the cavity small. Therefore any coupling
constant connected to fourth order terms in ¢ and/or a is negligible compared to the
strengths of the two interaction terms discussed above. These fourth order terms are
therefore discarded.

The argument for discarding the other terms that are not linear in the environment degrees
of freedom is slightly different. For instance, in order to discard the (ca + CL)2 term, it is

required that

1 1 1 1 1
< : (6.35)

< =
nge \/ wg Ve Wcavvc \/ wg Ve wC&VVC
This inequality is satisfied since the volume of the environment effectively means the
volume of the rest of the “universe” outside the cavity, and the volume of the optical
cavity is very tiny. Additionally, the frequencies of the environment modes coupling
to the cavity are of the same order as the intrinsic frequency of the cavity, making the

omission of the (c, + CL)Q term justified based on the enormous volume difference of these
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two entities. From this follows directly that only terms linear in the environment degrees
of freedom are significant.

The volume arguments can be heuristically interpreted as a statement of the locality of the
interaction between the cavity and the environment. The cavity is very small, thus it has
a large overlap with the TLSs resulting in a strong interaction, whereas the environment
modes are more spread out.

In total, I am left with

Heg = wca\,aTa + Z wacha

«

1 c c c c 2
+ 5 |: (M + 1) 922qa + (_M + 1) IN1aa + 2h’>\7n gl?ag?la] (a + aT)

1
+ 5 ; [(M T 1) ggéaa + <_M + ]‘) gﬁaai| (Ca + CL) ((l + CLT>

+ han D [Gia8510 + 551820 (ca + ch) (o + ) (6.36)

«

C C C C B
+ han [912a921aa + 921a912aa} (a + aT)

+ h)\,n Z |:g§2a9311Qa + gglagigaa + 9(1:2aag§104 + gglaag(f2ai|

«

X (ca + CL) (a + aT)z ,
where hy, = A/ (E, — Ent1) + A (B, — Eyq).
Defining the following coupling strengths
1 -
g; = § (M + 1) g§2aa + <_M + 1) g;laa + 2h)\,n g;Qaggla} )

g§ = h)\,n 9(1:2(1951(1@ + gglagi:Zaa] )
_ (6.37)

—~

M + 1) gngaa + (_M + 1) gﬁaa} + h)\7n |:g(1:2ag§1a + gglagfm} ’

92,0 = hA?” gi?aggnlaa + gglagﬁaa + giQaaggla + g;laag'an:| )
and rearranging Eq. (6.36]) using the common bosonic commutation relations, one gets

Her = (Weay + 295) ata + Z wacha

+3 g0 (cat ) (a+al) + D g8, (ca+ ) (a+ah)? (6.38)
+ g5 (a® +a + 1) + g5 (3a + a + a® + a™ + 3ala® + 3a'%a) .

This formulation of the effective Hamiltonian justifies the appearance of different linear
and nonlinear dynamics of the cavity-environment system when mediated by two-level
systems. Most notably the displacement operator of the environment is coupled to the
displacement operator of the cavity both linearly and quadratically like the model Hamil-
tonian introduced in Chap.
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Assuming that (wcavVC)% is very small, one can see that the linear coupling gy’ is stronger
than the quadratic one g3, as it is reasonable to expect. In the numerical calculations
above, the linear coupling is considered to be at least three orders of magnitude stronger.
Similarly one can justify that the shift of the resonant frequency of the cavity by 2¢5 is
negligible compared to the fundamental frequency weay -

Additionally parametric coupling terms emerge. Parametric terms a? and a?, causing
the cavity field and the pump to have a different phases, are used by Pirkkalainen et al.
[55] to better align the theoretical model with the measurement data in their experiment
of squeezing the noise of a micromechanical resonator. They also suspect that nonlinear
dissipation could be the reason for the appearance of these terms. The above argument of
(wcavVC)% being small also means that the second order parametric terms a? and af? are
more significant compared to the third order ones. The first order terms can be omitted
by applying a displacement operator on the effective Hamiltonian.
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Conclusions

The addition of even a very simple nonlinear coupling between a cavity and its environ-
ment alters the behaviour of the cavity distinctly. In the model explored in Chap. [4] the
average population of the cavity grows noticeably faster as the function of the strength
of the input field up to a certain threshold, after which it starts to decrease due to the
nonlinear dissipation mechanism. Moreover multiple equilibrium solutions of the average
cavity field emerge for strong enough laser pumping.

In addition, the nonlinear coupling to the environment gives rise to a change to the first-
order fluctuations around the equilibrium solution of the cavity field. As a direct result
the cavity spectral density is affected. An increased strength of the nonlinear coupling
increases the response while decreasing the linewidth. As opposed to the linear model,
the phase of the average cavity field also affects the spectral density of the cavity.

As the model discussed above is also applicable to mechanical resonators, these findings
emphasize the wealth of the phenomena that potentially can be observed in presence of
nonlinear dissipation effects.
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A

Derivation of the QLE for the nonlinear model
Hamiltonian

Let us explicitly express the derivation of the QLE of the system with the nonlinear
coupling to the environment (4.1)) presented in Sec. Consider a total Hamiltonian
including the Hamiltonians of the system, the environment, and the interaction between
these two

H = Hg + Hg + Hy
= Hs+ Y _wac], (t) ¢ (¢)

p (A.1)
+i gk [ (D alt) = ca ol O] +1 3 g [ch (e (1) = e (1) (a' (1))

where the operators a and c¢,, correspond to the system and the environment, respectively,
and gk(N) is the coupling constant of the (non)linear interaction. The time arguments of
the operators are important in the derivation, so they are left explicitly visible.

The system, the environment, and their mutual interaction form a closed system that is
subject to unitary time evolution described by the Heisenberg equation of motion ([3.7)).
Since the system Hamiltonian does not have any dependence on the environment field
operators c,, the Heisenberg EOM of the nth environment mode is

e () = i [H, cq ()] = —iwnen () + gra (t) + gy a® () . (A.2)
This is an ordinary first order linear differential equation that can be solved for a given
initial condition ¢, (to) at to < t to get
. t . / t ; /
Cn (1) = e7™nlt=)e (1) + g,I;/ e~ n=g (') dt' + gg/ e~nt=g2 (¢) dt’.  (A.3)
to to

For the system field operator, the Heisenberg EOM gives

a(t)=ilH a(t) =i[Hs,a(t)] =) (g +297a" (t)) ca(t) (A.4)

n

following from the fact that the Hamiltonian of the environment (3.9) does not depend
on the system variable.

The formal solution of ¢, (A.3]) can now be inserted to the EOM for a to make it a closed
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expression in terms of a and af

a(t) =i[Hs,a(t)] = (g +2gna’ (1)) e =0, (k)
t
= (g + 2000’ (1) Vir / e a () ar (A.5)
n to
t
_ Z (971; + QgijaT (t)) /_RN/ e—iwn(t—t')GQ (t/) ar'.
n to

Let us assume that the coupling constants g~ and gy are independent of frequency

L 2_ K1, ) N 2_ RN
(9:)" = 575’ (92)" =55 (A.6)

where D is the density of states over the oscillatory modes and it is constant since the
modes are considered to be evenly distributed, i.e. n = w,D = ndn/dw,. With these
new definitions, Eq. (A.D) takes the form

a(t) =i[Hs,a(t)] —4/ %% (V&L + 2/Exal () Z eTiwn(t=t0) e (1)

n

1 t o
~ 3xp (VAL + 2VAnal (1)) Vi / Yot a(t) ar (A7)
to

1 t o
— 55 (VAL +2V/nd (t))M/ D emenlt=g? (1) dt’.
™ to <

Using the definition of the density of states, the following identity of the delta function
can be established

Z e on(t=t) — Z e ') = ox§ (% (t — t')) =27 |D| 6 (t —t) (A.8)

n n

that can be used to formally calculate the integrals of (A.7).
The input field is defined as

1 )
ain (1) = — /ﬁ Zn: eiwn(t=to) (o) . (A.9)
[ use Egs. (A.8) and (A.9) on Eq. (A.7)) to get the QLE of a

RL,

a(t) =i[Hs,a(t)] — > a (t) — wna' () a® (t) — /RLAn (aT (t)a(t)+ 5(12 (1)

+ RLai (t) + 2¢/mna’ (1) a, (1) .



B

Derivation of the metastable—stable threshold value

Consider the zeroth order approximation in fluctuations of the QLE (4.11)) of the nonlin-
early dissipative harmonic oscillator.

1
0=1iAoy — %at — /fNa;‘Ozf — VELEN <|04|2 + éaf) + VELin + 2v/Enay o, (BU1)

where A = w, — Weay is the detuning of the cavity. Divide the approximated EOM to
its real and imaginary parts. I denote Re (o) = = and Im (o) = y. In the following, I
assume that o, is a real number.

0=—Ay— %z — sy (2% + 2y?) — ELrn (32 + 3y) + /Eram + 2¢/Rnza, (B.2)
0=Ar — Ty — kN (2%y + y*) — \/ELENTY — 24/RNYQin .

For large enough values of the input field, this pair of equations has multiple solutions
of ||, as seen in Fig. The smallest valued one of these corresponds to the lowest
population of the oscillator, thus making it the stable solution. In the following, I derive
an expression of the threshold value of the input field where one of the metastable solutions
becomes the stable one. Unfortunately EOM is too convoluted for this threshold to
be solved analytically exactly. Therefore I take the lowest order approximation in ky in
the limit s, > kn

0=—Ay — %r — \/KLEN (gx + %y) + /KL + 2¢/KNT Qi (B.3)
0= Az — %y — /ELENTY — 2\/KENYQin. '

This pair of equations can be thought as a representation of two conic shapes, whose
intersections I am interested in. The problem is however a bit more subtle since I am after
the value of the input field where two solutions of |«| intersect, i.e. the intersections of the
two conics need to be of equivalent distance from the origin. Even this relatively simple
form does not produce any meaningful analytical expression of the threshold. Therefore
further approximations are needed. I solve formally for y to get

Az
BL 4 2\ /ENQin + /RLENT

and I take the lowest, the first, order approximation of this with respect to x granting me

y = (B.4)

Ax
= ) B.5
TN ()
This approximation is valid when 2q;, > /kpx, i.e. when
402
jof? < —2. (B.6)

Rr
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Looking at the steady state solution of the linearly coupled cavity, i.e. Eq. (4.13) in the
limit ky = 0, one can solve
VK
AL (B.7)

ap = —~ Hin-
A
This shows that || acquires its maximum value in resonance so that
2
9 4o
o = —= (B.8)
KL

validating the approximation of y (B.5|) in the regime A > k. This approximation can
be plugged back into Eq. (B.3). Now the pair of equations is easily solvable and the
approximate position of the threshold, where a metastable solution becomes the stable

one, is
m VKf T 4A2 (B.9)
in — 4 /_KJN . .

«
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Derivation of the Schrieffer—Wolff transformation

Here I present the derivation of the formulation of the Schrieffer—Wolff method used in
Sec. [6.2] The derivation follows the presentation by Essler et al. [54].

Let P be a projection operator on a subspace PH of a Hilbert space H, and let H be a
Hamiltonian acting on this Hilbert space. Define the operator () = 1 — P. The following
relations

PHP|V) + PHQ|V) = PHP|V) + PH|U) — PHP|V) = PE |U) (C.1a)
QHP|V) +QHQ|¥) = E|¥) - EP|V) = EQ|¥) (C.1b)

are satisfied if and only if the Schrédinger equation
HI|V)=FE|V) (C.2)
holds. Rewriting Eq. gives
EQY) - QHQ[V) = (E-QH)Q|¥) = QHP|¥)

o (C.3)
= Q|V)=(E—-QH) QHP|V).

This result can be plugged back into Eq. to acquire
PE|U)=PHP|V)+ PH(E —QH) 'QHP|V) o
= EP|V)=PH[1+(F - QH) 'QH| P|¥). (C4)

Define now

H(E)=PH[1+(E—-QH)'QH], (C.5a)
[¢) = P|¥). (C.5b)

Consider that the Hamiltonian H consists of two parts, pure unperturbed Hamiltonian
Hy with the spectral decomposition

Hy =Y E,P, (C.6)

and a perturbation Hamiltonian H; so that
H:H0+)\H1, (C?)

where the parameter A, describing the strength of the perturbation, is small Define
H, (F) by substituting the projection operator P in the definition of H (E), (C.5a), for
P,. Note that all the results derived for the general projection P hold also for P,.
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Using the properties of P,, Q,, and Hy, I can write |54]

; - P, H
_ k+1 mill
H,(E) = |E,+ P.H; ) A > EoE. P,. (C.8)
k=0 m (m#n)
By rearranging some terms, Eq. (C.4) can be written as
k
- P, H
P,H, Y AR m = (E — E,)|¢). C.9
2 X | =) (©9)

Note that here |¢) is redefined to be included in P, H.

When A = 0, the exact solution of this problem is £ = E,. For a small A # 0 a
perturbative series around this known exact solution can be constructed. Up to the

second order it is
E=E,+\E" + \2ED. (C.10)

Now the spectral problem can be written as [54]

P,H.P,H,P, E—-FE,
P,H\P, + A _— = , A1
Poba Y gy - Eo ) (1)
m (m#£n)
where the effective Hamiltonian on the subspace P, H is
P,H\P,,H\P,
Hey = PH P, + X Y~ ot (C.12)

E, - E,
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Fourier transform conventions

The Fourier transform conventions used in this work are

> dw —iw
a(t):/ ga(w)e t

a (t) = /00 d—waT (—w) e ™",

oo 2T

a(w)= /00 dta (t) ™",

—00

at (W) = /00 dta’ (—t) e™".

—00

(D.1)

Let us show that Fourier transforming a differential equation turns it into an algebraic
equation. This happens because the following property of Fourier transform of a deriva-
tive. Integration by parts gives us

/ dta (t) e = a(t) ™! - iw/ dta(t)e™" = —iw/ dta (t) e™",
o - - e (D.2)

/ dtal (t)e™ = al (t) ™! - iw/ dta’ (t) ™' = —iw/ dta’ (t) ™

—00 —00 e}

The rightmost integrals can be identified using the above definitions of the Fourier trans-
form to show that the Fourier transforms of @ (t) and a' (¢), respectively, give us

/OO dta (t) e = —iwa (w),
o (D.3)

/ dtal (t) ™' = —iwa' (—w).

o0
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