Local gauge conditions for ellipticity in conformal geometry
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In this article we introduce local gauge conditions under which many curvature tensors appearing in conformal geometry, such as the Weyl, Cotton, Bach, and Fefferman-Graham obstruction tensors, become elliptic operators. The gauge conditions amount to fixing an \( n \)-harmonic coordinate system and normalizing the determinant of the metric. We also give corresponding elliptic regularity results and characterizations of local conformal flatness in low regularity settings.

1 Introduction

In Riemannian geometry, various regularity results for curvature tensors may be obtained via harmonic coordinate systems. We recall the basic idea following [8], [11], [29].

Let \((M, g)\) be an \( n \)-dimensional Riemannian manifold, and let \((x^1, \ldots, x^n)\) be a local coordinate system. The Ricci tensor of \( g \) has the expression

\[
R_{ab} = -\frac{1}{2} \Delta g_{ab} + \frac{1}{2} (\partial_a \Gamma_b + \partial_b \Gamma_a) + \text{lower order terms},
\]

where \( \Delta \) is the Laplace-Beltrami operator, \( \Gamma^a = g^{ij} \Gamma_{ij}^a \), and \( \Gamma_a = g_{ai} \Gamma^i \). One also has

\[
\Gamma^a = -\Delta x^a.
\]

If the coordinate system is harmonic, in the sense that \( \Delta x^a = 0 \) for all \( a \), then the Ricci tensor becomes an elliptic operator. Thus by elliptic regularity, if the Ricci tensor is smooth in harmonic coordinates, then also the metric is smooth in these coordinates. In particular, if the Riemann curvature tensor of a low regularity metric vanishes, this implies that the metric is smooth in harmonic coordinates and thus locally flat by classical arguments.

The Ricci tensor is of course invariant under diffeomorphisms, and these diffeomorphisms correspond to different gauges for the equation \( \text{Ric}(g) = k \) for a given 2-tensor field \( k \). The choice of harmonic coordinates may be viewed as a local gauge condition that results in an elliptic equation. In this article we give similar local gauge conditions for the ellipticity of conformal curvature tensors, based on systems of \( n \)-harmonic coordinates. We say that a function \( u \) in \((M, g)\) is \( p \)-harmonic (\( 1 < p < \infty \)) if it solves the \( p \)-Laplace equation

\[
\delta(|du|^p - 2du) = 0.
\]

Here \( | \cdot | \) is the \( g \)-norm and \( \delta \) is the codifferential. The \( p \)-Laplace equation arises as the Euler-Lagrange equation of the energy functional \( u \mapsto \int_M |du|^p \, dV_g \) and is a central object of study in nonlinear potential theory, for more details see [17, 24] and references therein.

A local coordinate system is called \( p \)-harmonic if each coordinate function is \( p \)-harmonic (the case \( p = 2 \) of course corresponds to the usual harmonic coordinates). In the earlier article [23], we introduced \( p \)-harmonic coordinate systems and established their existence for \( 1 < p < \infty \) on any Riemannian manifold with \( C^r \), \( r > 1 \), metric tensor. These results for \( p = 2 \) are classical but in the case \( p \neq 2 \) they seem to be new. In conformal geometry, the case \( p = n \) is special since the class of \( n \)-harmonic functions is preserved under conformal
transformations. This fact was used in [23] to study the regularity of such maps: if one fixes \( n \)-harmonic coordinate systems both in the domain and target manifold, the components of a conformal mapping will solve an elliptic equation. Thus \( n \)-harmonic coordinates may be considered as a gauge condition for ellipticity in the regularity problem for conformal transformations. In any \( n \)-harmonic coordinate system, the following \( n \)-harmonic gauge condition is valid (this is the special case when \( p = n \) of [23, Remark after Theorem 2.1]):

\[
\Gamma^a = -\frac{n - 2}{2} g^{a\alpha} g^{p\beta} g^{k\gamma} \partial_\alpha g_{\beta\gamma}.
\]  

(1.1)

The \( n \)-harmonic gauge condition is conformally invariant, due to the fact that any coordinates that are \( n \)-harmonic with respect to one metric are also \( n \)-harmonic with respect to any conformal metric.

We now recall the definition of conformal curvature tensors. If \((M, g)\) is an \( n \)-dimensional Riemannian manifold, write \( R_{abcd}, R_{ab}, \) and \( R \) for the Riemann curvature tensor, Ricci tensor, and scalar curvature, respectively. The Schouten tensor is defined as

\[
P_{ab} = \frac{1}{n - 2} \left( R_{ab} - \frac{R}{2(n - 1)} g_{ab} \right).
\]

The Weyl tensor of \((M, g)\) is the 4-tensor

\[
W_{abcd} = R_{abcd} + P_{ac} g_{bd} - P_{bc} g_{ad} + P_{bd} g_{ac} - P_{ad} g_{bc},
\]

the Cotton tensor is the 3-tensor

\[
C_{abc} = \nabla_a P_{bc} - \nabla_b P_{ac},
\]

and the Bach tensor is the 2-tensor

\[
B_{ab} = \nabla^k \nabla^l W_{akbl} + \frac{1}{2} R^{kl} W_{akbl}.
\]

We also consider the Fefferman-Graham obstruction tensor

\[
O_{ab} = \frac{1}{n - 3} \Delta^{n/2 - 2} \nabla^k \nabla^l W_{akbl} + \text{lower order terms},
\]

where \( \Delta = \nabla^k \nabla_k \) and \( n \geq 4 \) is even. The tensor \( O_{ab} \) vanishes for conformally Einstein metrics, and thus this tensor provides an obstruction for a metric in even dimensions to be conformally Einstein. If \( n = 4 \) then \( O_{ab} = B_{ab} \).

These tensors have the following behavior under conformal scaling in various dimensions: \( W(cg) = c W(g) \) for \( n \geq 4 \), \( C(cg) = C(g) \) for \( n = 3 \), and \( O(cg) = c^{-2/3} O(g) \) for \( n \geq 4 \) even. See [1], [4], [8], [10], [13], [14], [30] for additional information on these tensors.

If \( T \) is one of the above tensors, the next result shows that the equation \( T(g) = k \) (for a given tensor field \( k \)) becomes elliptic under two natural local gauge conditions: one writes both sides of the equation in \( n \)-harmonic coordinates and considers the conformally normalized metric \( \hat{g}_{ab} = |g|^{-1/n} g_{ab} \) with determinant one. Here \( |g| = \det(g_{ab}) \), and we use that \( n \)-harmonic coordinates for \( g \) are also \( n \)-harmonic coordinates for the conformal metric \( \hat{g} \).

**Theorem 1.1.** Let \((M, g)\) be a smooth \( n \)-dimensional Riemannian manifold. The Weyl, Cotton, Bach, and Fefferman-Graham obstruction tensors are elliptic operators in \( n \)-harmonic coordinates, in the sense that after applying both the \( n \)-harmonic gauge condition (1.1) and the condition \( |\hat{g}| = 1 \), the linearizations of the resulting operators at \( \hat{g} \) are elliptic.

After interpreting the conformal curvature tensors of low regularity metrics in a suitable sense, elliptic regularity results will follow readily. The regularity conditions will be given in terms of tensors \( W_{ab} \), \( C_{abcd} \), \( |g|^{-2/3} O_{ab} \) which are invariant in conformal scaling \( g \rightarrow cg \). We will also use the Zygmund spaces \( C^r \), defined for \( r > 0 \) to be the set of those functions \( u \in L^\infty(\mathbb{R}^n) \) such that

\[
\|u\|_{C^r} := \sup_{k \geq 0} 2^{kr} \|\psi_k(D) u\|_{L^\infty} < \infty
\]

where \( \psi_k(D) \) is a Littlewood-Paley partition of unity. In particular, if \( r = k + \alpha \) where \( k \in \{0, 1, 2, \ldots\} \) and \( 0 < \alpha < 1 \) then \( C^r \) is the standard Hölder space \( C^{k+\alpha} \), and if \( r = 1 \) then \( C^1 \) contains all bounded Lipschitz continuous functions but also some nowhere differentiable functions. For more details on Zygmund spaces see [28]. In the next theorems, we write \( C^r \) for the local Zygmund spaces (thus \( f \in C^r \) means that \( \chi f \in C^r(\mathbb{R}^n) \) for all smooth cutoffs \( \chi \) supported in the relevant coordinate neighbourhood).
Theorem 1.2. Let $M$ be a smooth $n$-dimensional manifold, and let $g \in C^r_s$ in some system of local coordinates.

(a) If $n \geq 4$, $r > 1$, and $W_{abc} \in C^s_*$ for some $s > r - 2$ in $n$-harmonic coordinates, then $|g|^{-1/n}g_{ab} \in C^{s+2}_*$ in these coordinates.

(b) If $n = 3$, $r > 2$, and $C_{ab} \in C^s_*$ for some $s > r - 3$ in $n$-harmonic coordinates, then $|g|^{-1/n}g_{ab} \in C^{s+3}_*$ in these coordinates.

(c) If $n \geq 4$ is even, $r > n - 1$, and $|g|^{-2/n}\mathcal{O}_{ab} \in C^s_*$ for some $s > r - n$ in $n$-harmonic coordinates, then $|g|^{-1/n}g_{ab} \in C^{s+n}_*$ in these coordinates.

Combining the previous theorem with classical results for $C^3$ metrics, one obtains conditions for local conformal flatness of low regularity metrics via the vanishing of Weyl and Cotton tensors.

Theorem 1.3. Let $M$ be a smooth $n$-dimensional manifold, and let $g \in C^r_s$ in some system of local coordinates defined near $p \in M$.

(a) If $n \geq 4$, $r > 1$, and if $W_{abcd} = 0$ near $p$, then $g_{cd} = c\delta_{cd}$ for some positive function $c \in C^r_s$ in some $n$-harmonic coordinates near $p$.

(b) If $n = 3$, $r > 2$, and if $C_{ab} = 0$ near $p$, then $g_{ab} = c\delta_{ab}$ for some positive function $c \in C^r_s$ in some $n$-harmonic coordinates near $p$.

(c) If $n \geq 4$ is even, $r > n - 1$, and if $\mathcal{O}_{ab} = 0$ near $p$, then $|g|^{-1/n}g_{ab}$ is $C^\infty$ in any system of $n$-harmonic coordinates near $p$.

There are a number of results in conformal geometry that employ various gauges to obtain elliptic or parabolic regularity and existence results. The works [1], [2], [18], [30] involve constant scalar curvature gauges, sometimes obtained via the solution of the Yamabe problem [22], and study asymptotically locally Euclidean manifolds with obstruction flat metrics or boundary regularity of conformally compact Einstein metrics. In [7] a version of the DeTurck trick is used to show that certain analogues of the Ricci flow, including a modified manifold with obstruction flat metrics or boundary regularity of conformally compact Einstein metrics. In [23] such coordinates ($u^1, \ldots, u^n$) near $p$ were constructed by choosing some smooth coordinates $(x^1, \ldots, x^n)$ near $p$ and then solving for each $j$ the Dirichlet problem

$$\delta(|du|^n-2du) = 0 \text{ in } B(p, \varepsilon), \quad u^a|_{\partial B(p, \varepsilon)} = x^a.$$ 

An easy variational argument shows that this problem has a unique solution. The point is to show that $(u^1, \ldots, u^n)$ is a $C^1$ diffeomorphism if $\varepsilon$ is small enough, and this relies on standard regularity theory for quasilinear equations (essentially the fact that any $p$-harmonic function is $C^{1,\alpha}$ regular). Given $n$-harmonic coordinates, the conformal normalization (determinant one) is trivial.

The second approach based on a constant scalar curvature gauge requires solving the Yamabe problem (a semilinear equation with a constraint) at least in a small neighborhood; the global Yamabe problem is solvable for $C^{1,1}$ metrics (see [9, Section VII.7]), and we refer to [12], [19], [25] for versions of the local problem. The recent paper [19] deals with $W^{1, p}$, $p > n$, metrics. Given a conformal metric with constant scalar curvature, the other gauge condition involves a standard harmonic coordinate system.

A possible benefit of the $n$-harmonic coordinate approach is the similarity to harmonic coordinates in Riemannian geometry. In fact, it appears that $n$-harmonic coordinates are a natural generalization of harmonic
coordinates in conformal geometry, and other Riemannian applications of harmonic coordinates might have conformal analogues. On the other hand, \( n \)-harmonic coordinates exist only locally, and if global gauge conditions are required then scalar curvature gauges are available via the Yamabe problem. Finally, \( n \)-harmonic coordinates exist at least for \( C^{1,\alpha}_1 \) metrics whereas global results for the Yamabe problem in the literature seem to require metrics with two derivatives. One motivation for this work was to find characterizations of local conformal flatness beyond the classical \( C^3 \) case, and it is an interesting question (also asked in [20, Section 2.7]) if one can have such characterizations for very low regularity metrics.

2 Symbol computations

In this section we assume that the metric is smooth (= \( C^\infty \)) in some system of local coordinates. In the following, we use the notation

\[ T_k \]

for any quantities that depend smoothly on components of the metric and their derivatives up to order \( k \).

We start by recalling standard local coordinate formulas. The Christoffel symbols are given by

\[ \Gamma^c_{ab} = \frac{1}{2} g^{cl} (\partial_a g_{bl} + \partial_b g_{al} - \partial_l g_{ab}). \]

Define

\[ \Gamma^a = g^{ij} \Gamma^a_{ij}, \quad \Gamma_a = g_{al} \Gamma^l. \]

Noting the identity \( g^{ij} \partial_a g_{ij} = \partial_a (\log |g|) \), we see that

\[ \Gamma^a = -\partial_l g_{al} - \frac{1}{2} g_{al} \partial_l (\log |g|), \quad \Gamma_a = g^{ij} \partial_l g_{ij} - \frac{1}{2} \partial_a (\log |g|). \]

This also implies that

\[ \Gamma^i_{ia} = \frac{1}{2} \partial_a (\log |g|). \]

The Riemann curvature tensor is given by

\[ R_{abcd} = \langle (\nabla_a \nabla_b - \nabla_b \nabla_a) \partial_c, \partial_d \rangle. \]

Here \( \nabla_a \nabla_b \partial_c = \nabla_a (\Gamma^i_{bc} \partial_i) = \partial_a \Gamma^i_{bc} \partial_i + \Gamma^i_{bc} \Gamma^j_{ai} \partial_j \), so that

\[ R_{abcd} = \partial_a \Gamma^i_{bc} g_{id} + \Gamma^i_{bc} \Gamma^j_{ai} g_{jd} - \partial_b \Gamma^i_{ac} g_{id} - \Gamma^i_{ac} \Gamma^j_{bi} g_{jd}. \]

The Ricci tensor, \( R_{bc} = R_{abc}^a \), is given by

\[ R_{bc} = \partial_a \Gamma^a_{bc} - \partial_b \Gamma^a_{ac} + \Gamma^i_{bc} \Gamma^a_{ai} - \Gamma^i_{ac} \Gamma^a_{bi} \]

\[ = \partial_a \Gamma^a_{bc} - \Gamma^i_{ac} \Gamma^a_{bi} - \frac{1}{2} \partial_{bc} (\log |g|) + \frac{1}{2} \Gamma^i_{bc} \partial_i (\log |g|). \]

The scalar curvature is \( R = g^{ij} R_{ij} \). The Schouten, Weyl, Cotton and Bach tensors were defined in the introduction. By using Bianchi identities as in [30], the Cotton and Bach tensors can also be written as

\[ (3 - n) C_{abc} = \nabla^i W_{abci}, \]

\[ B_{ab} = (3 - n) (-\nabla^i \nabla_i P_{ab} + \nabla^i \nabla_a P_{bi}) + \frac{1}{2} R^{kl} W_{abkl}. \]

Below, we write

\[ L = g^{ij} \partial_{ij}, \quad L^2 = g^{ij} g^{kl} \partial_{ijkl} \]

for the principal parts of the Laplace-Beltrami operator and its square.
2.1 Bach tensor

All ellipticity results in this paper ultimately reduce to the fact that the Bach tensor is elliptic in \( n \)-harmonic coordinates when acting on metrics with determinant one. In the following, if \( T = T(g) \) is a nonlinear differential operator acting on metrics, we denote by \( \sigma(T) \) the principal symbol of its linearization at \( g \).

**Lemma 2.1.** The components of the Bach tensor satisfy

\[
2(n-2)B_{ab} = L^2(g_{ab}) - L(\partial_a \Gamma_b + \partial_b \Gamma_a) + \frac{n-2}{n-1} \partial_{abd} \Gamma^d + \frac{1}{n-1} L(\partial_i \Gamma^i)g_{ab} + T_3
\]

in any local coordinate system in which \( |g| = 1 \).

**Proof.** Assume that the metric satisfies \( |g| = 1 \) in a given system of local coordinates. Then

\[
R_{bc} = \partial_i \Gamma^i_{bc} + T_1, \quad R = \partial_i \Gamma^i + T_1.
\]

The Schouten tensor satisfies

\[
(n - 2)P_{ab} = \partial_i \Gamma^i_{ab} - \frac{1}{2(n-1)} (\partial_i \Gamma^i)g_{ab} + T_1.
\]

Recall that \( \nabla_m F_{i_1...i_k} = (\nabla F)_{i_1...i_k} = \partial_m F_{i_1...i_k} - \sum_{s=1}^k F_{i_1...p...i_k} \Gamma^p_{mi_s} \). Therefore

\[
(n - 2)\nabla_c P_{ab} = \partial_c \Gamma^c_{ab} - \frac{1}{2(n-1)} (\partial_c \Gamma^c)g_{ab} + T_2
\]

and

\[
(n - 2)\nabla_d \nabla_c P_{ab} = \partial_{cdl} \Gamma^l_{ab} - \frac{1}{2(n-1)} (\partial_{cdl} \Gamma^l)g_{ab} + T_3.
\]

For the Bach tensor, we obtain

\[
\frac{n-2}{3-n} B_{ab} = (n-2) \left[ g^{ki} \nabla_k \nabla_a P_{bi} - g^{ki} \nabla_k \nabla_i P_{ab} \right] + T_2
\]

\[
= g^{ki} \left[ \partial_{akl} \Gamma^l_{bi} - \partial_{bkl} \Gamma^l_{ab} + \frac{1}{2(n-1)} \left( (\partial_{kli} \Gamma^l)g_{ab} - (\partial_{akl} \Gamma^l)g_{bi} \right) \right] + T_3.
\]

Next we observe that

\[
\partial_{cdk} \Gamma^k_{ab} = \frac{1}{2} \partial_{cdk} \left[ g^{kl} (\partial_a g_{bl} + \partial_b g_{al} - \partial_t g_{ab}) \right]
\]

\[
= \frac{1}{2} g^{kl} (\partial_{acdk} g_{bl} + \partial_{bcdk} g_{al} - \partial_{cdkl} g_{ab}) + T_3.
\]

This implies

\[
2g^{ki} (\partial_{akl} \Gamma^l_{bi} - \partial_{bkl} \Gamma^l_{ab})
\]

\[
= g^{ki} g^{lj} \left[ \partial_{akli} g_{bj} + \partial_{bklj} g_{ai} - \partial_{jklb} g_{ij} \right.
\]

\[
- \partial_{akli} g_{aj} - \partial_{bklj} g_{aj} + \partial_{jklb} g_{ab} \right] + T_3
\]

\[
= L^2(g_{ab}) - L(g^{ki} \partial_{akli} g_{bj}) - L(g^{lj} \partial_{bklj} g_{ai}) + g^{ki} g^{lj} \partial_{bklj} g_{ij} + T_3
\]

\[
= L^2(g_{ab}) - L(\partial_i \Gamma_b + \partial_b \Gamma_a) + \partial_{abd} \Gamma^d + T_3.
\]

In the last step we used that \( \Gamma_b = g^{ki} \partial_k g_{ib} \) when \( |g| = 1 \), and \( \Gamma^a = g^{ai} \Gamma_i \). For the remaining terms in the Bach tensor, we use that

\[
g^{ki} \left[ (\partial_{kli} \Gamma^l)g_{ab} - (\partial_{akl} \Gamma^l)g_{bi} \right] = L(\partial_i \Gamma^i)g_{ab} - \partial_{abd} \Gamma^d + T_3.
\]

Collecting these facts, we have proved the lemma. \( \square \)
Notice that in any harmonic coordinate system in which \(|g| = 1\), the Bach tensor would have the form
\[
2(n - 2)B_{ab} = (3 - n)L^2(g_{ab}) + T_3.
\]
The operator on the right is obviously elliptic. However, in general it is not clear how to find harmonic coordinates with \(|g| = 1\) even after conformal scaling, owing to the fact that the equations \(\Gamma^k = 0\) for harmonic coordinates are not conformally invariant. This is where \(n\)-harmonic coordinates become useful: they allow the conformal normalization \(|g| = 1\), and the Bach tensor turns out to be elliptic in these coordinates. We will use the notation
\[
\tilde{\Gamma}^a := -\frac{n - 2}{2} g^{ai} g^{aj} g^{ak} \partial_i g_{jk}.
\]
Note that by (1.1), the identity \(\Gamma^a = \tilde{\Gamma}^a\) holds in any \(n\)-harmonic coordinate system.

**Lemma 2.2.** The components of the Bach tensor satisfy
\[
\frac{2(n - 2)}{3 - n} B_{ab} = L^2(g_{ab}) - L(\partial_a \tilde{\Gamma}_b + \partial_b \tilde{\Gamma}_a) + \frac{n - 2}{n - 1} \partial_{abl} \tilde{\Gamma}^l + \frac{1}{n - 1} L(\partial_l \tilde{\Gamma}^l) g_{ab} + T_3
\]
in any \(n\)-harmonic coordinate system with \(|g| = 1\).

**Proof.** Follows from Lemma 2.1 and the fact that \(\Gamma^a = \tilde{\Gamma}^a\) in \(n\)-harmonic coordinates. \(\square\)

Consider the right hand side operator in Lemma 2.2 acting on symmetric positive definite matrix functions, and denote by \(Q = Q_g\) the principal part of the linearization of this operator at \(g\). Then \(Q\) is the principal part of the following linear operator, acting on symmetric matrix functions \(h\) by
\[
h_{ab} \mapsto L^2(h_{ab}) - L \left[ \partial_a (g_{kl} \tilde{\Gamma}^l(h)) + \partial_b (g_{kl} \tilde{\Gamma}^l(h)) \right] + \frac{n - 2}{n - 1} \partial_{abl} \tilde{\Gamma}^l + \frac{1}{n - 1} L(\partial_l \tilde{\Gamma}^l(h)) g_{ab}
\]
where \(L = L_g = g^{ij} \partial_{ij}\), and \(\tilde{\Gamma}^a = \tilde{\Gamma}^a_g\) is the operator
\[
\tilde{\Gamma}^a(h) := -\frac{n - 2}{2} g^{ai} g^{aj} g^{ak} \partial_i h_{jk}.
\]

**Lemma 2.3.** \(Q\) is elliptic of order 4 in dimensions \(n \geq 3\).

**Proof.** The principal symbol of \(Q\), acting on a symmetric matrix function \(h\), is given by
\[
(q(\xi)h)_{ab} = |\xi|^4 h_{ab} - |\xi|^2 [\xi_a g_{bl} + \xi_b g_{al}] \sigma(-i\tilde{\Gamma}^l)(h) + \frac{n - 2}{n - 1} \xi_a \xi_b \xi_c \sigma(-i\tilde{\Gamma}^c)(h) + \frac{1}{n - 1} |\xi|^2 \xi_l \sigma(-i\tilde{\Gamma}^l)(h) g_{ab}
\]
where
\[
\sigma(-i\tilde{\Gamma}^a)(h) = -\frac{n - 2}{2} \xi_a h^{aa}.
\]
Here, the norms \(|\cdot|\) and the raising and lowering of indices are taken with respect to the metric \(g\). We also have
\[
(q(\xi)h)^{ab} = |\xi|^4 h^{ab} - |\xi|^2 [\xi^a \sigma(-i\tilde{\Gamma}^b)(h) + \xi^b \sigma(-i\tilde{\Gamma}^a)(h)]
\]
\[
+ \frac{n - 2}{n - 1} \xi^a \xi^b \xi^c \sigma(-i\tilde{\Gamma}^c)(h) + \frac{1}{n - 1} |\xi|^2 \xi_l \sigma(-i\tilde{\Gamma}^l)(h) g^{ab}.
\]
Taking \(a = b\), this gives
\[
(q(\xi)h)^a = |\xi|^4 h^{aa} - 2|\xi|^2 \xi^a \sigma(-i\tilde{\Gamma}^a)(h)
\]
\[
+ \frac{n - 2}{n - 1} (\xi^a)^2 \xi_a \sigma(-i\tilde{\Gamma}^a)(h) + \frac{1}{n - 1} |\xi|^2 \xi_l \sigma(-i\tilde{\Gamma}^l)(h) g^{aa}
\]
\[
= (g^{aa} |\xi|^2 + (n - 2) (\xi^a)^2) \left[ |\xi|^2 h^{aa} - \frac{n - 2}{2(n - 1)} \sum_{l=1}^n \xi_l h^{ll} \right].
\]
If \( \xi \neq 0 \) and if \( q(\xi)h = 0 \), then also
\[
\frac{h^{aa}}{g^{aa}} - \frac{n-2}{2(n-1)} \sum_{i=1}^{n} \frac{\xi_i \xi^i h^{ii}}{|\xi|^2 g^{ii}} = 0
\]
for all \( a = 1, \ldots, n \). This implies that
\[
\frac{h^{11}}{g^{11}} = \ldots = \frac{h^{nn}}{g^{nn}} = \lambda
\]
for some function \( \lambda \), and therefore
\[
\left(1 - \frac{n-2}{2(n-1)}\right) \lambda = 0.
\]
Thus \( h^{aa} = 0 \) for all \( a \), so \( \sigma(-i\Gamma^a)(h) = 0 \) for all \( a \) and \( (q(\xi)h)^{ab} = |\xi|^4 h^{ab} = 0 \) for all \( a, b \). It follows that \( h = 0 \), showing that \( Q \) is elliptic. \( \blacksquare \)

We are now ready to prove the main ellipticity result.

**Proof of Theorem 1.1.** Let \((M, g)\) be a smooth Riemannian manifold, fix an \( n \)-harmonic coordinate system, and let \( \tilde{g}_{ab} = |g|^{-1/n}g_{ab} \) in these coordinates. Using the conformal invariance of the \( n \)-harmonic equation, our coordinate system is \( n \)-harmonic also with respect to the conformal metric \( \tilde{g} \). Let \( \tilde{B}_{ab} \) be the Bach tensor for \( \tilde{g} \) in \( n \)-harmonic coordinates after applying the \( n \)-harmonic gauge condition (1.1) and the condition \( |\tilde{g}| = 1 \). It follows from Lemmas 2.1–2.3 that the principal part of the linearization of \( \tilde{B}_{ab} \) is elliptic in dimensions \( n \geq 4 \).

Moving on to the Weyl tensor, the formula \( B_{ab} = \nabla^k \nabla^l W_{akbl} + \frac{1}{2} R^{kl} W_{akbl} \) implies that
\[
\xi^k \xi^l \sigma(W_{akbl})(\xi) h = -\sigma(\tilde{B}_{ab})(\xi) h
\]
where \( \tilde{W} \) is the Weyl tensor of \( \tilde{g} \) after applying the gauge conditions, and \( \sigma \) denotes the principal symbol of the linearization applied to a matrix function \( h \). Thus \( \sigma(W_{abcd})(\xi) h = 0 \) implies \( h = 0 \) by the ellipticity of \( \tilde{B}_{ab} \), showing that \( \tilde{W}_{abcd} \) is overdetermined elliptic (its principal symbol is injective). The ellipticity of Cotton and obstruction tensors follow in a similar way from the identities \((3 - n)C_{abc} = \nabla^i W_{abcl}, (n - 3)O_{ab} = \Delta^{n/2 - 2} \nabla^k \nabla^l W_{akbl} + T_{n-1}\). \( \blacksquare \)

### 3 Elliptic regularity results

We now consider low regularity Riemannian metrics, and establish elliptic regularity results for conformal curvature tensors. The Weyl tensor will be considered in detail and the arguments for the other tensors will be sketched. We first assumed that
\[
g_{ab} \in W^{1,2} \cap L^\infty
\]
in some system of local coordinates near a point. (In this section all function spaces are assumed to be of the local variety near a point, that is, we write \( W^{1,2} \) instead of \( W^{1,2}_{loc}(U) \) etc.) This seems to be a minimal assumption for defining the Weyl tensor: the set \( W^{1,2} \cap L^\infty \) is an algebra under point-wise multiplication \([21], [6]\), and therefore \( g^{ab}, |g| \in W^{1,2} \cap L^\infty \). We see that
\[
\Gamma_{ab}^c \in L^2,
\]
\[
R_{abc}^\ d = \partial_a \Gamma_{bc}^d - \partial_b \Gamma_{ac}^d + \Gamma_{bc}^i \Gamma_{ai}^d - \Gamma_{ac}^i \Gamma_{bi}^d \in W^{-1,2} + L^1,
\]
\[
R_{bc} = R_{abc}^\ a \in W^{-1,2} + L^1.
\]
Since
\[
P_{ab} = \frac{1}{n-2} \left[ R_{ab} - \frac{1}{2(n-1)} g^{ij} R_{ij} g_{ab} \right],
\]
we have
\[
W_{abc}^\ d = R_{abc}^\ d + P_{ac} \delta_b^\ d - P_{bc} \delta_a^\ d + P_{bg} g^{id} g_{ac} - P_{ai} g^{id} g_{bc}
\]
\[
= R_{abc}^\ d + \frac{1}{n-2} \left[ R_{ac} \delta_b^\ d - R_{bc} \delta_a^\ d + R_{bg} g^{id} g_{ac} - R_{ai} g^{id} g_{bc} \right]
\]
\[
+ \frac{1}{(n-2)(n-1)} \left[ g^{ij} g_{bc} R_{ij} \delta_a^\ d - g^{ij} g_{ac} R_{ij} \delta_b^\ d \right].
\]
Now, a simple calculation using the Leibniz rule shows that multiplication by a $W^{1,2} \cap L^\infty$ function maps $W^{1,q}$ to $W^{1,2}$ for any $q > n$. It also maps $W^{-1,2}$ to $W^{-1,q'}$, and we have

$$g^{ij}g_{kl}R_{ab} \in W^{-1,q'} + L^1.$$  

This shows that if $g_{ab} \in W^{1,2} \cap L^\infty$ in some system of local coordinates, then one can make sense of the components $W_{abcd}^d$ of the Weyl tensor as elements in $W^{-1,q'} + L^1$ in these coordinates for any $q > n$. It is easy to see that also $R_{abcd}, W_{abcd} \in W^{-1,q'} + L^1$ in this case, and the identity $W(cg) = cW(g)$ remains true if $c, g_{ab} \in W^{1,2} \cap L^\infty$.

By similar arguments, if $g_{ab} \in W^{2,2} \cap W^{1,\infty}$ in some local coordinates, the components $C_{abc}$ of the Cotton tensor may be interpreted as elements of $W^{-1,2}$ and one has $C(g) = C(g)$ if $c \in W^{2,2} \cap W^{1,\infty}$ and $n = 3$. Moreover, if $g_{ab} \in W^{n-1,2} \cap W^{n-2,\infty}$, then the Fefferman-Graham obstruction tensor satisfies $O_{ab} \in W^{-1,2}$ and $O(cg) = c^{-2}O(g)$ for $n \geq 4$. We omit the details of these computations.

We will need the following elliptic regularity result, which is, after using suitable cutoffs and extensions, a consequence of [28, Theorem 14.4.2] (the argument also applies to overdetermined elliptic operators). For completeness, the details are given in Appendix A.

**Proposition 3.1.** Let $B \subset \mathbb{R}^n$ be a ball, and let $p(x, D) = \sum_{\alpha|\alpha| \leq m} p_\alpha(x)D^\alpha$ be an $M \times N$ matrix differential operator with coefficients in $C^r(B)$ where $r > 0$. Assume that $p(x, D)$ is overdetermined elliptic in the sense that its principal symbol $p_m(x, \xi)$ is injective for $x \in B$ and $\xi \neq 0$. If in the sense of distributions

$$p(x, D)u = f \quad \text{in } B$$

where $u \in C^{m-r+\varepsilon}_s(B)$ for some $\varepsilon > 0$ and $f \in C^r_s(B)$ with $-r < s < r$, then $u \in C^{m+s}_s(B)$. □

The next result gives a symbol computation for the Weyl tensor with low regularity metric.

**Lemma 3.2.** Let $g_{ab} \in C^r_s$, $r > 1$, in some system of local coordinates, and assume that $|g| = 1$. The principal symbol $\sigma(W_{abcd})$ of the linearization of the Weyl tensor at $g$ satisfies

$$\xi^i\xi^j\sigma(W_{ibcl})h = \frac{n-3}{2(n-2)} \left[ |\xi|^4h_{bc} - |\xi|^2(\xi_b\sigma(-i\Gamma_c)h + \xi_c\sigma(-i\Gamma_b)h) \\
+ \frac{n-2}{n-1}\xi_b\xi_c\xi_l\sigma(-i\Gamma_l)h + \frac{1}{n-1}|\xi|^2(\xi_l\sigma(-i\Gamma_l)h)g_{bc} \right].$$

(3.1)

**Proof.** If $g$ were sufficiently smooth, for instance $C^4$, we could readily use the formula $B_{ab} = \nabla^k\nabla^lW_{akbl} + \frac{1}{2}R^{kl}W_{akbl}$ to have

$$\xi^i\xi^j\sigma(W_{ibcl})h = -\sigma(B_{bc})h,$$

which together with Lemma 2.1 would yield the claim. For $C^r_s$ metrics, $r > 1$, we have to be more careful because the derivation of the different formulas for the Bach tensor uses the Bianchi identities

$$\nabla^iR_{abcl} = \nabla_aR_{bc} - \nabla_bR_{ac}, \quad \nabla^iR_{at} = \frac{1}{2}\nabla_aR,$$

that require more derivatives. We can however emulate the Bianchi identities on the symbol level using the equations

$$\xi^i\sigma(R_{abcl} + R_{ac}g_{bl} - R_{bc}g_{al}) = 0,$$  

(3.2)

$$\xi^i\sigma(R_{ib}g_{cd} - \frac{1}{2}R_{i}g_{bd}g_{cd}) = 0.$$  

(3.3)

These identities are valid for $C^r_s$ metrics since the $C^r_s$ regularity is enough for one to linearize the curvature tensors in question. After the linearization, the symbol calculations are purely pointwise algebraic computations.
yielding the same results as if the metrics were (say $C^3$) smooth. We now write the Weyl tensor as

\[
W_{abcd} = (R_{abcd} + R_{ac}g_{bd} - R_{bc}g_{ad}) + \left(\frac{1}{n} - 2\right) (R_{ac}g_{bd} - R_{bc}g_{ad}) + \frac{1}{n - 2} (R_{bd}g_{ac} - R_{ad}g_{bc}) - \frac{R}{(n - 1)(n - 2)} (g_{ac}g_{bd} - g_{bc}g_{ad})
\]

\[
= (R_{abcd} + R_{ac}g_{bd} - R_{bc}g_{ad}) - \frac{n - 3}{n - 2} (R_{ac}g_{bd} - \frac{1}{2} Rg_{ac}g_{bd})
\]

\[
+ \frac{1}{n - 2} (R_{bd}g_{ac} - \frac{1}{2} Rg_{bd}g_{ac} - R_{ad}g_{bc} + \frac{1}{2} Rg_{ad}g_{bc})
\]

\[
+ \frac{n - 3}{n - 2} Rg_{ac}g_{bd} + \frac{1}{2(n - 2)} (Rg_{bd}g_{ac} - Rg_{ad}g_{bc})
\]

\[- \frac{R}{(n - 1)(n - 2)} (g_{ac}g_{bd} - g_{bc}g_{ad}).
\]

Now, taking the symbol of the Weyl tensor in this form and contracting by $\xi^i\xi^l$ we have by the identities (3.2), (3.3) that

\[
\xi^i\xi^l \sigma(W_{bci}) h = -\frac{n - 3}{2(n - 2)} \left(-2\xi^2 \sigma(R_{bc}) h + \frac{n - 2}{n} \xi_{l} \xi_{c} \sigma(R) h + \frac{1}{n - 1} \xi_{l}^2 g_{bc} \sigma(R) h\right).
\]  

(3.4)

We have

\[
R_{ab} = -\frac{1}{2} \Delta g_{ab} + \frac{1}{2} (\partial_{a} \Gamma_{b} + \partial_{b} \Gamma_{a}) + T_{1}
\]

and consequently, for a metric $g$ with $|g| = 1$, it holds that

\[
R = \partial_{l} \Gamma^{l} + T_{1}.
\]

Thus the corresponding symbols satisfy

\[
\sigma(R_{ab}) h = \frac{1}{2} \xi_{l}^2 h_{ab} - \frac{1}{2} (\xi_{a} \sigma(-i \Gamma_{b}) h + \xi_{b} \sigma(-i \Gamma_{a}) h)
\]

\[
\sigma(R) h = -\xi_{l}^2 (-i \Gamma^{l}) h.
\]

Substituting these formulas to (3.4) yields the claim.

\[\blacksquare\]

Proof of Theorem 1.2. Let $g_{ab} \in C^{r}_{s}$, $r > 1$, in some system of local coordinates. By [23, Theorem 2.1] we know that $n$-harmonic coordinate systems exist near any point, and by [23, Proposition 2.5] the metric satisfies $g_{ab} \in C^{r}_{s}$ in $n$-harmonic coordinates.

Consider first the Weyl tensor. Let $n \geq 4$, $r > 1$, and $W_{abc}^{d} \in C^{s}_{r}$ for some $s > r - 2$ in $n$-harmonic coordinates. Write $\hat{g} = |g|^{-1/n}g_{ab}$ in these coordinates, so that

$\hat{g}_{ab} \in C^{s}_{r}, \quad |\hat{g}| = 1.$

By conformal invariance we have $W_{abc}^{d}(\hat{g}) = W_{abc}^{d}(g)$ in $n$-harmonic coordinates where the right hand side is in $C^{s}_{r}$. This is a second order system for $\hat{g}$ where the principal symbol of the linearization is injective after applying the $n$-harmonic gauge condition (1.1) and the condition $|g| = 1$, by Lemma 3.2 and the algebraic computation in Lemma 2.3 (note that ellipticity of $W_{abc}^{d}$ is equivalent with that of $W_{abcd}$). Hence Proposition 3.1 applies. If $s < r$ we obtain $\hat{g}_{ab} \in C^{s+2}_{r}$ as required. If $s \geq r$ we initially only get $\hat{g}_{ab} \in C^{r+2}_{s}$ for any $r < r$, but iterating the argument finitely many times yields $\hat{g}_{ab} \in C^{s+2}_{r}$ and we are done.

The proof for the Cotton and Fefferman-Graham obstruction tensors follows in a similar way from the above arguments by using the identities (3 - n)$C_{abc} = \nabla^{l}W_{abc}$ and (n - 3)$C_{ab} = \Delta^{n/2 - 2} \nabla^{k} \nabla^{l}W_{abkl} + T_{n - 1}$.

\[\blacksquare\]

Proof of Theorem 1.3. Assume first that $g_{ab} \in C^{r}_{s}$ where $n \geq 4$, $r > 1$, and the Weyl tensor vanishes near some point of $M$. By Theorem 1.2 we know that the metric $\hat{g}_{ab} = |g|^{-1/n}g_{ab}$ is $C^{\infty}$ in any system of $n$-harmonic coordinates. Since the Weyl tensor of $\hat{g}$ vanishes, classical arguments (see for example [3, Chapter 4]) show that there is a possibly different set of coordinates $\{y^a\}$ (for which we use indices $a, b$) where $\hat{g}_{ab} = \delta_{ab}$ for some positive $C^{\infty}$ function $\hat{c}$. Then $g_{ab} = c\delta_{ab}$ where $c = |g|^{1/n}\hat{c}$ is in $C^{r}_{s}$. The coordinates $\{y^a\}$ are again $n$-harmonic [23, Proposition 2.6]. The argument for Cotton and Fefferman-Graham tensors is analogous.

\[\blacksquare\]
A Elliptic regularity theorem

We give an elliptic regularity theorem for overdetermined elliptic systems. The result is essentially an integration of the techniques in [26, Chapter 3.2] and Theorem 14.4.2 of [28]. We adopt the notation of these references.

**Proposition A.1.** Let $B \subset \mathbb{R}^n$ be a ball, and let $p(x,D) = \sum_{|\alpha| \leq m} p_\alpha(x)D^\alpha$ be an $M \times N$ matrix differential operator with coefficients in $C^r_c(B)$ where $r > 0$. Assume that $p(x,D)$ is overdetermined elliptic in the sense that its principal symbol $p_m(x,\xi)$ is injective for $x \in B$ and $\xi \neq 0$. If in the sense of distributions

$$p(x,D)u = f \quad \text{in } B$$

where $u \in C^{m-r+\varepsilon}_c(B)$ for some $\varepsilon > 0$ and $f \in C^\mu_c(B)$ with $-r < \mu < r$, then $u \in C^{m+\mu}_c(B)$.

**Proof.** We may assume that $B$ is centered at 0. Let $B_0, B_1$ be balls centered at 0 with $B_0 \subset B_1 \subset B$, let $\chi \in C_c^\infty(B_1)$ satisfy $\chi = 1$ near $\partial B_0$, and write $v = \chi u$. Writing $p_m(x,\xi) = \sum_{|\alpha|=m} p_\alpha(x)\xi^\alpha$ we have

$$p_m(x,D)v = \chi f + \tilde{f}$$

where $\tilde{f} \in C^{r+1}_c(\mathbb{R}^n)$ if $r > 1/2$ and $\tilde{f} \in C^r_c(\mathbb{R}^n)$ if $0 < r \leq 1/2$.

We redefine the operator $p$ outside supp$(\chi)$ as follows: let $K$ be the Kelvin transform for the ball $B_1$, and first define

$$q_\alpha(x) = \begin{cases} p_\alpha(x), & x \in B_1, \\ p_\alpha(K(x)), & \text{otherwise}. \end{cases}$$

Then $q_m(x,\xi) = \sum_{|\alpha|=m} q_\alpha(x)\xi^\alpha$ is injective for all $x \in \mathbb{R}^n$ and $\xi \neq 0$, and $q_m(x,\xi)$ is close to $p_m(0,\xi)$ if $|x|$ is large. To obtain a symbol with $C^r_c$ regularity let $\tilde{\chi} \in C_c^\infty(B_1)$ satisfy $\tilde{\chi} = 1$ near supp$(\chi)$, and define

$$\tilde{p}_\alpha = \varphi_\delta \ast ((1-\tilde{\chi})q_\alpha) + \tilde{\chi}q_\alpha$$

where $\varphi_\delta(x) = \delta^{-n}\varphi(x/\delta)$ and $\varphi \in C_c^\infty(\mathbb{R}^n)$ is a standard mollifier supported in the unit ball with $\int_{\mathbb{R}^n} \varphi(x) \, dx = 1$. One can check that $\tilde{p}_\alpha \in C_c^r(\mathbb{R}^n)$, and if $\delta$ is small enough the symbol $\tilde{p}_m(x,\xi) = \sum_{|\alpha|=m} \tilde{p}_\alpha(x)\xi^\alpha$ is injective for all $x$ and $\xi$, and moreover

$$\tilde{p}_m(x,\xi)^\dagger \tilde{p}_m(x,\xi)\xi \cdot \xi \geq C|\xi|^2|\xi|^{2m}, \quad x \in \mathbb{R}^n, \quad \xi \neq 0, \quad \xi \in \mathbb{C}^n$$

for some $C > 0$ by homogeneity and the fact that $\tilde{p}_m(x,\xi)$ is close to $p_m(0,\xi)$ for $|x|$ large.

Since $\tilde{p}_\alpha = p_\alpha$ near supp$(v)$, we have

$$\tilde{p}(x,D)v = \chi f + \tilde{f} \quad \text{in } \mathbb{R}^n.$$}

Here $\nu \in C^{m-r+\varepsilon}_c(\mathbb{R}^n)$ and $\chi f \in C^r_c(\mathbb{R}^n)$ with $-r < \mu < r$. If $0 < r \leq 1/2$ then $\tilde{f} \in C^\mu_c(\mathbb{R}^n)$ and $u \in C^{m+\mu}_c(B_0)$ by using Proposition A.2 below. If $r > 1/2$ then we have $\tilde{f} \in C^{r+1}_c(\mathbb{R}^n)$ instead, thus Proposition A.2 implies $\nu \in C^{m+\min(\mu,r+1)}(\mathbb{R}^n)$ if $\mu \leq -r + 1$. If $\mu \leq -r + 1$ we have $u \in C^{m+\mu}_c(B_0)$. Otherwise we observe that $u$ is $C^{r+1}_c$ near $\partial B_0$, and repeating the argument finitely many times with slightly smaller balls (and using the improved regularity of $\tilde{f}$) gives that $u \in C^{m+\mu}_c(B_0)$. Varying $B_0$ gives that $u \in C^{m+\mu}_c(B)$.

**Proposition A.2.** Let $p \in C^r_cS_{1,0}^{m,r}(\mathbb{R}^n)$ be an $M \times N$ matrix valued symbol where $m, r > 0$. Suppose that $p$ is overdetermined elliptic in the sense that there exist $C, K > 0$ such that

$$p(x,\xi)^\dagger p(x,\xi)\xi \cdot \xi \geq C|\xi|^2|\xi|^{2m}, \quad x \in \mathbb{R}^n, \quad |\xi| \geq K, \quad \xi \in \mathbb{C}^n. \quad (A.1)$$

If in the sense of distributions

$$p(x,D)u = f$$

where $u \in C^{m-r+\varepsilon}_c(\mathbb{R}^n)$ for some $\varepsilon > 0$ and $f \in C^\mu_c(\mathbb{R}^n)$ with $-r < \mu < r$, then $u \in C^{m+\mu}_c(\mathbb{R}^n)$.

**Proof.** We apply techniques from the calculus of pseudodifferential operators with nonsmooth coefficients. Let $\delta \in (0,1)$. Symbol smoothing allows us to write $p(x,\xi)$ as a sum of a smooth symbol of order $m$ and a symbol of order slightly less than $m$ with the same smoothness as $p(x,\xi)$, that is,

$$p(x,\xi) = p^\delta(x,\xi) + p^\epsilon(x,\xi)$$

with $p^\delta \in S^m_{1,\delta}(\mathbb{R}^n)$ and $p^\epsilon \in C^r_cS^{m-\epsilon}_{1,\delta}(\mathbb{R}^n)$ with $\epsilon = r\delta > 0$. See Lemma A.3 below. By the same lemma there is a left parametrix $E$ for $p^\epsilon$ of class $OPS^m_{1,\delta}(\mathbb{R}^n)$. The rest of the proof is exactly the same as the corresponding part in the proof of Theorem 14.4.2 in [28].
Lemma A.3. Let \( p \in C^r \mathcal{S}^{m}_{1,0}(\mathbb{R}^n) \) be an \( M \times N \) matrix valued symbol where \( m, r > 0 \). Let \( \delta > 0 \). Then there is a symbol smoothing for \( p(x, \xi) \) of the form

\[
p(x, \xi) = p^\delta(x, \xi) + p^\beta(x, \xi)
\]

where \( p^\delta \in \mathcal{S}^{m}_{1,0}(\mathbb{R}^n) \) and \( p^\beta \in C^r \mathcal{S}^{m - \varepsilon}_{1, \delta}(\mathbb{R}^n) \) with \( \varepsilon = r\delta > 0 \).

If in addition \( p(x, \xi) \) is overdetermined elliptic in the sense of (A.1), then \( p^\delta \) is also overdetermined elliptic and there is a left parametrix for \( p^\delta \) that belongs to \( OPS^{m}_{1, \delta}(\mathbb{R}^n) \).

**Proof.** The decomposition is defined as in [28, Section 13.9]. That is, define

\[
p^\delta(x, \xi) = \sum_{j=0}^{\infty} J_{\xi_j} p(x, \xi) \psi_j(\xi)
\]

where \( (\psi_j) \) is a Littlewood-Paley partition of unity satisfying \( \sum_{j=0}^{\infty} \psi_j = 1 \), \( \varepsilon_j = 2^{-j\delta} \), and \( J_{\xi} \) is the Fourier multiplier

\[
J_{\xi} f(x) = (\phi(\varepsilon D) f)(x)
\]

where \( \phi \in C^\infty_c(\mathbb{R}^n) \) with \( \phi = 1 \) for \( |\xi| \leq 1 \). By exactly the same argument used in [28, Proposition 13.9.9], we have that \( p^\delta \in \mathcal{S}^{m}_{1,0}(\mathbb{R}^n) \) and \( p^\beta \in C^r \mathcal{S}^{m - \varepsilon}_{1, \delta}(\mathbb{R}^n) \) with \( \varepsilon = r\delta \).

By [28, Lemma 13.9.8], \( J_{\xi} \) satisfies

\[
||p(\cdot, \xi) - J_{\xi} p(\cdot, \xi)||_{L^\infty(\mathbb{R}^n)} \leq C_r \varepsilon_j \||p(\cdot, \xi)|C^r(\mathbb{R}^n),
\]

with \( C_r \) independent of \( \varepsilon \). We also have the estimates

\[
\begin{align*}
||p(x, \xi)|| &\leq C_1 |\xi|^m \\
||p^\delta(x, \xi)|| &\leq C_2 |\xi|^m \\
||p(\cdot, \xi)||_{C^r(\mathbb{R}^n)} &\leq C_3 |\xi|^m,
\end{align*}
\]

holding for \( x \in \mathbb{R}^n \) and \( |\xi| \geq K_2 > 0 \) since \( p(x, \xi) \in C^r \mathcal{S}^{m}_{1,0}(\mathbb{R}^n) \) and \( p^\delta(x, \xi) \in \mathcal{S}^{m}_{1,0}(\mathbb{R}^n) \); see [28, p. 46]. The norms are defined with respect to the Hilbert-Schmidt matrix norm. Choose \( M \) so large that

\[
C_r \varepsilon_j^m \leq \frac{1}{2C_3(C_1 + C_2)} C
\]

for all \( j \geq M \). Let us define \( L = \max(K, K_2, 2^{M-1}) \).

Let \( \xi \in \mathbb{R}^n \) with \( |\xi| \geq L \). It follows from the definition of the Littlewood-Paley partition \( (\psi_j) \) that \( \psi_j(\xi) \equiv 0 \) if \( j < M \). Thus we have for \( |\xi| \geq L \) the estimate

\[
\begin{align*}
||p(\cdot, \xi) - p^\delta(\cdot, \xi)||_{L^\infty(\mathbb{R}^n)} &\leq \sum_{j=M}^{\infty} ||p(\cdot, \xi) - J_{\xi_j} p(\cdot, \xi)||_{L^\infty(\mathbb{R}^n)} \psi_j(\xi) \\
&\leq C_r \sum_{j=M}^{\infty} \varepsilon_j^m ||p(\cdot, \xi)||_{C^r(\mathbb{R}^n)} \psi_j(\xi) \leq \frac{1}{2(C_1 + C_2)} C|\xi|^m.
\end{align*}
\]

Subsequently, we have

\[
||p(x, \xi)^t p(x, \xi) - p^\delta(x, \xi)^t p^\beta(x, \xi)|| \leq ||p(x, \xi)^t p(x, \xi) - p^\delta(x, \xi)|| \\
+ ||p(x, \xi)^t p(x, \xi) - p^\beta(x, \xi)|| ||p^\delta(x, \xi)|| \leq \frac{1}{2} C|\xi|^{2m}
\]

whenever \( |\xi| \geq L \). It follows that

\[
p^\delta(x, \xi)^t p^\delta(x, \xi) \xi \cdot \bar{\xi} = (p^\delta(x, \xi)^t p^\delta(x, \xi) - p(x, \xi)^t p(x, \xi)) \xi \cdot \bar{\xi}
\]

\[
+ p(x, \xi)^t p(x, \xi) \xi \cdot \bar{\xi} \geq -|\xi|^2 ||p(x, \xi)^t p(x, \xi) - p^\delta(x, \xi)^t p^\delta(x, \xi)|| \\
+ C|\xi|^2|\xi|^{2m} \geq \frac{1}{2} C|\xi|^2|\xi|^{2m},
\]

(A.2)

for \( x \in \mathbb{R}^n, |\xi| \geq L, \xi \in \mathbb{C}^n \). Thus \( p^\delta \) is overdetermined elliptic.
From (A.2) it follows that the smallest eigenvalue of $p^\sharp(x, \xi)^t p^\sharp(x, \xi)$ is at least $C|\xi|^{2m}/2$ for $|\xi| \geq L$. Therefore, the inverse of $p^\sharp(x, \xi)^t p^\sharp(x, \xi)$ satisfies
\[ \| (p^\sharp(x, \xi)^t p^\sharp(x, \xi))^{-1} \| \leq \frac{N^{1/2}}{\frac{1}{2}|\xi|^{2m}} \]
for $|\xi| \geq L$, showing that $p^\sharp(x, \xi)^t p^\sharp(x, \xi)$ is an elliptic $N \times N$ matrix symbol in $S^{2m}_{1,\delta}(\mathbb{R}^n)$. Thus $(p^\sharp)^t(x, D)p^\sharp(x, D)$ has a parametrix, say $Q$, of class $OPS_{1,\delta}^{-2m}(\mathbb{R}^n)$; see e.g. [27, Ch. 4]. Now, $E = Q (p^\sharp)^t(x, D)$ is a left parametrix for $p^\sharp(x, D)$ of class $OPS_{1,\delta}^{-m}(\mathbb{R}^n)$. \hfill \qed

References


**Acknowledgements.** T.L. was supported in part by the Finnish National Graduate School on Mathematics and its Applications, M.S. is partly supported by the Academy of Finland, and both authors are partly supported by an ERC Starting Grant (grant agreement no 307023). The second author is grateful to Spyros Alexakis, Michael Eastwood, Robin Graham and Gantumur Tsogtgerel for helpful discussions, and in particular to Robin Graham for pointing out several useful references. The authors would like to thank the anonymous referees for helpful comments.