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**A B S T R A C T**

The production of charged pions, kaons and (anti)protons has been measured at mid-rapidity ($-0.5 < y < 0$) in p–Pb collisions at $\sqrt{s_{\text{NN}}} = 5.02$ TeV using the ALICE detector at the LHC. Exploiting particle identification capabilities at high transverse momentum ($p_T$), the previously published $p_T$ spectra have been extended to include measurements up to 20 GeV/$c$ for seven event multiplicity classes. The $p_T$ spectra for pp collisions at $\sqrt{s} = 7$ TeV, needed to interpolate a pp reference spectrum, have also been extended up to 20 GeV/$c$ to measure the nuclear modification factor ($R_{\text{PbPb}}$) in non-single diffractive p–Pb collisions.

At intermediate transverse momentum ($2 < p_T < 10$ GeV/$c$) the proton-to-pion ratio increases with multiplicity in p–Pb collisions, a similar effect is not present in the kaon-to-pion ratio. The $p_T$ dependent structure of such increase is qualitatively similar to those observed in pp and heavy-ion collisions. At high $p_T$ ($>10$ GeV/$c$), the particle ratios are consistent with those reported for pp and Pb–Pb collisions at the LHC energies.

At intermediate $p_T$ the (anti)proton $R_{\text{PbPb}}$ shows a Cronin-like enhancement, while pions and kaons show little or no nuclear modification. At high $p_T$ the charged pion, kaon and (anti)proton $R_{\text{PbPb}}$ are consistent with unity within statistical and systematic uncertainties.

© 2016 The Author. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.

1. Introduction

In heavy-ion collisions at ultra-relativistic energies, it is well established that a strongly coupled Quark–Gluon-Plasma (sQGP) is formed [1–5]. Some of the characteristic features of the sQGP are strong collective flow and opacity to jets. The collective behavior is observed both as an azimuthal anisotropy of produced particles [6], where the magnitude is described by almost ideal (reversible) hydrodynamics, and as a hardening of $p_T$ spectra for heavier hadrons, such as protons, by radial flow [7]. Jet quenching is observed as a reduction of both high $p_T$ particles [8,9] and also fully reconstructed jets [10]. The interpretation of these sQGP properties requires comparisons with reference measurements like pp and p–A collisions. Recent measurements in high multiplicity pp, p–A and d–A collisions at different energies have revealed strong flow-like effects even in these small systems [11–20]. The origin of these phenomena is debated [21–29] and the data reported here provide further inputs to this discussion.

In a previous work, we reported the evidence of radial flow-like patterns in p–Pb collisions [30]. This effect was found to increase with increasing event multiplicity and to be qualitatively consistent with calculations which incorporate the hydrodynamical evolution of the system. It was also discussed that in small systems, mechanisms like color-reconnection may produce radial flow-like effects. The present paper reports complementary measurements covering the intermediate $p_T$ region ($2–10$ GeV/$c$) and the high-$p_T$ region ($10–20$ GeV/$c$) exploiting the capabilities of the High Momentum Particle Identification Detector (HMPID) and the Time Projection Chamber (TPC). In this way, high precision measurements are achieved in the intermediate $p_T$ region where cold nuclear matter effects like the Cronin enhancement [31,32] have been reported by previous experiments [33,34], and where the particle ratios, e.g., the proton (kaon) production relative to that of pions, are affected by large final state effects in central Pb–Pb collisions [35]. Particle ratios are expected to be modified by flow, but hydrodynamics is typically expected to be applicable only up to a few GeV/$c$ [36]. At higher $p_T$, ideas such as parton recombination have been proposed leading to baryon–meson effects [37]. In this way the new dataset complements the lower $p_T$ results.
In addition, particle identification at large transverse momenta in p–Pb collisions provides new constraints on the nuclear parton distribution functions (nPDF) which are key inputs in interpreting a large amount of experimental data like d–Au and deep inelastic scattering [38]. Finally, the measurement is also important to study the particle species dependency of the nuclear modification factor \( R_{\text{pPb}} \), to better understand parton energy loss mechanisms in heavy-ion collisions.

In this paper, the charged pion, kaon and (anti)proton \( R_{\text{pPb}} \) are reported for non-single diffractive (NSD) p–Pb collisions. The pp reference spectra for this measurement were obtained using interpolations of data at different collision energies. The already published \( p_T \) spectra for inelastic (INEL) pp collisions at \( \sqrt{s} = 7 \) TeV [39] were extended up to 20 GeV/c and the results are presented here for the first time. These measurements together with the results for INEL pp collisions at \( \sqrt{s} = 2.76 \) TeV (\( p_T < 20 \) GeV/c) [35] were used to determine pp reference spectra at \( \sqrt{s} = 5.02 \) TeV using the interpolation method described in [40].

The paper is organized as follows. In Sec. 2 the ALICE detector as well as the event and track selections are discussed. The analysis procedures for particle identification using the HMPID and TPC detectors are outlined in Sec. 3 and Sec. 4, respectively. Section 5 presents the results and discussions. Finally, Sec. 6 summarizes the main results.

### 2. Data sample, event and track selection

The results are obtained using data collected with the ALICE detector during the 2013 p–Pb run at \( \sqrt{s_{_{\text{NN}}} } = 5.02 \) TeV. The detailed description of the ALICE detector can be found in [41] and the performance during run 1 (2009–2013) is described in [42]. Because of the LHC Z-in-1 magnet design, it is impossible to adjust the energy of the proton and lead-ion beams independently. They are 4 TeV per \( Z \) which gives different energies due to the different \( Z/A \) of the colliding protons and lead ions. The nucleon–nucleon center-of-mass system is moving in the laboratory frame with a rapidity of \( y_{\text{NN}} = -0.465 \) in the direction of the proton beam rapidity. In the following, \( y_{\text{lab}} (\eta_{\text{lab}}) \) are used to indicate the (pseudo)rapidity in the laboratory reference frame, whereas \( y (\eta) \) denotes the (pseudo)rapidity in the center-of-mass reference system where the Pb beam is assigned positive rapidity.

In the analysis of the p–Pb data, the event selection follows that used in the analysis of inclusive charged particle production [43]. The minimum bias (MB) trigger signal was provided by the V0 counters [44], which contain two arrays of 32 scintillator tiles each covering the full azimuth within \( 2.8 < \eta_{\text{lab}} < 5.1 \) (V0A) and \( -3.7 < \eta_{\text{lab}} < -1.7 \) (V0C). The signal amplitude and arrival time collected in each tile were recorded. A coincidence of signals in both V0A and V0C detectors was required to remove contamination from single diffractive and electromagnetic events. In the offline analysis, background events were further suppressed by requiring the arrival time of signals on the neutron Zero Degree Calorimeter A, which is positioned in the Pb-going direction, to be compatible with a nominal p–Pb collision occurring close to the nominal interaction point. The estimated mean number of interactions per bunch crossing was below 1% in the sample chosen for this analysis. Due to the weak correlation between collision geometry and multiplicity, the particle production in p–Pb collisions is studied in event multiplicity classes instead of centralities [45]. The multiplicity classes are defined using the total charge deposited in the V0A detector as in [30], where V0A is positioned in the Pb-going direction. The MB results have been normalized to the total number of NSD events using a trigger and vertex reconstruction efficiency correction which amounts to 3.6% ± 3.1% [46]. The multiplicity dependent results have been normalized to the visible (triggered) cross-section correcting for the vertex reconstruction efficiency (this was not done in [30]). This correction is of the order of 5% for the lowest V0A multiplicity class (80–100%) and negligible for the other multiplicity classes (< 1%). In the \( \sqrt{s} = 7 \) TeV pp analysis the MB trigger required a hit in the two innermost layers of the Inner Tracking System (ITS), the Silicon Pixel Detector (SPD), or in at least one of the V0 scintillator arrays in coincidence with the arrival of proton bunches from both directions. The offline analysis to eliminate background was done using the time information provided by the V0 detectors in correlation with the number of clusters and tracklets\(^1\) in the SPD.

Tracks are required to be reconstructed in both the ITS and the TPC. Additional track selection criteria are the same as in [47] and based on the number of space points, the quality of the track fit, and the distance of closest approach to the reconstructed collision vertex. Charged tracks where the identity of the particle has changed due to a weak decay, e.g. \( K^- \rightarrow \mu^+ + \nu_\mu \), are identified by the tracking algorithm due to their distinct kink topologies [48] and rejected in this analysis. The remaining contamination is negligible (\( \ll 1\% \)). In order to have the same kinematic coverage as used in the p–Pb low \( p_T \) analysis [30], the tracks were selected in the pseudorapidity interval \( -0.5 < \eta < 0 \). In addition, for the HMPID analysis it is required that the tracks are propagated and matched to a primary ionization cluster in the Multi-Wire Proportional Chamber (MWPC) gap of the HMPID detector [39,47].

The published results of charged pion, kaon and (anti)proton production at low \( p_T \) for pp [39] and p–Pb [30] collisions at \( \sqrt{s} = 7 \) TeV and \( \sqrt{s_{_{\text{NN}}} } = 5.02 \) TeV, respectively, used different Particle Identification (PID) detectors and techniques. A summary of the \( p_T \) ranges covered by the published analyses and the analyses presented in this paper can be found in Table 1.

In the following, the analysis techniques used to obtain the identified particle \( p_T \) spectra in the intermediate and high-\( p_T \) ranges using HMPID and TPC will be discussed.

### 3. HMPID analysis

The HMPID detector [49] is located about 5 m from the beam axis, covering a limited acceptance of \( |\eta_{\text{lab}}| < 0.5 \) and \( 1.2^\circ < \phi < 58.5^\circ \), that corresponds to \( \sim 5\% \) of the TPC geometrical acceptance (\( 2\pi \) in azimuthal angle and the pseudo-rapidity interval \( |\eta| < 0.9 \) [50]) for high \( p_T \) tracks. The HMPID analysis uses \( \sim 9 \times 10^7 \) minimum-bias p–Pb events at \( \sqrt{s_{_{\text{NN}}} } = 5.02 \) TeV. The event and track selection and the analysis technique are similar to those described in [39,47]. It is required that tracks are propagated and matched to a primary ionization cluster in the Multi-Wire Proportional Chamber (MWPC) gap of the HMPID detector. The PID in the HMPID is done by measuring the Cherenkov angle, \( \theta_{\text{C}} \) [49]:

<table>
<thead>
<tr>
<th>( p_T )</th>
<th>Analysis</th>
<th>( K^+ + K^- )</th>
<th>( p + \bar{p} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>pp</td>
<td>Published [39](^a)</td>
<td>0.1–3.0</td>
<td>0.2–6.0</td>
</tr>
<tr>
<td>TPC ( \mathrm{d}E/\mathrm{d}x ) rel. rise</td>
<td>2–20</td>
<td>3–20</td>
<td>3–20</td>
</tr>
<tr>
<td>p–Pb</td>
<td>Published [30](^b)</td>
<td>0.1–3.0</td>
<td>0.2–2.5</td>
</tr>
<tr>
<td>HMPID</td>
<td>1.5–4.0</td>
<td>1.5–4.0</td>
<td>1.5–6.0</td>
</tr>
<tr>
<td>TPC ( \mathrm{d}E/\mathrm{d}x ) rel. rise</td>
<td>2–20</td>
<td>3–20</td>
<td>3–20</td>
</tr>
</tbody>
</table>

\(^a\) Included detectors: ITS, TPC, Time-Of-Flight (TOF), HMPID. The results also include the kink-topology identification of the weak decays of charged kaons.

\(^b\) Included detectors: ITS, TPC, TOF.

\(^1\) Tracklets are pairs of hits from the two layers of the SPD which make a line pointing back to the collision vertex.
where \( n \) is the refractive index of the radiator used (liquid \( \text{C}_6\text{F}_{14} \) with \( n = 1.29 \) at \( E_{\text{ph}} = 6.68 \text{ eV} \) and temperature \( T = 20^\circ \text{C} \)), \( p \) and \( m \) are the momentum and the mass of the given particle, respectively. The measurement of the single photon \( \theta_{\text{Ch}} \) angle in the HMPID requires the knowledge of the track parameters, which are estimated by the track extrapolation from the central tracking detectors up to the radiator volume, where the Cherenkov photons are emitted. Only one charged particle cluster is associated to each extrapolated track, selected as the closest cluster to the extrapolated track point on the cathode plane. To reject the fake cluster-match associations in the detector, a selection on the distance \( d_{\text{track-MIP}} \) computed on the cathode plane between the track extrapolation point and the reconstructed charged-particle cluster position is applied. The distance has to be less than 5 cm, independent of track momentum. Starting from the photon cluster coordinates on the photocathode, a back-tracking algorithm calculates the corresponding emission angle. The Cherenkov photons are selected by the Hough Transform Method (HTM) [51] that discriminates the signal from the background. For a given track, the Cherenkov angle \( \theta_{\text{Ch}} \) is then computed as the weighted mean of the single photon angles selected by the HTM. Fig. 1 shows the \( \theta_{\text{Ch}} \) as a function of the track momentum. The reconstructed angle distribution for a given momentum interval is fitted by a sum of three Gaussian distributions, corresponding to the signals from pions, kaons, and protons. The fitting is done in two steps. In the first step the initial values of fit parameters are set to be the expected values. The mean values, \( \langle \theta_{\text{Ch}} \rangle \), are obtained from Eq. (1), tuning the refractive index to match the observed Cherenkov angles, and the resolution values are taken from a Monte Carlo simulation of the detector response. After this first step, the \( p \) and \( \theta_{\text{Ch}} \) dependencies of the mean and width are fitted with the function given by Eq. (1) and a polynomial one, respectively. In the second step, the fitting is repeated with the yields as the only free parameters, constraining the mean and resolution values to the fitted value. The second iteration is particularly important at high \( p \) where the separation between different species is reduced. Fig. 2 gives examples of fits to the reconstructed Cherenkov angle distributions in two narrow \( p \) intervals for the 0–5% multiplicity class. The raw yields are then corrected by the total reconstruction efficiency given by the convolution of the tracking, PID efficiency, and distance cut correction. The tracking efficiency, convoluted with the geometrical acceptance of the detector, has been evaluated using Monte Carlo simulations. For all three particle species this efficiency increases from \( \sim 5\% \) at 1.5 GeV/c up to \( \sim 6\% \) at high \( p \). The PID efficiency is determined by the Cherenkov angle reconstruction efficiency. It has been computed by means of Monte-Carlo simulations and it reaches \( \sim 90\% \) for particles with velocity \( \beta \sim 1 \), with no significant difference between positive and negative tracks. The distance cut correction, defined as the ratio between the number of the tracks that pass the cut on \( d_{\text{track-MIP}} \) and all the tracks in the detector acceptance, has been evaluated from data. It is momentum dependent, and it is equal to \( \sim 53\% \) at 1.5 GeV/c, reaches \( \sim 70\% \) for particles with velocity \( \beta \sim 1 \). A small difference between positive and negative tracks is present; negative tracks having a distance correction \( \sim 2\% \) lower than the positive ones. This effect is caused by a radial residual misalignment of the HMPID chambers and an imperfect estimation of the energy loss in the material traversed by the track. Tracking efficiency, PID efficiency and distance cut correction do not show variation with the event track multiplicity.

3.1. Systematic uncertainties

The systematic uncertainty on the results of the HMPID analysis has contributions from tracking, PID and tracks association [39, 47]. The uncertainties related to the tracking have been estimated by changing the track selection cuts individually, e.g. the number of crossed readout rows in the TPC and the value of the track’s \( \chi^2 \) normalized to the number of TPC clusters. To estimate the PID contribution, the parameters (mean and resolution) of the fit function used to extract the raw yields were varied by a reasonable quantity, leaving them free in a given range; the range chosen for the mean values is \( \left[ \langle \theta_{\text{Ch}} \rangle - \sigma, \langle \theta_{\text{Ch}} \rangle + \sigma \right] \) and for the resolution \( [\sigma - 0.1 \sigma, \sigma + 1.0 \sigma] \). A variation of 10% of the resolution corresponds to its maximum expected variation when taking into account the different running conditions of the detector during data taking which have an impact on its performance. When the means are changed, the resolution values are fixed to the default value and vice versa. The variation of parameters is done for the three Gaussians (corresponding to the three particle species) simultaneously. In addition, the uncertainty of the association of the track to the charged particle signal is obtained by varying the default value of the distance cut required for the match by \( \pm 1 \text{ cm} \). These contributions do not vary with the collision multiplicity. A summary of the different contributions to the systematic uncertainty for the HMPID \( p\text{-}\text{Pb} \) analysis is shown in Table 2.

4. TPC \( dE/dx \) relativistic rise analysis

The relativistic rise regime of the specific energy loss, \( dE/dx \), measured by the TPC allows identification of charged pions, kaons,
and (anti)protons up to $p_T = 20$ GeV/c. The results presented in this paper were obtained using the method detailed in [47]. In this analysis, around $8 \times 10^3 \ (4.7 \times 10^3)$ p–Pb (pp) MB triggered events were used. The event and track selection has already been discussed in Section 2.

As discussed in [47], the $dE/dx$ is calibrated taking into account chamber gain variations, track curvature and diffusion, to obtain a response that essentially only depends on $\beta y$. Inherently, tracks at forward rapidity will have better resolution due to longer integrated track-lengths, so in order to analyze homogeneous samples the analysis is performed in four $\eta$ intervals. Samples of topologically identified pions (from $K^0_S$ decays), protons (from $\Lambda$ decays) and electrons (from $\gamma$ conversions) were used to parametrize the Bethe–Bloch response, $\langle dE/dx \rangle (\beta y)$, and the relative resolution, $\sigma_{dE/dx} / \langle dE/dx \rangle$ [47]. For the p–Pb data, these response functions are found to be slightly multiplicity dependent (the $dE/dx$ changes by $\sim 0.4\%$ and the sigma by $\sim 2.0\%$). However, a single set of functions is used for all multiplicity intervals, and the dependence is included in the systematic uncertainties. Fig. 3 shows $dE/dx$ as a function of momentum for p–Pb events. The characteristic separation power between particle species in number of standard deviations ($S_\eta$) as a function of $p_T$ is shown in Fig. 4 for minimum bias p–Pb collisions. For example, $S_\eta$ for pions and kaons is calculated as:

$$S_\eta = \frac{\sigma_{\pi^+ + \pi^-} - \sigma_{K^+ + K^-}}{0.5 (\sigma_{\pi^+ + \pi^-} + \sigma_{K^+ + K^-})}.$$  

The separation in number of standard deviations is the largest (smallest) between pions and protons (kaons and protons) and it is nearly constant at large momenta.

The main part of this analysis is the determination of the relative particle abundances, hereafter called particle fractions, which are defined as the $\pi^+ + \pi^-$, $K^+ + K^-$, $p + p$ and $e^+ + e^-$ yields normalized to that for inclusive charged particles. Since the TPC $dE/dx$ signal is Gaussian distributed as illustrated in [47], particle fractions are obtained using four-Gaussian fits to $dE/dx$ distributions in $\eta$ and $p_T$ intervals. The parameters (mean and width) of the fits are fixed using the parametrized Bethe–Bloch and resolution curves mentioned earlier. Examples of these fits can be seen in Fig. 5 for two momentum intervals, $3.4 < p < 3.6$ GeV/c and $8 < p < 9$ GeV/c. The particle fractions in a $p_T$ range, are obtained as the weighted average of the contributing $p_T$ intervals. Since the particle fractions as a function of $p_T$ are found to be independent of $\eta$, they are averaged. The particle fractions measured in p–Pb and pp collisions are corrected for relative efficiency differences using DPMJET [52] and PHOJET [53] Monte Carlo (MC) generators, respectively. Furthermore, the relative pion and proton abundances were corrected for the contamination of secondary particles (feed-down), more details of the method can be found in [47].

The invariant yields, $1/(2\pi p_T) d^2N/dydpt$, are constructed using two components: the corrected particle fractions and the corrected invariant charged particle yields. For the pp analysis at $\sqrt{s} = 7$ TeV, the latter component was taken directly from the published results for inclusive charged particles [40]. However, analogous results for p–Pb data are neither available for neither the kinematic range $-0.5 < y < 0$ nor for the different multiplicity classes [54], they were therefore measured here and the results used to determine the invariant yields.

4.1. Systematic uncertainties

The systematic uncertainties mainly consist of two components: the first is due to the event and track selection, and the second one is due to the PID. The first component was obtained from the analysis of inclusive charged particles [40,54]. For INEL pp collisions at 7 TeV, the systematic uncertainties have been taken from [40]. For p–Pb collisions, there are no measurements in the $\eta$ interval reported here $(-0.5 < \eta < 0)$; however, it has been shown that the systematic uncertainty exhibits a negligible dependence on $\eta$ and multiplicity [45]. Therefore, the systematic uncertainties reported
in [54] have been assigned to the identified charged hadron $p_T$ spectra for all the V0A multiplicity classes.

The second component was measured following the procedure described in [47], where the largest contribution is attributed to the uncertainties in the parameterization of the Bethe–Bloch and resolution curves used to constrain the fits. The uncertainty is calculated by varying the $(dE/dx)$ and $\sigma_{dE/dx}$ in the particle fraction fits (Fig. 5) within the precision of the $dE/dx$ response calibration, $\sim 1\%$ and $5\%$ for $(dE/dx)$ and $\sigma_{dE/dx}$, respectively. A small fraction of this uncertainty was found to be multiplicity dependent, it was estimated as done in the previous ALICE publication [30].

A summary of the main systematic uncertainties on the $p_T$ spectra and the particle ratios for $p$–$Pb$ and pp collisions can be found in Table 3 for two $p_T$ intervals. For pions, the main contribution is related to event and track selection and the associated common corrections. In the case of kaons and protons the largest uncertainty is attributed to the parameterization of the $dE/dx$ response. For kaons, the uncertainty decreases with $p_T$ and increases with multiplicity while for protons the multiplicity dependence is opposite. This variation mainly reflects the changes in the particle ratios with $p_T$ and multiplicity.

5. Results and discussions

The total systematic uncertainty for all the spectra for a given particle species is factorized for each $p_T$ interval into a multiplic-
Fig. 6. (Color online.) The ratio of individual spectra to the combined spectrum as a function of $p_T$ for pions (left), kaons (middle), and protons (right). From top-to-bottom the rows show the V0A multiplicity class 0–5%, 20–40% and 60–80%. Statistical and uncorrelated systematic uncertainties are shown as vertical error bars and error bands, respectively. Only the $p_T$ ranges where individual analysis overlap are shown. See the text for further details.

Fig. 7. (Color online.) Transverse momentum spectra of charged pions (left), kaons (middle), and (anti)protons (right) measured in p–Pb collisions at $\sqrt{s_{\text{NN}}} = 5.02$ TeV. Statistical and systematic uncertainties are plotted as vertical error bars and boxes, respectively. The spectra (measured for NSD events and for different V0A multiplicity classes) have been scaled by the indicated factors in the legend for better visibility.

The transverse momentum distributions obtained from the different analyses are combined in the overlapping $p_T$ region using a weighted average. The weight for the combinations was done according to the total systematic uncertainty to obtain the best overall precision. Since the systematic uncertainties due to normalization and tracking are common to all the analyses, they were added directly to the final combined results. The statistical uncertainties are much smaller and therefore neglected in the combination weights. The multiplicity dependent systematic uncertainty for the combined spectra is also propagated using the same weights. For the results shown in this paper the full systematic uncertainty is always used, but the multiplicity correlated and uncorrelated systematic uncertainties are made available at HepData. Fig. 6 shows examples of the comparisons among the individual analyses and the combined $p_T$ spectra, focusing on the overlapping $p_T$ region.
Within systematic and statistical uncertainties the new high-\(p_T\) results, measured with HMPID and TPC, agree with the published results [30]. Similar agreement is obtained for the \(p_T\) spectra in INEL pp collisions at 7 TeV [39].

5.1. Transverse momentum spectra and nuclear modification factor

The combined charged pion, kaon and (anti)proton \(p_T\) spectra in p–Pb collisions for different \(pT\) multiplicity classes are shown in Fig. 7. As reported in [30], for \(p_T\) below 2–3 GeV/c the spectra behave like in Pb–Pb collisions, i.e., the \(p_T\) distributions become harder as the multiplicity increases and the change is most pronounced for protons and lambdas. In heavy-ion collisions this effect is commonly attributed to radial flow. For larger momenta, the spectra follow a power-law shape as expected from perturbative QCD.

In order to quantify any particle species dependence of the nuclear effects in p–Pb collisions, comparisons to reference \(p_T\) spectra in pp collisions are needed. In the absence of pp data at \(\sqrt{s} = 5.02\) TeV, the reference spectra are obtained by interpolating data measured at \(\sqrt{s} = 2.76\) TeV and at \(\sqrt{s} = 7\) TeV. The invariant cross section for identified hadron production in INEL pp collisions, \(1/(2\pi p_T) \, d^2\sigma_{pp}^{\text{INEL}}/dydp_T\), is interpolated in each \(p_T\) interval, assuming a power law dependence as a function of \(\sqrt{s}\). The method was cross-checked using events simulated by Pythia 8.201 [55], where the difference between the interpolated and the simulated reference was found to be negligible. The maximum relative systematic uncertainty of the spectra at \(\sqrt{s} = 2.76\) TeV and at \(\sqrt{s} = 7\) TeV has been assigned as a systematic uncertainty to the reference. In the transverse momentum interval \(3 < p_T < 10\) GeV/c, the total systematic uncertainties for pions and kaons are below 8.6% and 10%, respectively. While for (anti)protons it is 7.7% and 18% at 3 GeV/c and 10 GeV/c, respectively. The invariant yields are shown in Fig. 8, where the interpolated \(p_T\) spectra are compared to those measured in INEL pp collisions at 2.76 TeV and 7 TeV.

The nuclear modification factor is then constructed as:

\[
R_{\text{pPb}} = \frac{d^2N_{\text{pPb}}/dydp_T}{(T_{\text{pp}}) d^2\sigma_{pp}^{\text{INEL}}/dydp_T} 
\]  

(3)

where, for minimum bias (NSD) p–Pb collisions the average nuclear overlap function, \(\langle T_{\text{pPb}} \rangle\), is 0.0983 ± 0.0035 mb⁻¹ [43]. In absence of nuclear effects the \(R_{\text{pPb}}\) is expected to be one.

Fig. 9 shows the identified hadron \(R_{\text{pPb}}\) compared to that for inclusive charged particles \(h^\pm\) [54] in NSD p–Pb events. At high \(p_T\) (> 10 GeV/c), all nuclear modification factors are consistent with unity within systematic and statistical uncertainties. Around 4 GeV/c, where a prominent Cronin enhancement has been seen at lower energies [33,34], the unidentified charged hadron \(R_{\text{pPb}}\) is above unity, albeit barely significant within systematic uncertainties [54]. Remarkably, the (anti)proton enhancement is ~3 times larger than that for charged particles, while for charged pions and kaons the enhancement is below that of charged particles. The STAR and PHENIX Collaborations have observed a similar pattern at RHIC, where the nuclear modification factor for MB d–Au col-
lions, $R_{dAu}$, in the range $2 < p_T < 5$ GeV/c, is $1.24 \pm 0.13$ and $1.49 \pm 0.17$ for charged pions and (anti)protons, respectively [20].

An enhancement of protons in the same $p_T$ range is also observed in heavy-ion collisions [35,47], where it commonly is interpreted as radial-flow and has a strong centrality dependence. In the next section, we study the multiplicity dependence of the invariant yield ratios to see whether protons are more enhanced as a function of multiplicity than pions.

5.2. Transverse momentum and multiplicity dependence of particle ratios

The kaon-to-pion and the proton-to-pion ratios as a function of $p_T$ for different VOA multiplicity classes are shown in Fig. 10. The results for p–Pb collisions are compared to those measured for INEL pp collisions at 2.76 TeV [35] and at 7 TeV [39]. Within systematic and statistical uncertainties, the $p_T$ differential kaon-to-pion ratios do not show any multiplicity dependence. In fact, the results are similar to those for INEL pp collisions at both energies. The $p_T$ differential proton-to-pion ratios show a clear multiplicity evolution at low and intermediate $p_T (<10$ GeV/c). This multiplicity evolution is qualitatively similar to the centrality evolution observed in Pb–Pb collisions [35,47].

It is worth noting that the average multiplicities at mid-rapidity for peripheral Pb–Pb collisions (60–80%) and high multiplicity p–Pb collisions (0–5% VOA multiplicity class) are very similar, $(dN_{ch}/dη) \sim 50$. Even if the physical mechanisms for particle production could be different, it seems interesting to compare these systems with similar underlying activity as done in Fig. 11, where INEL $\sqrt{s} = 7$ TeV pp results are included as an approximate baseline. Within systematic and statistical uncertainties, the kaon-to-pion ratios are the same for all systems. On the other hand, the proton-to-pion ratios exhibit similar flow-like features for the p–Pb and Pb–Pb systems, namely, the ratios are below the pp baseline for $p_T < 1$ GeV/c and above for $p_T > 1.5$ GeV/c. Quantitative differences are observed between p–Pb and Pb–Pb results, but they
can be attributed to the differences in the initial state overlap geometry and the beam energy.

The results for the particle ratios suggest that the modification of the (anti)proton spectral shape going from pp to p–Pb collisions could play the dominant role in the Cronin enhancement observed for inclusive charged particle $R_{cp}\bar{p}$ at LHC energies. To confirm this picture one would have to study the nuclear modification factor as a function of multiplicity as we did in [45], where the possible biases in the evaluation of the multiplicity-dependent average nuclear overlap function $\langle T_{PB} \rangle$ were discussed. These results will become available in the future.

In Fig. 12 we compare the particle ratios at high $p_T$ ($10 < p_T < 20 \text{ GeV/c}$) measured in INEL $\sqrt{s} = 7 \text{ TeV}$ pp collisions, peripheral Pb–Pb collisions and the multiplicity dependent results in p–Pb collisions. Within statistical and systematic uncertainties, the ratios do not show any evolution with multiplicity. Moreover, since it has been already reported that in Pb–Pb collisions they are centrality independent [47] we conclude that they are system-size independent.

The strong similarity of particle ratios as a function of multiplicity in p–Pb and centrality in Pb–Pb collisions in the low, intermediate, and high-$p_T$ regions is striking. In general, the results for p–Pb collisions appear to raise questions about the long standing ideas of specific physics models for small and large systems [56]. For example, in the low $p_T$ publication [30], hydrodynamic inspired fits gave higher transverse expansion velocities ($\langle \beta_T \rangle$) for p–Pb than for Pb–Pb collisions. Hydrodynamics, which successfully describes many features of heavy-ion collisions, has been applied to small systems and can explain this effect [21], but care needs to be taken since its applicability to small systems is still under debate [56]. On the other hand, models like color reconnection, where the soft and hard components are allowed to interact, produce this kind of effects in pp collisions [29,57]. Even more, the hard collisions which could be enhanced via the multiplicity selection in small systems, also contribute to increase ($\langle \beta_T \rangle$) [58]. In general, color reconnection effects in p–Pb and Pb–Pb collisions are under investigation and models for the effect of strong color fields in small systems are in general under development [59]. Finally, it has been proposed that in d–Au collisions the recombination of soft and shower partons in the final state could explain the behavior of the nuclear modification factor at intermediate $p_T$ [32]. The CMS Collaboration has found that the second-order ($v_2$) and the third-order ($v_3$) anisotropy harmonics measured for $K^0_S$ and $\Lambda$ show constituent quark scaling in p–Pb collisions [60].

6. Conclusions

We have reported on the charged pion, kaon and (anti)proton production up to large transverse momenta ($p_T \leq 20 \text{ GeV/c}$) in p–Pb collisions at $\sqrt{s_{NN}} = 5.02 \text{ TeV}$. The $p_T$ spectra in $\sqrt{s} = 7 \text{ TeV}$ pp collisions were also measured up to 20 GeV/c to allow the determination of the $\sqrt{s} = 5.02 \text{ TeV}$ pp reference cross section using the existing data at 2.76 TeV and at 7 TeV.

At intermediate $p_T$ ($2 < p_T < 10 \text{ GeV/c}$), the (anti)proton $R_{p\bar{p}}$ for non-single diffractive p–Pb collisions was found to be significantly larger than those for pions and kaons, in particular in the region where the Cronin peak was observed by experiments at lower energies. Hence, the modest enhancement which we already reported for unidentified charged particles can be attributed to the modification of the proton spectral shape going from pp to p–Pb collisions. At high $p_T$ the nuclear modification factors for charged pions, kaons and (anti)protons are consistent with unity within systematic and statistical uncertainties.

The enhancement of protons with respect to pions at intermediate $p_T$ shows a strong multiplicity dependence. This behavior is not observed for the kaon-to-pion ratio. At high transverse momenta ($10 < p_T < 20 \text{ GeV/c}$) the $p_T$ integrated particle ratios are system-size independent for pp, p–Pb and Pb–Pb collisions. For a similar multiplicity at mid-rapidity, the $p_T$-differential particle ratios are alike for p–Pb and Pb–Pb collisions over the broad $p_T$ range reported in this paper.
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