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Abstract
A conventional block cyclic reduction algorithm operates by halving the size of the linear system at each reduction step, i.e., the algorithm is a radix-2 method. An algorithm analogous to the block cyclic reduction known as the radix-q PSCR method allows the use of higher radix numbers and is thus more suitable for parallel architectures as it requires fewer reduction steps. This paper presents an alternative and more intuitive way of deriving a radix-4 block cyclic reduction method for systems with a coefficient matrix of the form tridiag(−I, D, −I). This is done by modifying an existing radix-2 block cyclic reduction method. The resulting algorithm is then parallelized by using the partial fraction technique. The parallel variant is demonstrated to be less computationally expensive when compared to the radix-2 block cyclic reduction method in the sense that the total number of emerging sub-problems is reduced. The method is also shown to be numerically stable and equivalent to the radix-4 PSCR method. The numerical results archived correspond to the theoretical expectations.
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1 Introduction

Linear system solvers of the block cyclic reduction (BCR) type have a long history starting from year 1965 [1]. The first formulation was found to be numerically unstable, but it was soon realized that the method can be stabilized by slightly modifying the formulation [2]. Another early attempt was to combine the method with the so-called Fourier analysis method [1]. This yielded the FACR(l) method [3, 4]. Later on, a more generalized BCR algorithm was also formulated [5] and, in order to produce a parallel variant, the partial fraction technique was applied to matrix rational polynomials occurring in the formulas [6]. The study of BCR type methods has generated a large amount literature dealing with different kind of variations, see e.g., [7, 8, 9, 10, 11, 12, 13, 14]. The convergence and stability of the method have also received a lot of attention [10, 15, 16, 17].

While the early formulations could only be applied to block tridiagonal systems and, preferably, to systems with a block Toeplitz structure, the method can also be formulated in such a way that it can be applied to a much wider class of problems. For example, a Schur complement type formulation can be applied to a class of Toeplitz-like block Hessenberg matrices arising in queuing problems [18, 19, 20]. Further developed BCR algorithms have been applied to a wide range of different kind of problems such as solving banded Toeplitz systems [21], factorizing matrix polynomial and power series [22, 23, 24], solving quadratic and nonlinear matrix equations [19, 20, 25], and solving algebraic Riccati equations [26, 27]. A recent and more detailed look to the cyclic reduction method and its applications can be found in [17].

In the 80’s, another kind of direct method, which is nowadays called the radix-2 PSCR (Partial Solution variant of the Cyclic Reduction method), was formulated [28] and further developed in [29]. The PSCR method consists of two stages which are very similar to the reduction and back substitution stages in the BCR method. The main difference is that the PSCR method uses a so-called partial solution technique [30, 31] in order to reduce the system size. A more general radix-q algorithm was formulated later in [32]. Following the analogy between the PSCR and BCR methods, the radix number q defines the ratio according to which the size of the system is reduced at each reduction step. Thus, in the case of the conventional BCR algorithms the radix number is two. The PSCR method can be classified as a matrix decomposition algorithm and a good survey on those kind of methods can be found in [33].

In 1999, a more cyclic reduction type radix-2 PSCR formulation was introduced in [34]. In addition, the possibility of applying standard BCR techniques, such as simplifying the computations by using the rational polynomial factorization technique and parallelizing the recursion steps by applying the partial fraction technique [6], was considered. A stability estimate that was presented showed that the method is, with certain assumptions, linearly stable with respect to the size of the problem. From here onwards in this paper, the partial fraction variant of the method is referred to as the radix-2 PFCR (Partial Fraction variant of the Cyclic Reduction) method.

The radix-2 PFCR method has an interesting connection to the radix-2 PSCR method, as shown in [34], in the sense that, under certain special conditions, the radix-2 PSCR method produces exactly the same sub-problems as the radix-2 PFCR method. Thus, the radix-2 PFCR method can be thought
of as a special case of the radix-2 PSCR method. Correspondingly, as its name implies, the radix-4 PSCR method can be thought of as a radix-4 BCR method. However, the derivation of the radix-4 PSCR is somewhat more complicated than the cyclic reduction type formulation presented in [34].

The purpose of this paper is to present an alternative and more intuitive way of deriving a radix-4 BCR method for systems with a coefficient matrix of the form \( \text{tridiag}\{-I, D, -I\} \). The radix-2 BCR method presented in [34] serves as a starting point and the partial fraction technique is applied to the modified formulas. The resulting parallel variant is referred from here on as the radix-4 PFCR method. The close connection between the radix-2 PFCR and PSCR methods suggests that the radix-4 PFCR method might have a similar connection to the radix-4 PSCR method. Thus, based on the computational complexity estimates presented in [35], it is expected that the total computational cost will decrease when the radix number is increased and the radix-4 PFCR method will require less sequential computation as the number of reduction steps is reduced by the factor of two. This would bring additional benefits to parallel architectures.

The rest of this paper is organized as follows: Section 2 describes a model problem to which methods may be applied; Section 3 provides an introduction to the radix-2 BCR algorithm and to the partial fraction technique; Section 4 contains the derivation of the radix-4 BCR algorithm and partial fraction expansions for rational polynomials occurring in the formulas; Section 5 provides an error analysis for the radix-4 BCR method; Section 6 shows the connection between the radix-4 PFCR and PSCR methods; Section 7 deals with numerical experiments; and Section 8 concludes the paper.

## 2 Problem formulation

This paper deals with the following block tridiagonal linear system

\[
\begin{bmatrix}
D & -I \\
-I & D & -I \\
& \ddots & \ddots & \ddots \\
& & -I & D \\
& & & -I & D
\end{bmatrix}
\begin{bmatrix}
u_1 \\
u_2 \\
\vdots \\
u_{n_1}
\end{bmatrix}
=
\begin{bmatrix}
f_1 \\
f_2 \\
\vdots \\
f_{n_1}
\end{bmatrix},
\]  

(1)

where \( D \in \mathbb{R}^{n_2 \times n_2} \), \( u_i, f_i \in \mathbb{R}^{n_2} \) and \( n_1 = 2^k - 1 \) for some positive integer \( k \). Such systems arise, e.g., from finite difference discretization of a two-dimensional Poisson problem in a rectangle with homogeneous Dirichlet boundary conditions. More specifically, \( D = \text{tridiag}\{-1, 4, -1\} \).

The final forms of the BCR methods presented in this paper generate a large set of sub-problems, each of which contains a linear system with a coefficient matrix of the form \( D - cI \), where \( c \in \mathbb{R} \). An important special case are problems where the diagonal block \( D \) is a block tridiagonal matrix of the form

\[
D = \begin{bmatrix}
B & -I \\
-I & B & -I \\
& \ddots & \ddots & \ddots \\
& & -I & B
\end{bmatrix}
\in \mathbb{R}^{m_1 m_2 \times m_1 m_2},
\]  

(2)
where \( n_2 = m_1 m_2, B \in \mathbb{R}^{m_2 \times m_2} \) and \( m_1 = 2^\hat{k} - 1 \) for some positive integer \( \hat{k} \).

In this case, the methods can be applied recursively in order to solve the generated block tridiagonal sub-problems. For example, a three-dimensional Poisson problem with Dirichlet boundary conditions posed in a rectangular cuboid leads to a coefficient matrix where \( B = \text{tridiag}\{-1, 6, -1\} \).

3 Radix-2 block cyclic reduction

The BCR methods are a well-known group of recursive algorithms for solving special kind of linear systems such as (1). On each recursion step, the algorithm eliminates all odd-numbered block rows from the linear system and creating thus a new linear system which is approximately half the size of the original linear system. This so-called reduction step is repeated recursively until the remaining linear systems consists only of one block equation. After this block equation is solved, the algorithm proceeds to a back substitution stage, during which the algorithm goes through all previously created subsystems in reverse order and solves all the odd-numbered block rows by using known even-numbered block rows from the previous back substitution step. In some cases, the subsystems converge in a certain sense and the BCR method can be applied as an iterative method. This section offers formulas for the radix-2 BCR algorithm closely following the presentation in [34].

3.1 Reduction Formulas

On the first reduction level, the reduction of the system (1) is performed by first multiplying the odd-numbered block rows with the matrix \( D^{-1} \) and then eliminating the rows from the system. This reduction pattern most likely appeared first in [10]. The remaining steps are defined as follows: Let \( T^{(0)} = I, D^{(0)} = D \) and \( f^{(0)} = f \). Now the subsystems are defined, for each reduction step \( r = 1, 2, \ldots, k-1 \), as

\[
\begin{bmatrix}
D^{(r)} & -T^{(r)} \\
-T^{(r)} & D^{(r)} & & \\
& \ddots & \ddots & \ddots \\
& & -T^{(r)} & D^{(r)} & \\
& & & \ddots & -T^{(r)} & D^{(r)}
\end{bmatrix}
\begin{bmatrix}
u^{(r)}_1 \\
u^{(r)}_2 \\ \vdots \\
u^{(r)}_2k-r-1
\end{bmatrix} =
\begin{bmatrix}
f^{(r)}_1 \\
f^{(r)}_2 \\ \vdots \\
2k-r-1
\end{bmatrix},
\]

(3)

where

\[
T^{(r)} = \left( T^{(r-1)} \right)^2 \left( D^{(r-1)} \right)^{-1},
\]

\[
D^{(r)} = D^{(r-1)} - 2 \left( T^{(r-1)} \right)^2 \left( D^{(r-1)} \right)^{-1},
\]

\[
f^{(r)}_i = f^{(r-1)}_{2i} + T^{(r-1)} \left( D^{(r-1)} \right)^{-1} \left( f^{(r-1)}_{2i-1} + f^{(r-1)}_{2i+1} \right).
\]

(4)

Note that the matrices \( D^{(0)}, T^{(0)}, D^{(1)}, T^{(1)}, \ldots, D^{(k-1)} \) and \( T^{(k-1)} \) commute. The solution is produced during the back substitution stage of the algorithm.
by the formula
\[
    u_i^{(r)} = \begin{cases} 
    (D^{(r)})^{-1} \left( f_i^{(r)} + T^{(r)} \left( u_{(i-1)/2}^{(r+1)} + u_{(i-1)/2+1}^{(r+1)} \right) \right), & \text{when } i \text{ is odd} \\
    u_{i/2}^{(r+1)}, & \text{when } i \text{ is even},
    \end{cases}
\]
when \( r = k - 1, k - 2, \ldots, 0 \), \( i = 1, 2, \ldots, 2^{k-r} - 1 \) and \( u_0^{(r+1)} = u_{2^{k-r}-1}^{(r+1)} = 0 \).

Finally, \( u = u^{(0)} \). Note that the above formulas are well-defined only when the matrices \( (D^{(r)})^{-1}, r = 0, 1, \ldots, k - 1 \), exist. This is the case, for example, when the matrix \( D^{-1} \) exist and the coefficient matrix in the system (1) is strongly diagonally dominant by rows [10].

The above formulation has some disadvantages, the most significant of which is that the matrices \( D^{(r)} \) and \( T^{(r)} \) can fill quickly even if the matrix \( D \) is sparse. This makes the matrix calculation expensive and requires additional memory to store the matrices. However, as noted in [34], this problem can be easily solved by expressing the matrices \( D^{(r)} \) and \( T^{(r)} \) as
\[
    D^{(r)} = \beta^{(r)}(D)\alpha^{(r)}(D) \quad \text{and} \quad T^{(r)} = \beta^{(r)}(D),
\]
where the matrix polynomials \( \alpha^{(r)}(D) \) and \( \beta^{(r)}(D) \) are defined recursively by starting with \( \alpha^{(0)}(D) = D \), \( \beta^{(0)}(D) = I \) and then defining
\[
    \alpha^{(r)}(D) = \left( \alpha^{(r-1)}(D) \right)^2 - 2I, \\
    \beta^{(r)}(D) = \beta^{(r-1)}(D) \left( \alpha^{(r-1)}(D) \right)^{-1}.
\]

The roots of the resulting polynomials are known in a closed form. Hence, they can be factorized as:
\[
    \alpha^{(r)}(D) = \prod_{j=1}^{2^r} (D - \theta(j, r)I), \quad \theta(j, r) = 2 \cos \left( \frac{2j - 1}{2^{r+1}} \pi \right), \\
    \beta^{(r)}(D) = \prod_{j=1}^{2^r-1} (D - \phi(j, r)I)^{-1}, \quad \phi(j, r) = 2 \cos \left( \frac{j}{2^r} \pi \right).
\]

The use of these factorized forms of the polynomials reduces the amount of the required memory and they also considerably simplify the calculations in formulas (4) and (5). Solving a sequence of linear systems like (8) is often considerably easier than solving a single dense linear system. The polynomial factorizations presented above are not however the most optimal ones for parallel computing, as the sub-problems must be solved sequentially, one after another. More possibilities for parallel execution can be obtained by the partial fraction technique. In addition, a direct substitution of the factorizations (8) into the formulas (4) and (5) could lead to numerical instability [15]. For a stable way of performing the computations and for a more general formulation where the off-diagonal blocks in the system (1) do not have to be identity matrices, see [34].
3.2 Partial Fraction Technique

The matrix polynomials \( \alpha^{(r)}(D) \) and \( (\beta^{(r)}(D))^{-1} \) are actually matrix counterparts of \( C_{2^r}(x) \) and \( S_{2^r-1}(x) \) respectively, defined as

\[
\begin{align*}
C_{2^r}(x) &= \begin{cases} 
2 \cos(2^r \cos^{-1}(x/2)), & 0 \leq x \leq 2, \\
2 \cosh(2^r \cosh^{-1}(x/2)), & x > 2,
\end{cases} \\
S_{2^r-1}(x) &= \begin{cases} 
\sin(2^r \cos^{-1}(x/2))/\sin(\cos^{-1}(x/2)), & 0 \leq x \leq 2, \\
\sinh(2^r \cosh^{-1}(x/2))/\sinh(\cosh^{-1}(x/2)), & x > 2.
\end{cases}
\end{align*}
\]

The above polynomials are modified Chebyshev polynomials and they have the following property:

\[
C'_{2^r}(x) = 2^r S_{2^r-1}(x).
\] (10)

These observations make it easier to apply the partial fraction technique introduced in [6]. The basic idea is given by the following lemma:

**Lemma 1** Let \( p(x) \) and \( q(x) \) be two polynomials with the following properties:

(i) \( p \) and \( q \) are relatively prime,

(ii) \( \deg p < \deg q = n \), and

(iii) the roots, \( \alpha_1, \alpha_2, \ldots, \alpha_n \), of \( q \) are distinct.

Then, the following statement applies:

\[
p(x)/q(x) = \sum_{j=1}^{n} c_j x - \alpha_j, \quad \text{where} \quad c_j = \frac{p(\alpha_j)}{q'(\alpha_j)}.
\]

Applying Lemma 1 leads to additive expressions for the matrices arising in the algorithm [34]. In particular

\[
T^{(r)} \left( D^{(r)} \right)^{-1} = 2^{-r} \sum_{j=1}^{2^r} (-1)^{j-1} \sin \left( \frac{2j-1}{2^{r+1}} \pi \right) (D - \theta(j, r)I)^{-1} \] (11)

and

\[
\left( D^{(r)} \right)^{-1} = 2^{-r} \sum_{j=1}^{2^r} (D - \theta(j, r)I)^{-1}, \] (12)

where \( \theta(i, r) \) is defined in (8). This means that instead of solving a sequence of sub-problems sequentially, the solution is formed by solving a set of sub-problems (in parallel) and then computing the final result as a collective sum.

On each reduction step, the algorithm operates \( 2^k - r - 1 \) block rows, each of which requires solution of \( 2^r - 1 \) sub-problems. During the back substitution stage the algorithm operates \( 2^k - r - 1 \) block rows per step, each of which requires solution of \( 2^r \) sub-problems. Adding all of these together gives a total of

\[
N_{\text{count}}^2(k) = 2^k (k - 1) + 1,
\] (13)

sub-problems during the execution of the algorithm.
4 Derivation of the radix-4 block cyclic reduction method

A major down side of the radix-2 PFCR method is that the recursion steps are dependent on the preceding steps. The impact of this limitation could be reduced by increasing the radix number. This section covers a new way of deriving a radix-4 BCR method. This is done by combining two consecutive radix-2 reduction steps (4) into a radix-4 reduction step and then applying the partial fraction technique.

4.1 Reduction Formulas

Let \( n_1 = 4^k - 1 \) for some positive integer \( k \). By combining radix-2 reduction steps (4) the following reduction formula is obtained

\[
f_{i}^{(2r)} = f_{2i}^{(2r-1)} + T^{(2r-1)} \left( D^{(2r-1)} \right)^{-1} \left( f_{2i-1}^{(2r-1)} + f_{2i+1}^{(2r-1)} \right)
\]

\[
= f_{4i}^{(2r-2)} + T^{(2r-2)} \left( D^{(2r-2)} \right)^{-1} \left( f_{4i-2}^{(2r-2)} + f_{4i+2}^{(2r-2)} \right) + T^{(2r-1)} \left( D^{(2r-1)} \right)^{-1} \left( f_{4i-1}^{(2r-2)} + f_{4i+1}^{(2r-2)} \right) + T^{(2r-1)} \left( D^{(2r-1)} \right)^{-1} \left( f_{4i-2}^{(2r-2)} + f_{4i+2}^{(2r-2)} \right) + T^{(2r-1)} \left( D^{(2r-1)} \right)^{-1} \left( f_{4i-1}^{(2r-2)} + f_{4i+1}^{(2r-2)} \right) + T^{(2r)} \left( D^{(2r)} \right)^{-1} \left( f_{4i}^{(2r-2)} + f_{4i+2}^{(2r-2)} \right),
\]

where \( r = 1, 2, \ldots, k - 1 \) and \( i = 1, 2, \ldots, 4^{k-r} - 1 \).

The back substitution step is slightly more complicated. For reasons that will become apparent later, the best approach is to solve the block rows in groups of four. Let \( r = k - 1, k - 2, \ldots, 0 \) and \( d = 0, 1, \ldots, 4^{k-r-1} - 1 \). For the first row of the group, the combining of two radix-2 back substitution steps (5) leads to

\[
u_{4d+1}^{(2r)} = \left( D^{(2r)} \right)^{-1} \left( f_{4d+1}^{(2r)} + T^{(2r)} \left( u_{2d}^{(2r+1)} + u_{2d+1}^{(2r+1)} \right) \right)
\]

\[
= \left( D^{(2r)} \right)^{-1} \left[ f_{4d+1}^{(2r)} + T^{(2r)} \left( u_{2d}^{(2r+2)} + \left( D^{(2r+1)} \right)^{-1} \left( f_{2d+1}^{(2r+2)} + u_{2d+1}^{(2r+2)} \right) \right) \right].
\]

The unknown term \( f_{2d+1}^{(2r+1)} \) from the intermediate step \( 2r + 1 \) can be resolved by substituting it with a radix-2 reduction formula (4). The end result is

\[
u_{4d+1}^{(2r)} = \left( D^{(2r)} \right)^{-1} f_{4d+1}^{(2r)} + \left( D^{(2r)} \right)^{-1} T^{(2r)} u_{d}^{(2r+2)} + \left( D^{(2r)} \right)^{-1} T^{(2r)} \left( D^{(2r+1)} \right)^{-1} f_{4d+2}^{(2r+2)} + \left( D^{(2r)} \right)^{-1} T^{(2r)} \left( D^{(2r+1)} \right)^{-1} T^{(2r)} \left( D^{(2r)} \right)^{-1} \left( f_{4d+1}^{(2r)} + f_{4d+3}^{(2r)} \right) + \left( D^{(2r)} \right)^{-1} T^{(2r)} \left( D^{(2r+1)} \right)^{-1} T^{(2r+1)} \left( u_{d}^{(2r+2)} + u_{d+1}^{(2r+2)} \right).
\]
In a similar manner, for the second block row
\[ u^{(2r)}_{4d+3} = u^{(2r+1)}_{2d+1} \]
\[ = \left( D^{(2r+1)} \right)^{-1} \left( f^{(2r+1)} + T^{(2r+1)} \left( u^{(2r+2)}_{d} + u^{(2r+2)}_{d+1} \right) \right) \]
\[ = \left( D^{(2r+1)} \right)^{-1} \left( f^{(2r)}_{4d+2} + \left( D^{(2r+1)} \right)^{-1} T^{(2r)} \left( D^{(2r)} \right)^{-1} \left( f^{(2r)}_{4d+1} + f^{(2r)}_{4d+3} \right) + \right. \]
\[ D^{(2r+1)} \left( u^{(2r+2)}_{d} + u^{(2r+2)}_{d+1} \right) \],
\[ (17) \]

and for the third block row
\[ u^{(2r)}_{4d+3} = \left( D^{(2r)} \right)^{-1} f^{(2r)}_{4d+3} + \left( D^{(2r)} \right)^{-1} T^{(2r)} u^{(2r+2)}_{d+1} + \]
\[ \left( D^{(2r)} \right)^{-1} T^{(2r)} \left( D^{(2r+1)} \right)^{-1} f^{(2r)}_{4d+2} + \]
\[ \left( D^{(2r)} \right)^{-1} T^{(2r)} \left( D^{(2r+1)} \right)^{-1} T^{(2r)} \left( D^{(2r)} \right)^{-1} \left( f^{(2r)}_{4d+1} + f^{(2r)}_{4d+3} \right) + \]
\[ \left( D^{(2r)} \right)^{-1} T^{(2r)} \left( D^{(2r+1)} \right) \left( u^{(2r+2)}_{d} + u^{(2r+2)}_{d+1} \right) \].
\[ (18) \]

And finally, if \( d \neq 4k-r-1 \), then for the fourth block row \( u^{(2r)}_{4d+4} = u^{(r+2)}_{d+1} \).

At this point, it is possible to see why it is feasible to perform the back substitution step in this particular way. The formulas (16) and (18) have two common terms, and thus some intermediate results can be shared between these two block rows. Later on, when the partial fraction technique is applied to the matrix rational polynomials appearing in these three back substitution formulas, the number of common terms increases. As a consequence the cost of performing the radix-4 back substitution step is actually almost identical to the cost of performing the radix-4 reduction step (14).

The above formulation can be modified so that it is capable of solving problems of the size \( n_1 = 2^k - 1 \). The reduction stage formula (20) does not require any major modification. The indexes \( r \) and \( i \) are modified in the following manner: \( r = 1, 2, \ldots, \lfloor k/2 \rfloor - 1 \) and \( i = 1, 2, \ldots, 2^k-2r \). However, the back substitution stage requires more modification. Firstly, one radix-2 back substitution step (5) is performed at the radix-2 level \( r = k-1 \) in order to solve the block row \( u_{2k-1} \). Then the radix-4 back substitution stage can begin, but the indexes \( r \) and \( d \) are changed in the following manner: \( r = \lfloor k/2 \rfloor - 1, \lfloor k/2 \rfloor - 2, \ldots, 0 \) and \( d = 0, 1, \ldots, 2^k-2r-2 \).

It is possible to directly substitute the factorizations (8) into the formulas. However, as was noted in the case of the radix-2 BCR method, this substitution could lead to numerical instability. Also, the resulting radix-4 formulation would not have the desired benefits over the corresponding radix-2 formulation. Hence, the idea of applying the factorizations (8) directly is not discussed in this paper in further detail.

### 4.2 Partial Fractions

In this section, the partial fraction technique is applied to the matrices occurring in the radix-4 formulas (14), (16), (17) and (18). The matrix \( B_1^{(r)} = \)
\[ T^{(r)} (D^{(r)})^{-1} T^{(r-1)} (D^{(r-1)})^{-1} \] can be expressed, using (6) and (7), as \((\alpha^{(r)}(D)\alpha^{(r-1)}(D))^{-1}\). This means that in Lemma 1, \(p(x) = 1\) and

\[ q(x) = C_{2^r}(x)C_{2^r-1}(x). \] (19)

Using Lemma 1 and relation (10) is now slightly more complicated because the polynomial \(q(x)\) has two distinct sets of roots. This results in the following expressions for the coefficients \(c_j\) in Lemma 1:

\[ c_j = \frac{1}{q'(\theta(j,r))} = 2^{-r} \sin \left( \frac{2j - 1}{4} \pi \right) \sin \left( \frac{2j - 1}{2^{r+1}} \pi \right), \quad j = 1, 2, \ldots, 2^r, \]

\[ c_{2^r+j} = \frac{1}{q'(\theta(j,r-1))} = -2^{-r} \sin \left( \frac{2j - 1}{2^r} \pi \right) \sin \left( \frac{2j - 1}{2^{r-1}} \pi \right), \quad j = 1, 2, \ldots, 2^{r-1}. \] (20)

Thus the matrix \(B_1^{(r)}\) has the following partial fraction:

\[ B_1^{(r)} = 2^{-r} \sum_{j=1}^{2^r} \sin \left( \frac{2j - 1}{4} \pi \right) \sin \left( \frac{2j - 1}{2^{r+1}} \pi \right) (D - \theta(j,r)I)^{-1} - 2^{-r} \sum_{j=1}^{2^{r-1}} (-1)^{j-1} \sin \left( \frac{2j - 1}{2^r} \pi \right) (D - \theta(j,r-1)I)^{-1}. \] (21)

Another set of equations involve the matrix \(B_2^{(r)}\), which is of the form

\[ B_2^{(r)} = \left( D^{(r-1)} \right)^{-1} T^{(r-1)} (D^{(r)})^{-1} = \left( \beta^{(r-1)}(D)\alpha^{(r)}(D) \right)^{-1}. \] (22)

Now, \(p(x) = S_{2^{r-1}}(x)\) and \(q(x) = C_{2^r}(x)\). Thus, Lemma 1 leads to the expansion

\[ B_2^{(r)} = 2^{-r} \sum_{j=1}^{2^r} (-1)^{j-1} \sin \left( \frac{2j - 1}{4} \pi \right) (D - \theta(j,r)I)^{-1}. \] (23)

The third set of equations has coefficient matrices \(B_3^{(r)}\) having the structure

\[ B_3^{(r)} = \left( D^{(r-1)} \right)^{-1} T^{(r-1)} (D^{(r)})^{-1} \left( D^{(r-1)} \right)^{-1} \] (24)

\[ \left( \beta^{(r-1)}(D)\alpha^{(r)}(D)\alpha^{(r-1)}(D) \right)^{-1} \]

In this case also, the denominator \(q(x) = C_{2^r}(x)C_{2^r-1}(x)\) in Lemma 1 has two distinct sets of roots and thus

\[ B_3^{(r)} = 2^{-r-1} \sum_{j=1}^{2^r} (D - \theta(j,r)I)^{-1} + 2^{-r} \sum_{j=1}^{2^{r-1}} (D - \theta(j,r-1)I)^{-1}. \] (25)
4.3 Final Formulas

Now the radix-4 reduction stage can be rewritten by using the results of the previous subsection as follows: Let \( n_1 = 4^k - 1 \) for some positive integer \( k \) and \( f^{(0)} = f \). Then the reduction steps \( r = 1, 2, \ldots, k - 1 \) are

\[
f_i^{(r)} = f_{4i}^{(r-1)} + 2^{2r-1} \sum_{j=1}^{2^{2r-1}} \sin \left( \frac{2j - 1}{2^{2r-1}} \pi \right) (D - \theta(j, 2r-1)I)^{-1} \nonumber\]

\[
\left[ (-1)^{j-1} \left( f_{4i-2}^{(r-1)} + f_{4i+2}^{(r-1)} \right) + \sin \left( \frac{2j - 1}{2^{2r-1}} \pi \right) \left( f_{4r-3}^{(r-1)} + f_{4r-1}^{(r-1)} + f_{4r+1}^{(r-1)} + f_{4r+3}^{(r-1)} \right) \right] + (26) \nonumber
\]

\[
2^{1-2r} \sum_{j=1}^{2^{2r-2}} (-1)^{j-1} \sin \left( \frac{2j - 1}{2^{2r-2}} \pi \right) (D - \theta(j, 2r-2)I)^{-1} \nonumber\]

\[
\left( -f_{4i-3}^{(r-1)} + f_{4i-1}^{(r-1)} + f_{4i+1}^{(r-1)} - f_{4i+3}^{(r-1)} \right), \nonumber\]

where \( i = 1, 2, \ldots, 4^{k-r} - 1 \).

The same procedure can be performed for the back substitution stage formulas (16), (17) and (18). Let \( r = k - 1, k - 2, \ldots, 0 \) and \( d = 0, 1, \ldots, 4^{k-r-1} - 1 \). First, it is necessary to define vectors

\[
g_{d,j}^{(r)} = (-1)^{j-1} f_{4d+2}^{(r)} + \sin \left( \frac{2j - 1}{2^{2r-1}} \pi \right) \left( f_{4d+1}^{(r)} + f_{4d+3}^{(r)} \right) + \sin \left( \frac{2j - 1}{2^{2r-1}} \right) \left( u_d^{(r+1)} + u_{d+1}^{(r+1)} \right) \nonumber\]

\[
h_{d,j}^{(r)} = (-1)^{j-1} \left( f_{4d+1}^{(r)} - f_{4d+3}^{(r)} \right) + \sin \left( \frac{2j - 1}{2^{2r-1}} \right) \left( u_d^{(r+1)} - u_{d+1}^{(r+1)} \right) \nonumber\]

where \( u_0^{(r+1)} = u_{d+1}^{(r+1)} = 0 \). If \( d \neq 4^{k-r-1} - 1 \), then \( u_{d+4}^{(r+1)} = u_{d+1}^{(r+1)} \). The other components can be solved from

\[
v_{4d+1}^{(r)} = 2^{-2r} \sum_{j=1}^{2^{2r+1}} \sin \left( \frac{2j - 1}{2^{2r+1}} \pi \right) v_{d,j}^{(r)} + 2^{-2r} \sum_{j=1}^{2^{2r}} (-1)^{j-1} y_{d,j}^{(r)} \nonumber\]

\[
v_{4d+2}^{(r)} = 2^{-2r} \sum_{j=1}^{2^{2r+1}} (-1)^{j-1} v_{d,j}^{(r)} \nonumber\]

\[
v_{4d+3}^{(r)} = 2^{-2r} \sum_{j=1}^{2^{2r+1}} \sin \left( \frac{2j - 1}{2^{2r+1}} \pi \right) v_{d,j}^{(r)} - 2^{-2r} \sum_{j=1}^{2^{2r}} (-1)^{j-1} y_{d,j}^{(r)} \nonumber\]

where

\[
v_{d,j}^{(r)} = (D - \theta(j, 2r + 1)I)^{-1} g_{d,j}^{(r)} \nonumber\]

\[
y_{d,j}^{(r)} = (D - \theta(j, 2r)I)^{-1} h_{d,j}^{(r)} \nonumber\]

Finally \( u = u^{(0)} \).
On each reduction step (26) the algorithm handles $4^{k-r} - 1$ block rows, each of which requires the solution of $3 \cdot 2^{2r-2}$ sub-problems. During the back substitution stage (28) the algorithm handles $4^{k-r-1}$ groups per step, each of which requires the solution of $3 \cdot 2^{2r}$ sub-problems. This amounts to a total of

$$N^4_{\text{count}}(k) = 2^{2k-1} (3k - 2) + 1,$$

sub-problems during the algorithm. Thus, the radix-4 PFCR method produces fewer sub-problems than the radix-2 PFCR method and

$$\lim_{k \to \infty} \frac{N^2_{\text{count}}(2k)}{N^4_{\text{count}}(k)} = \frac{2}{3}.$$  

If the matrix $D$ is block tridiagonal as was discussed in Section 2, then these same methods can be applied to sub-problems occurring in formulas (26) and (28). As a result,

$$\lim_{k \to \infty} \left( \frac{N^2_{\text{count}}(2k)}{N^4_{\text{count}}(k)} \right)^2 = \frac{16}{9}.$$  

5 Error analysis

An error estimate [34] shows, by using similar techniques as in [36], that the radix-2 BCR method is linearly stable with respect to the size of the problem when $D = D^T$ and the smallest eigenvalue of the matrix $D$ is at least two. This section extends this technique to the radix-4 BCR method.

Let $\lambda(D)$ be the spectrum of the matrix $D$. The reference [34] provides the following estimates for the spectral norms of the matrices $(D(r))^{-1}$ and $T(r) (D(r))^{-1}$ when $D = D^T$ and $\lambda \geq 2$ for all $\lambda \in \lambda(D)$:

$$\left\| (D(r))^{-1} \right\| \leq 2^{r-1},$$

$$\left\| T(r) (D(r))^{-1} \right\| \leq \frac{1}{2}.$$  

Since the spectral norm is sub-multiplicative, these lead to:

$$\left\| T^{(r-1)} (D^{(r-1)})^{-1} T(r) (D(r))^{-1} \right\| \leq \frac{1}{4},$$

$$\left\| (D^{(r-1)})^{-1} T^{(r-1)} (D(r))^{-1} \right\| \leq 2^{r-2},$$

$$\left\| (D^{(r-1)})^{-1} T^{(r-1)} (D^{(r-1)})^{-1} \right\| \leq 2^{r-3}.$$  

Let $n_1 = 4^k - 1$, $k \geq 2$, $f_1, f_2, \ldots, f_{n_1}$ denote the exact right-hand side vector blocks, $f_i, \varepsilon$ be the floating point counterpart of $f_i$ and $\varepsilon \geq 0$ be selected in such a way that

$$\| f_i - f_i, \varepsilon \|_2 \leq \varepsilon.$$
for all \( i = 1, 2, \ldots, n_1 \). And let \( f_i^{(r)} \), \( r = 0, 1, \ldots, k - 1, i = 1, 2, \ldots, 4^{k-r} - 1 \), denote the right hand side vector blocks produced by the radix-4 BCR method using exact arithmetic and \( f_i^{(r)} \) be the floating point counterpart of \( f_i^{(r)} \). Substituting the spectral norm estimates (33) and (34) into the formula (14) gives the following error estimates for the reduction stage

\[
\begin{align*}
&\left\| f_i^{(0)} - f_i^{(0)} \right\|_2 \leq \varepsilon = g^{(0)}(\varepsilon, \delta), \\
&\left\| f_i^{(r)} - f_i^{(r)} \right\|_2 \leq g^{(r-1)}(\varepsilon, \delta) + 1/2 \cdot 2 \cdot g^{(r-1)}(\varepsilon, \delta) + \\
&\quad + 1/2 \cdot 2 \cdot g^{(r-1)}(\varepsilon, \delta) + 1/4 \cdot 4 \cdot g^{(r-1)}(\varepsilon, \delta) + \delta \\
&\quad = 4^r \varepsilon + 1/3 \cdot (4^r - 1) \delta = g^{(r)}(\varepsilon, \delta),
\end{align*}
\]

where \( \delta \geq 0 \) denotes the upper limit for the roundoff error introduced at each step.

A similar analysis can be performed for the back substitution stage. Let \( u_i^{(r)} \), \( r = 0, 1, \ldots, k - 1, i = 1, 2, \ldots, 4^{k-r} - 1 \), denote the solution vector blocks produced by the radix-4 BCR method using exact arithmetic and \( u_i^{(r)} \) be the floating point counterpart of \( u_i^{(k)} \). For the level \( r = k - 1, k - 2, \ldots, 0 \), using the formulas (16), (17) and (18) leads to

\[
\begin{align*}
&\left\| u_{4d+1}^{(r)} - u_{4d+1}^{(r)} \right\|_2 \leq 3 \cdot 2^{2r-1} g^{(r)}(\varepsilon, \delta) + \mu^{(r+1)}(\varepsilon, \delta) + \delta < \mu^{(r)}(\varepsilon, \delta), \\
&\left\| u_{4d+2}^{(r)} - u_{4d+2}^{(r)} \right\|_2 \leq 2^{2r} g^{(r)}(\varepsilon, \delta) + \mu^{(r+1)}(\varepsilon, \delta) + \delta = \mu^{(r)}(\varepsilon, \delta), \\
&\left\| u_{4d+3}^{(r)} - u_{4d+3}^{(r)} \right\|_2 \leq 3 \cdot 2^{2r-1} g^{(r)}(\varepsilon, \delta) + \mu^{(r+1)}(\varepsilon, \delta) + \delta < \mu^{(r)}(\varepsilon, \delta), \\
&\left\| u_{4d+4}^{(r)} - u_{4d+4}^{(r)} \right\|_2 \leq \mu^{(r+1)}(\varepsilon, \delta) < \mu^{(r)}(\varepsilon, \delta),
\end{align*}
\]

where \( d = 0, 1, \ldots, 4^{k-r-1} - 1 \) and \( \mu^{(k)}(\varepsilon, \delta) = 0 \).

At the final back substitution step \( (r = 0) \), the accumulative error is

\[
\mu^{(0)}(\varepsilon, \delta) = \left[ \sum_{r=0}^{k-1} 2^{2r+1} \left( 4^r \varepsilon + 1/3 \cdot (4^r - 1) \delta \right) \right] + k \delta.
\]

This leads to the following result

\[
\| u_i - u_i \|_2 \leq \mu^{(0)}(\varepsilon, \delta) \leq \frac{2}{15} (n_1 + 1)^2 (\varepsilon + \delta),
\]

for all \( i = 1, 2, \ldots, n_1 \). Thus it can be concluded that, the radix-4 BCR method is linearly stable with respect to the size of the problem when \( n_1 \approx n_2 \). The numerical results shown in Figure 1 support this conclusion.

### 6 Connection to the Radix-4 PSCR method

As mentioned in [34], the radix-2 PFCR and PSCR methods are equivalent in the sense that both methods generate exactly the same sub-problems when applied to a linear systems of the form (1). The first subsection describes a simplified radix-q PSCR method and the second subsection shows that the radix-4 PFCR method has a similar connection to the radix-4 PSCR method.
Figure 1: Measured error residuals for the radix-2 and radix-4 PFCR meth-
ods when using blockwise euclidean vector norm and double-precision floating-
point arithmetic. The number of unknowns is \( n^2 \) for two-dimensional prob-
lems and \( n^3 \) for three-dimensional problems. \( D = \text{tridiag}\{-1,4,1\} \) (or \( B = \text{tridiag}\{-1,6,1\} \)) and the elements of the right-hand side vector are
randomly distributed on the interval \([-1,1]\).

6.1 Simplified Radix-q PSCR Method

The PSCR method can be applied, under certain assumptions, to block tridi-
agonal linear systems of the form

\[ Au = f, \quad A = A_1 \otimes M_2 + M_1 \otimes A_2 + c(M_1 \otimes M_2), \tag{39} \]

where \( A_1, M_1 \in \mathbb{R}^{n_1 \times n_1}, A_2, M_2 \in \mathbb{R}^{n_2 \times n_2}, u, f \in \mathbb{R}^{n_1 n_2}, c \in \mathbb{R} \) and \( \otimes \) denotes the matrix Kronecker (tensor) product. The PSCR method includes two stages which are very similar to the reduction and back substitution stages in the BCR methods, and an initialization stage comprised of generalized eigenvalue
problems.

If \( n_1 = q^k - 1 \) for some positive integers \( q \) and \( k, 2 \leq q \), and the matrix \( A \) is
of the form

\[ \tilde{A} \otimes I + I \otimes (D - 2I), \tag{40} \]

where \( \tilde{A} = \text{tridiag}\{-1,2,-1\} \in \mathbb{R}^{n_1 \times n_1}, \) then the matrix \( A \) correspond to the
coefficient matrix in the system (1) and the generalized eigenvalue problems
reduce into

\[ \tilde{A}^{(r)} w^{(r)} = \lambda^{(r)} j \cdot w^{(r)} j, \quad j = 1, 2, \ldots, m_r, \tag{41} \]

where \( m_r = q^{r+1} - 1 \) and \( \tilde{A}^{(r)} = \text{tridiag}\{-1,2,-1\} \in \mathbb{R}^{m_r \times m_r}. \)

The radix-q PSCR method can be described by using the same notation as
was used in Sections 2 and 4. Let \( f^{(0)} = f \). At first, for \( r = 1, 2, \ldots, k - 1, \) a
sequence of vectors is generated by using the formula

\[ f^{(r)} i = f^{(r-1)} q_i + \sum_{j=1}^{m_r-1} (w^{(r-1)} j m_{r-1} v^{(r-1)} j) + \sum_{j=1}^{m_r-1} (w^{(r-1)} j v^{(r-1)} i 1 j), \tag{42} \]

\[ 1 \text{If } A \in \mathbb{R}^{n \times n} \text{ and } B \in \mathbb{R}^{m \times m}, \text{ then } A \otimes B = \{A_i j B\}_{i,j=1}^{n m} \in \mathbb{R}^{n m \times n m}. \]
where \( i = 1, 2, \ldots, q^{k-r} - 1 \) and the vector \( v_{i,j}^{(r-1)} \) can be solved from

\[
\left( D + (\lambda_j^{(r-1)} - 2)I \right) v_{i,j}^{(r-1)} = \sum_{s=1}^{q-1} (w_j^{(r-1)})_{s,qr-1} f_{i(\lambda_j-1)q+s}^{(r-1)}.
\]  

(43)

This operation includes so-called partial solutions [30, 31], where the right-hand side vector is sparse and only certain components from the solution vector are needed, namely the first and the last component in the present case. Next, for \( r = k - 1, k - 2, \ldots, 0 \), a second sequence of vectors is generated by using the formula

\[
u_{qd+1}^{(r)} = \sum_{j=1}^{m_r} (w_j^{(r)})_{s,q} y_{d,j}^{(r)}, \quad i = 1, 2, \ldots, q - 1, \tag{44}
\]

\[
u_{qd+q}^{(r)} = \nu_{d+1}^{(r+1)}, \quad d \neq q^{k-r-1} - 1,
\]

where \( d = 0, 1, \ldots, q^{k-r-1} - 1 \) and the vector \( y_{d,j}^{(r)} \) can be solved from

\[
\left( D + (\lambda_j^{(r)} - 2)I \right) y_{d,j}^{(r)} = \sum_{s=1}^{q-1} (w_j^{(r)})_{s,q} f_{d+1}^{(r+1)} + (w_j^{(r)})_{m_r} u_{d+1}^{(r+1)}.
\]  

(45)

In addition, \( \nu_0^{(r+1)} = \nu_{k-r-1}^{(r+1)} = 0 \). Finally, \( u = v^{(0)} \).

6.2 Connection to the Radix-4 PFCR Method

It is known that the matrix \( \hat{A}^{(r)} \) has the following eigenvalues and eigenvectors

\[
\lambda_i^{(r)} = 2 - 2 \cos \left( \frac{i\pi}{q^{r+1}} \right) \quad \text{and} \quad (w_i^{(r)})_{j} = \sqrt{2 - q^{r-r-1}} \sin \left( \frac{i j \pi}{q^{r+1}} \right),
\]  

(46)

where \( i, j = 1, 2, \ldots, m_r \). Let \( q = 4 \). Now

\[
(w_j^{(r)})_{1} = \sqrt{2 - 2q^{-1}} \sin \left( j \pi/4^{r+1} \right) = (-1)^{j-1} (w_{j}^{(r)})_{m_r},
\]

\[
(w_j^{(r)})_{1,4r} = \sqrt{2 - 2q^{-1}} \sin \left( j \pi/4 \right) = (-1)^{j-1} (w_{j}^{(r)})_{3,4r},
\]  

(47)

\[
(w_j^{(r)})_{2,4r} = \sqrt{2 - 2q^{-1}} \sin \left( j \pi/2 \right).
\]

It is easy to see that \( (w_j^{(r)})_{2,4r} = 0 \) when \( j \in 2N \) and \( (w_j^{(r)})_{1,4r} = 0 = (w_j^{(r)})_{3,4r} \) when \( j \in 4N \). By taking this into account, the formulas (42) and (43) can be rewritten as

\[
f_{i}^{(r)} = f_{4i}^{(r-1)} + \sum_{j=1}^{2^{2r-1}} \sqrt{2 - 2q^{-1}} \sin \left( \frac{2j - 1}{2^{2r}} \pi \right) v_{i,2j-1}^{(r)} + \sum_{j=1}^{2^{2r-2}} \sqrt{2 - 2q^{-1}} \sin \left( \frac{2j - 1}{2^{2r-1}} \pi \right) v_{i,4j-2}^{(r)}.
\]  

(48)
and
\[
(D - 2 \cos (j\pi/2^r) I) u_i^{(r)} = \sqrt{2^{1-2r}} \sin (j\pi/4) \left( f_{4i-3}^{(r-1)} + (-1)^{-1} f_{4i+1}^{(r-1)} \right) + \\
\sqrt{2^{1-2r}} \sin (j\pi/2) \left( f_{4i+2}^{(r-1)} + (-1)^{j-1} f_{4i+2}^{(r-1)} \right) + \\
\sqrt{2^{1-2r}} \sin (j\pi/4) \left( (-1)^{j-1} f_{4i-1}^{(r-1)} + f_{4i+3}^{(r-1)} \right).
\]

Thus the first stage of the radix-4 PSCR method is equivalent with the radix-4 PFCR back substitution stage.

Similarly, the formulas (44) and (45) can be rewritten as
\[
u_{4d+1}^{(r)} = \sum_{j=1}^{2^{2r+1}} \sqrt{2^{1-2r-1}} \sin \left( \frac{2j - 1}{4} \pi \right) g_{d,2j-1}^{(r)} + \sum_{j=1}^{2^r} \sqrt{2^{1-2r-1}} \sin \left( \frac{2j - 1}{2} \pi \right) g_{d,4j-2}^{(r)},
\]
\[
u_{4d+2}^{(r)} = \sum_{j=1}^{2^{2r+1}} \sqrt{2^{1-2r-1}} \sin \left( \frac{2j - 1}{2} \pi \right) g_{d,2j-1}^{(r)},
\]
\[
u_{4d+3}^{(r)} = \sum_{j=1}^{2^{2r+1}} \sqrt{2^{1-2r-1}} \sin \left( \frac{2j - 1}{4} \pi \right) g_{d,2j-1}^{(r)} - \sum_{j=1}^{2^r} \sqrt{2^{1-2r-1}} \sin \left( \frac{2j - 1}{2} \pi \right) g_{d,4j-2}^{(r)}
\]

and
\[
(D - 2 \cos (j\pi/2^{2r+2}) I) y_{d,j}^{(r)} = \sqrt{2^{1-2r-1}} \sin (j\pi/4) f_{4d+1}^{(r)} + \\
\sqrt{2^{1-2r-1}} \sin (j\pi/2) f_{4d+2}^{(r)} + \\
\sqrt{2^{1-2r-1}} \sin (j\pi/4) (-1)^{j-1} f_{4d+3}^{(r)} + \\
\sqrt{2^{1-2r-1}} \sin (j\pi/2^{2r+2}) \left( u_d^{(r-1)} + (-1)^j u_d^{(r+1)} \right).
\]

Clearly this formulation is identical with (28), and thus the second stage of the radix-4 PSCR method is equivalent with the radix-4 PFCR back substitution stage.

When the radix-2 PSCR method is applied to a Poisson problem of the form discussed in Section 2, about half of the sub-problems can be ignored because the eigenvector components corresponding these to sub-problems are zero [34]. The above analysis shows that about quarter of the sub-problems can be ignored in the case of the radix-4 PSCR method. More generally, if the radix-q PSCR method is applied to a problem where \( n_1 = q^k - 1, \ k \geq 2 \) and \( (M_1)^{-1} A_1 = tridiag \{ -1, b, -1 \} \), \( b \in \mathbb{R} \), then
\[
(u_i^{(r)})_{q^r} = \sqrt{2 \cdot q^{-r-1}} \sin \left( \frac{i j \pi}{q} \right) = 0, \text{ for all } j \in \{ 1, 2, \ldots, q - 1 \},
\]
if, and only if, \( i \in q \mathbb{N} \). Thus, the total number of sub-problems is
\[
M_{count}^q(k) = \frac{k(q - 1)(2q^k + 1) - (q + 2)(q^k - 1)}{q - 1},
\]
when all sub-problems are counted and

\[ M^{q,0}_{\text{count}}(k) = 2k(q - 1)q^{k-1} - q^k + 1, \]

when non-contributing sub-problems are ignored. As a result, the total number of sub-problems is reduced asymptotically by the factor

\[ \lim_{k \to \infty} 1 - \frac{M^{q,0}_{\text{count}}(k)}{M^{q}_{\text{count}}(k)} = 1 - (1 - 1/q) = 1/q. \]

7 Numerical results

The implementations of the radix-2 and radix-4 PFCR methods are written using the OpenMP framework [37]. The implementations are applied to two- and three-dimensional problems of the form (1) and the run times are compared. The tests are carried out using a computer with two Intel Xeon 4-core CPUs. All measurements are done using double-precision floating-point arithmetic and the tridiagonal sub-problems are solved using the LU decomposition.

Figure 2 shows the results for the two-dimensional problems. The expected-line shows the expected relative run time difference according to the formulas (13) and (30). Since this estimate takes into account only the number of sub-problems, the real relative run time difference depends largely on the type of these sub-problems. For example, if the matrix \( D \) is a full matrix, then the algorithm used to solve the sub-problems dominates the overall run time of the algorithm and the real relative run time difference would track very closely to the expected-line. The results show a quite constant relative run time difference between the methods. That difference is reasonably close to the expected relative run time difference. Both methods scale similarly as the number of cores is increased. The moderate sawtooth pattern is due to the modifications discussed in Section 4.

Figure 3 shows the corresponding results for the three-dimensional problems. Again, the relative run time difference seem to correspond reasonably well to the
Figure 3: Relative run time difference between the radix-2 and radix-4 PFCR methods for the three-dimensional problems ($n^3$ unknowns). The expected line shows the expected run time difference according to (13) and (30).

expectations. Figure 3 might suggest that the radix-4 method does not scale as well as the radix-2 method when the number of cores increases. However, this is likely due to the fact that the scaling of both methods varied more strongly depending on the used hardware and software configuration when compared to the two-dimensional implementation.

Additional comparisons can be found from [38], where GPU implementations were compared to each other and to equivalent CPU implementations. In addition to concluding that the BCR type methods are suitable for GPU computing, the paper also concluded that the radix-4 PFCR method is indeed better able to utilize the GPU’s parallel computing resources. Figure 4 shows some of the results obtained in the paper. The implementations were simpler than the ones considered in this paper and utilized a simplified scalar cyclic reduction instead of the standard LU decomposition. As a result, the tridiagonal system solver constituted a smaller portion of the total run time, and thus the relative run time difference between the methods is expected to be slightly smaller.

The radix-4 PFCR method seems to perform well in the case of small and mid-sized problems. This is something that was to be expected since the number of threads required to fully utilize a GPU is very high. Thus, when the problem size is relative small, some of the computing units inside the GPU are left partially unused and the memory band can not be used effectively. However, the radix-4 PFCR method can use these computing units more effectively than the radix-2 PFCR method. A more generalized GPU implementation would use a conventional (parallel) cyclic reduction [39] or similar methods in order to solve the arising tridiagonal sub-problems and, thus the tridiagonal system solver would have taken a larger portion of the total run time. Then it would be expected that the relative run time difference would be even higher. In the case of large problems, both methods can use the computing units nearly equally, and the radix-4 PFCR method loses this additional benefit. Also, both GPU implementations change their behavior when the system size exceeds $n = 1023$ because the threads are arranged in groups with a maximum size of 1024. These are the most probable explanations for the sudden drop in the relative run time.
Figure 4: GPU comparison from [38]. Relative run time difference between the radix-2 and radix-4 PFCR methods for the two-dimensional problems ($n^2$ unknowns). Expected-line shows the expected run time difference according to (13) and (30).

difference when the problem size exceeds $n = 1023$.

8 Conclusions

This paper presents an alternative and intuitive way of deriving a radix-4 block cyclic reduction method for systems with a coefficient matrix of the form $\text{tridiag}\{-I,D,-I\}$. The presented method is numerically stable and highly parallel, allowing its efficient implementation on many-core platforms like GPUs. The higher radix number has the effect of reducing the total number of emerging sub-problems when compared to the radix-2 block cyclic reduction method. The method was shown to be equivalent with the radix-4 PSCR method. The measured run time difference between the radix-2 and the radix-4 methods correspond relatively well to the theoretical expectations based on the number of arising sub-problems.
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