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The \(p_T\)-differential production cross section of electrons from semileptonic decays of heavy-flavor hadrons has been measured at midrapidity in proton-proton collisions at \(\sqrt{s} = 2.76\) TeV in the transverse momentum range \(0.5 < p_T < 12\) GeV/c with the ALICE detector at the LHC. The analysis was performed using minimum bias events and events triggered by the electromagnetic calorimeter. Predictions from perturbative QCD calculations agree with the data within the theoretical and experimental uncertainties.

DOI: 10.1103/PhysRevD.91.012001 PACS numbers: 13.85.Qk, 13.20.Fc, 13.20.He, 13.75.Cs

I. INTRODUCTION

The measurement of the production of heavy-flavor hadrons, i.e. hadrons carrying charm or beauty quarks, in proton-proton (\(pp\)) collisions provides a test of quantum chromodynamics (QCD), the theory of the strong interaction. In hadronic collisions, heavy quarks are almost exclusively produced through initial hard partonic scattering processes because of their large masses [1]. Consequently, the heavy-flavor hadron production cross sections are calculable in the framework of perturbative QCD (pQCD) down to very low transverse momenta \((p_T)\).

Furthermore, heavy-flavor production cross sections measured in \(pp\) collisions provide a reference for corresponding measurements in high-energy nucleus-nucleus collisions, in which the formation of a strongly interacting partonic medium has been observed [2–9]. Heavy quarks are produced on short time scales, presumably before this medium is formed. Consequently, they probe the medium properties while they propagate through it [10–13]. In particular, the color charge and mass dependence of the partonic energy loss can be studied by comparing the suppression of heavy-flavor hadrons and hadrons carrying light quarks only [14,15].

One available method to investigate heavy-flavor production is the measurement of the contribution of semileptonic decays of heavy-flavor hadrons to the inclusive electron spectra. This contribution is substantial because of branching ratios of the order of 10% into the semielectronic decay channel [16] and the large heavy-quark production cross sections at LHC energies [17,18]. In \(pp\) collisions at \(\sqrt{s} = 7\) TeV, the signal of electrons from heavy-flavor hadron decays is of similar magnitude as the background [19] at an electron transverse momentum of \(\approx 2\) GeV/c, and the ratio of signal to background increases with \(p_T\).

The production of heavy-flavor hadrons was studied at the LHC in \(pp\) collisions at \(\sqrt{s} = 7\) TeV in various channels by ALICE [17–21], ATLAS [22–24], CMS [25–31], and LHCb [32–35]. Perturbative QCD calculations [36–40] describe the measurements within the uncertainties.

For a center-of-mass energy of 2.76 TeV, which is the reference energy for Pb-Pb collisions in 2010 and 2011 at the LHC, ALICE already reported on the production of muons from heavy-flavor hadron decays in \(pp\) collisions at forward rapidity [13], and reconstructed open charm mesons at midrapidity [41]. Again, pQCD calculations describe the experimental data reasonably well. This paper presents a measurement of electrons, \((e^+ + e^-)/2\), from semileptonic decays of charm and beauty hadrons in the transverse momentum range \(0.5 < p_T < 12\) GeV/c at midrapidity in \(pp\) collisions at \(\sqrt{s} = 2.76\) TeV using the ALICE detector. The analysis technique employed here is similar to the one described in detail in [19], where the measurement in \(pp\) collisions at \(\sqrt{s} = 7\) TeV is presented, and it consists of the following steps: selection of electron candidates, subtraction of the remaining hadron contamination, correction for efficiency and normalization, and subtraction of the electron background originating from non-heavy-flavor sources.

II. EXPERIMENTAL SETUP AND DATA SET

The ALICE experiment at the LHC is described in detail in [42], thus we only briefly introduce the detectors relevant for this analysis.

The detector closest to the interaction point is the Inner Tracking System (ITS). It consists of six cylindrical layers, grouped into three subsystems. The Silicon Pixel Detector (SPD) equips the two innermost layers, placed at radii of 3.9 and 7.6 cm from the beam axis. The spatial resolution of the detector is 12 \(\mu\)m in the transverse plane (\(r\phi\) and
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100 μm along the beam direction. The SPD is followed by two layers of the Silicon Drift Detector (SDD) and two layers of the Silicon Strip Detector (SSD) at radii between 15 and 43 cm.

A large cylindrical Time Projection Chamber (TPC), which is the main tracking detector, surrounds the ITS at a radial distance between 85 and 247 cm. The chamber’s volume is filled with a mixture of Ne (85.7%), CO₂ (9.5%), and N₂ (4.8%) as drift gas. In the radial direction, the readout is divided into 159 pad rows. The TPC covers a pseudorapidity range of |η| < 0.9 for tracks having space points in the outermost pad rows. The specific energy deposit dE/dx is used to identify particles. The dE/dx resolution of the TPC (σTPC−dE/dx) is approximately 5.5% for minimum ionizing particles passing through the full detector [43].

The tracking detectors are housed inside a solenoidal magnet providing a homogeneous magnetic field of 0.5 T. The ITS and the TPC provide a transverse momentum measurement for charged particles with a resolution of ≈1% at 1 GeV/c and ≈3% at 10 GeV/c [44].

The Time-of-Flight Detector (TOF) is located at a distance of 3.7 m from the beam axis covering the full azimuth and |η| < 0.9. The resolution of the particle arrival time is better than 100 ps. The collision time (t₀) is measured with the T0 detector, an array of Cherenkov counters positioned at +370 and −70 cm, respectively, along the beam axis. In case no information from the T0 detector is available, the collision time is estimated using the arrival time of the particles in the TOF detector. If also this second method does not provide a t₀ measurement, the bunch crossing time from the LHC is used [41]. Particles are identified using the difference between the measured time of flight and the expected time of flight for a given particle species, normalized to the overall time-of-flight resolution σTOF-PID ≈ 150 ps [41], including both the resolution of the particle arrival time measurement and of the t₀.

The Electromagnetic Calorimeter (EMCal) is a sampling calorimeter based on Shashlik technology spanning the pseudorapidity range |η| < 0.7 and covering 107° in azimuth [45]. The azimuthal coverage was limited to 100° for the data presented here. The EMCal supermodules comprise individual towers each spanning Δφ × Δη = 0.0143 × 0.0143 (6 × 6 cm). Each 2 × 2 group of neighboring EMCal towers forms a trigger elementary patch. The energy resolution was measured to be 1.7 \(\oplus\) 11.1/\(\sqrt{E/\text{GeV}}\) \(\oplus\) 5.1/E(\text{GeV})% [46], where \(\oplus\) indicates a sum in quadrature.

The V0 detector, used for online triggering and offline event selection, consists of two arrays of 32 scintillator tiles on each side of the interaction point. The detectors cover 2.8 < η < 5.1 and −3.7 < η < −1.7, respectively.

The data used in this analysis were recorded in the spring of 2011. Two different data samples are available: a minimum bias sample and a sample triggered by the EMCal. In both samples, the SDD information was read out only for a fraction of the recorded events. The minimum bias trigger required at least one hit in either of the V0 detectors or the SPD. Background from beam-gas interactions was eliminated using the timing information from the V0 detector and the correlation between the number of hits and the reconstructed track segments in the SPD [47]. Events were required to have a reconstructed primary vertex [44] within ±10 cm from the center of the detector along the beam direction. This covers 86% of all interactions. Pileup events were identified as events having multiple vertices reconstructed in the SPD and they were rejected in this analysis. The probability of pileup events was less than 2.5% in this data sample. The amount of remaining pileup events after rejection was negligible in this analysis [19]. Before further event selection the minimum bias sample consisted of 65.8 M events, corresponding to an integrated luminosity \(L_{\text{int}} = 1.1\) nb\(^{-1}\). The use of the TOF information for particle identification required a stricter run selection which limited the integrated luminosity to 0.8 nb\(^{-1}\) (43.8 M events). In addition to the minimum bias sample, events selected by the EMCal trigger were analyzed. It required the coincidence of the minimum bias trigger condition described above and an energy sum in 2 × 2 EMCal trigger patches (4 × 4 towers) exceeding nominally 3 GeV. After event selection, the data sample recorded with the EMCal trigger corresponded to an integrated luminosity of \(L_{\text{int}} = 12.9\) nb\(^{-1}\).

### III. ANALYSIS

The minimum bias data sample was analyzed employing electron identification based on the information from the TPC [48]. At low transverse momentum (\(p_T < 2\) GeV/c) additional information from the TOF detector was required to improve the rejection of hadronic background. Electron identification in the analysis of the EMCal triggered data sample was based on the combined information from the TPC and the EMCal. The three analyses employing TPC, TPC-TOF, and TPC-EMCal electron identification, were conducted in different kinematical regions. In transverse momentum, the TPC analysis was restricted to the range 2 < \(p_T < 7\) GeV/c, the TPC-TOF analysis was performed in the range 0.5 < \(p_T < 5\) GeV/c, and the TPC-EMCal analysis was done in the range 2 < \(p_T < 12\) GeV/c. In the latter case, the analysis used the minimum bias data sample for electron transverse momenta below 5 GeV/c and an EMCal triggered data sample for electron \(p_T\) above 4 GeV/c. In \(p_T\) regions where the cross sections have been determined from more than one analysis the results were found to be consistent within uncertainties. Results from individual analyses were adopted for three different \(p_T\) ranges. At low \(p_T\) (up to 2 GeV/c), the TPC-TOF analysis provides the purest electron candidate sample. In the range 2 < \(p_T < 4.5\) GeV/c, the result from the TPC analysis has smaller systematic uncertainties than both
results from the TPC-TOF and the TPC-EMCal analyses. At high \( p_T \) (above 4.5 GeV/c), the TPC and TPC-TOF analyses are statistics limited and the TPC-EMCal analysis of the EMCal triggered data sample provides the smallest uncertainty.

Reconstructed tracks were selected for the analysis using the criteria listed in Table I, which are similar to those used in the analysis described in [19]. In particular, the cut on the minimum number of ITS clusters was reduced to three (instead of the value of four used in [19]) because the SDD points, which were not available for a sizable fraction of the events, were excluded from the track reconstruction used for this analysis, thus limiting the maximum number of hits in the ITS to four. In order to reduce wrong associations between candidate tracks and hits in the first layer of the SPD, hits in both layers of the SPD were required in the TPC-TOF analysis. In the TPC-EMCal analysis, this requirement has been relaxed to at least one hit in any of the two SPD layers in order to increase the statistics, thus resulting in a larger background. A cut on the minimum distance to the primary vertex was not imposed because electrons from charm hadron decays are indistinguishable from electrons originating from the primary vertex.

Three methods were used to identify electrons: in both the TPC and the TPC-TOF analyses, electrons were identified via their specific energy deposition \( \text{d}E/\text{d}x \) in the TPC. Tracks were required to have a \( \text{d}E/\text{d}x \) between one standard deviation below and 3 standard deviations above the expected \( \text{d}E/\text{d}x \) of electrons, consistent with an electron identification efficiency of \( \approx 85\% \). In the TPC analysis for \( p_T \geq 2 \text{ GeV/c} \), a more stringent cut was applied in order to cope with the increasing hadron contamination towards higher momenta. Therefore, electron candidate tracks were required to have a \( \text{d}E/\text{d}x \) between 0.5 standard deviations below and three standard deviations above the mean \( \text{d}E/\text{d}x \) for electrons, corresponding to a selection efficiency of \( \approx 70\% \). For \( p_T < 2 \text{ GeV/c} \), in the TPC-TOF analysis, the TOF detector was used in addition to the TPC. Here tracks were required to have a time of flight consistent with the expected time of flight for electrons within 3 standard deviations \( \sigma_{\text{TOF-PID}} \), thus rejecting protons and kaons at momenta where they cannot be distinguished from electrons via \( \text{d}E/\text{d}x \) alone.

For \( p_T \geq 4.5 \text{ GeV/c} \), the TPC-EMCal analysis was employed. In the TPC, a \( \text{d}E/\text{d}x \) between 1.4 standard deviations below and 3 standard deviations above the mean \( \text{d}E/\text{d}x \) for electrons was required, corresponding to an electron identification efficiency of \( \approx 90\% \). Tracks were extrapolated from the TPC to the EMCal surface and geometrically associated with EMCal clusters within 0.02 both in \( \eta \) and in \( \phi \). The ratio of the energy of the matched cluster in the EMCal to the momentum measured with the TPC and ITS \( (E/p) \) was required to be within 0.8 and 1.4 for electron candidates, corresponding to an identification efficiency of \( \approx 60\% \) averaged over \( p_T \).

The hadronic background was estimated using a parametrization of the TPC \( \text{d}E/\text{d}x \) in various momentum slices [19] or, alternatively, the \( E/p \) distribution of identified hadrons, and it was subtracted from the electron candidate sample. For the TPC-TOF/TPC analysis the hadron contamination was negligible for \( p_T \leq 2 \text{ GeV/c} \) and less than 1.5\% for \( p_T \leq 4.5 \text{ GeV/c} \). In the TPC-EMCal analysis, the hadron contamination was negligible for \( p_T \leq 6 \text{ GeV/c} \), remained below 10\% for \( p_T \leq 8 \text{ GeV/c} \), and it increased to \( \approx 40\% \) at \( p_T = 12 \text{ GeV/c} \).

The \( p_T \)-differential invariant yield of inclusive electrons per minimum bias event has been obtained by dividing the raw yield of electrons, \((e^+ + e^-)/2\), measured in \( p_T \) bins of widths \( \Delta p_T \), by the number of minimum bias events, by \( 2\pi p_T^{\text{center}} \) where \( p_T^{\text{center}} \) is the value of \( p_T \) at the center of each bin, by \( \Delta p_T \), by the width \( \Delta y \) of the covered rapidity interval, and by the product of the geometric acceptance \( e_{\text{geo}} \), the reconstruction efficiency \( e_{\text{reco}} \), and the electron identification efficiency \( e_{\text{ID}} \). In the TPC-TOF/TPC analyses, \( e_{\text{geo}}, e_{\text{reco}}, \) and \( e_{\text{ID}} \) in TOF were obtained using a Monte Carlo simulation. Proton-proton events at \( \sqrt{s} = 2.76 \text{ TeV} \) were generated with the PYTHIA 6.4.21 event generator [49]. Two samples were used for the efficiency calculation: a minimum bias sample based on the Perugia-0 tune [50] and a heavy-flavor enhanced sample containing only events with at least one \( c\bar{c} \) or \( b\bar{b} \) pair. The enhanced sample provided a sufficient number of tracks for efficiency determination in the \( p_T \) region above 4 GeV/c. Tracks

<table>
<thead>
<tr>
<th>Analysis ( p_T ) range (GeV/c)</th>
<th>TPC-TOF/TPC 0.5–4.5</th>
<th>TPC-EMCal 4.5–12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of ITS clusters</td>
<td>( \geq 3 )</td>
<td>( \geq 3 )</td>
</tr>
<tr>
<td>SPD layer in which a hit is requested</td>
<td>Both</td>
<td>Any</td>
</tr>
<tr>
<td>Number of TPC clusters</td>
<td>( \geq 120 )</td>
<td>( \geq 120 )</td>
</tr>
<tr>
<td>Number of TPC clusters in ( \text{d}E/\text{d}x ) calculation</td>
<td>( \geq 80 )</td>
<td>( \cdots )</td>
</tr>
<tr>
<td>Distance of closest approach to the primary vertex in ( x )</td>
<td>(&lt; 1 \text{ cm} )</td>
<td>(&lt; 1 \text{ cm} )</td>
</tr>
<tr>
<td>Distance of closest approach to the primary vertex in ( y )</td>
<td>(&lt; 2 \text{ cm} )</td>
<td>(&lt; 2 \text{ cm} )</td>
</tr>
<tr>
<td>( \chi^2/\text{ndf} ) of the momentum fit in the TPC</td>
<td>(&lt; = 4 )</td>
<td>(&lt; = 4 )</td>
</tr>
<tr>
<td>Ratio of found/findable TPC clusters [43]</td>
<td>( \geq 0.6 )</td>
<td>( \geq 0.6 )</td>
</tr>
</tbody>
</table>
The trigger efficiency obtained from data is well reproduced by a simulation which incorporated the supermodule-by-supermodule variation in the trigger turn-on curves and took into account the trigger mask employed in data. The statistics of the minimum bias data sample were such that a precise measurement of the trigger efficiency for electrons as a function of track \( p_T \) was not possible. Thus, the trigger simulation was used to generate a trigger efficiency for electrons as a function of track \( p_T \). Above 5 GeV the trigger efficiency is \( \approx 85\% \), limited by the trigger mask.

The precision of the transverse momentum measurement is limited by the momentum resolution and it is affected by the energy loss of electrons via bremsstrahlung in material. To correct for the resulting distortion of the shape of the inclusive electron \( p_T \) distributions, an unfolding procedure based on Bayes’ theorem [53] was used.

In order to evaluate the systematic uncertainty, the analysis was repeated with modified track selection and particle identification criteria. Table II gives an overview of the systematic uncertainty assigned to various contributions. The total systematic uncertainty of the TPC-TOF/TPC analysis is less than 6\% for \( p_T < 4.5 \) GeV/c. The systematic uncertainty of the TPC-EMCal analysis grows from 10\% at 4.5 GeV/c to 20\% at 12 GeV/c.

Apart from the signal, the inclusive electron \( p_T \) spectrum contains background from various sources: conversion of photons including direct photons, Dalitz decays of light mesons, dielectron decays of vector mesons, and semi-leptonic decays of kaons (K_{c\ell}). The ratio of signal to background \((S/B)\) depends strongly on \( p_T \). While at low \( p_T \) the background dominates the inclusive electron yield \((S/B \approx 0.2 \text{ at } p_T = 0.5 \text{ GeV/c})\) the signal becomes more prominent with increasing \( p_T \) \((S/B > 1 \text{ for } p_T > 2.5 \text{ GeV/c})\). The background was estimated using a cocktail calculation as described in detail in [19]. The main cocktail input is the measured \( p_T \)-differential

\[
\begin{array}{ccc}
\text{Analysis} & \text{TPC-TOF/TPC } 0.5-4.5 \text{ GeV/c} & \text{TPC-EMCal } 4.5-12 \text{ GeV/c} \\
\hline
\text{ITS-TPC matching} & 2\% & 2\% \\
\text{ITS clusters} & 3\% & 3\% \\
\text{TPC clusters} & 2\% & 3\% \\
\text{TPC clusters for PID} & 2\% & 2\% \\
\text{DCA} & \text{Negligible} & \text{Negligible} \\
\text{Unfolding} & 1\% & 2\% \\
\text{TOF PID} & \quad & \quad \\
\text{TPC PID} & \quad & \quad \\
\text{TPC-EMCal PID} & \quad & \quad \\
\text{Trigger rejection factor} & \quad & \quad \\
\text{Rapidity and charge} & 2\% & 2\% \\
\end{array}
\]
production cross section of neutral pions [54]. More than 80% of the electron background can be attributed to $\pi^0$ Dalitz decays and the conversion of photons from $\pi^0$ decays. Other light mesons ($\eta$, $\eta'$, $\rho$, $\omega$, $\phi$) were included via $m_T$ scaling. About 10% of the electron background at high $p_T$ can be attributed to $J/\psi$ decays. The corresponding cocktail input was obtained using a phenomenological interpolation of the $J/\psi$ production cross sections measured at various values of $\sqrt{s}$ as described in [55]. For direct photons an NLO pQCD calculation was used as cocktail input [56,57]. Since the effective material budget was different in the TPC-TOF/TPC and TPC-EMCal analysis due to a different requirement on the hits in the SPD (Table I), the amount of background electrons was different in the two analyses. In order to estimate the systematic uncertainty of the background cocktail, the uncertainties of the various sources were propagated in the cocktail as described in [19]. The total systematic uncertainty of the cocktail in the TPC-TOF/TPC analysis is smallest at $p_T \approx 1.5$ GeV/$c$ where it is $\approx 7\%$ and increases with increasing $p_T$ reaching $9\%$ at $p_T = 4.5$ GeV/$c$. At lower $p_T$ the total systematic uncertainty of the cocktail approaches $\approx 10\%$ at $p_T = 0.5$ GeV/$c$. The main contribution comes from the uncertainty on the $\pi^0$ measurement. In the TPC-EMCal analysis the total systematic uncertainty of the cocktail grows from $\approx 9\%$ at $p_T = 4.5$ GeV/$c$ to $\approx 29\%$ at 12 GeV/$c$. The $p_T$-differential invariant yield of inclusive electrons is compared to the electron background cocktail in Fig. 2 for the TPC-TOF/TPC analysis (left panel) and the TPC-EMCal analysis (right panel).

The electron background cocktails were statistically subtracted from the inclusive electron $p_T$ distributions obtained in the three analyses. The $p_T$-differential cross section of electrons from heavy-flavor hadron decays was then obtained by normalizing the invariant yield to the minimum bias cross section, which is 55.4 $\pm$ 1.0 mb [58]. The final $p_T$-differential cross section presented here is a combination of the results from the three analyses as summarized in Table III. In the $p_T$ ranges in which the analyses overlap the results are in agreement within their uncertainties.

![Graphs showing $p_T$-differential invariant yield of inclusive electrons compared to the electron background cocktail for the TPC-TOF/TPC analysis (left) and the TPC-EMCal analysis (right).]

**TABLE III.** Integrated luminosities available for the three analyses based on TPC, TPC-TOF, and TPC-EMCal electron identification, respectively, and kinematical regions covered by these analyses.

<table>
<thead>
<tr>
<th>Analysis</th>
<th>TPC-TOF</th>
<th>TPC</th>
<th>TPC-EMCal</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{\text{int}} (\text{nb}^{-1})$</td>
<td>0.8</td>
<td>1.1</td>
<td>12.9</td>
</tr>
<tr>
<td>$p_T$ range (GeV/$c$)</td>
<td>0.5–2</td>
<td>2–4.5</td>
<td>4.5–12</td>
</tr>
<tr>
<td>$y$ range</td>
<td>$-0.8$–$0.8$</td>
<td>$-0.8$–$0.8$</td>
<td>$-0.7$–$0.7$</td>
</tr>
</tbody>
</table>
IV. RESULTS

The $p_T$-differential invariant production cross section of electrons from heavy-flavor hadron decays at midrapidity in $pp$ collisions at $\sqrt{s} = 2.76$ TeV is shown in comparison to pQCD calculations from FONLL [36,59,60], GM-VFNS [37–39,61,62], and $k_T$-factorization [40,63–71] in Fig. 3. Statistical and systematic uncertainties of the data are shown separately as error bars and boxes, respectively. Dashed lines indicate the uncertainties of the pQCD calculations originating from the variation of the factorization and normalization scale as well as of the heavy-quark masses. The ratios data/theory are shown in the lower panels, where the dashed lines indicate the additional theoretical uncertainties relative to unity.

FIG. 3 (color online). $p_T$-differential cross section of electrons from heavy-flavor hadron decays compared to pQCD calculations from FONLL (red) [36,59,60], GM-VFNS (blue) [37–39,61,62] and $k_T$-factorization (green) [40,63–71]. Uncertainties on the theory calculations originate from the variation of the factorization and the renormalization scales and from the heavy-quark masses. The ratios data/theory are shown in the lower panels, where the dashed lines indicate the additional theoretical uncertainties relative to unity.

V. SUMMARY

The inclusive differential production cross section of electrons from charm and beauty hadron decays was measured with ALICE in the transverse momentum range $0.5 < p_T < 12$ GeV/$c$ at midrapidity in $pp$ collisions at $\sqrt{s} = 2.76$ TeV, which is the same center-of-mass energy as the one available so far in Pb-Pb collisions at the LHC. pQCD calculations are in good agreement with the data. The measurement presented in this article improves the reference cross section of electrons from heavy-flavor hadron decays used for the measurement of the corresponding nuclear modification factor in Pb-Pb collisions, where the current reference is obtained by scaling the cross section measured in $pp$ collisions at $\sqrt{s} = 7$ TeV to 2.76 TeV using FONLL pQCD calculations [72].
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