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Abstract—This paper reports initial research results related to the use of locality-sensitive hashing (LSH) for string-based matching of big ontologies. Two ways of transforming the matching problem into a LSH problem are proposed and experimental results are reported. The performed experiments show that using LSH for ontology matching could lead to a very fast matching process. The quality of the alignment achieved in these experiments is comparable to state-of-the-art matchers, but much faster. Further research is needed to find out whether the use of different metrics or specific hardware would improve the results.

I. INTRODUCTION

When people and organizations create classifications they will, most of the time, be incompatible with each other. One way to make these classifications work together is by creating a mapping between them. This article describes a possible way to create a mapping between two large ontologies. The problem when searching for such mapping for really large ontologies is that their size renders looking at all possible combinations of concepts cumbersome. The number of candidate pairs for the ontologies used in the experiments in this paper is 8,171,287,956. If assessing the quality of each pair would take 1 ms, then one would have to wait roughly three months before all combinations have been tried. In this paper locality-sensitive hashing (LSH) will be used to prune the number of pairs which have to be compared. LSH has been used earlier in the context of ontologies, for instance by de Paula et al. [1] who used the LSH technique to group similar concepts together, mainly aiming at a faster retrieval speed. A recent article by Duan et al.[2] also uses LSH for the matching of ontologies. In the article, the authors used LSH to align ontologies with around 1000 and 300 concepts or types using instance-based matching. In this article much larger ontologies with between 66000 and 123000 concepts are considered and only label information is used as an input for the LSH process.

The article is structured as follows: In the sections II and III ontology alignment and locality-sensitive hashing are introduced. Section IV contains a short discussion about possible distance measures for ontologies. Next, section V describes two strategies for transforming the ontology matching problem into an LSH problem. The section also contains a description of the implementation which is used for the evaluation in section VI. The results are compared with state-of-the-art systems and further research directions are suggested in section VII, after which a short conclusion is drawn.

II. ONTOLOGY ALIGNMENT

According to Gruber [3], ontologies are ‘an explicit specification of a conceptualization”. If we now have two different specifications, i.e., ontologies, we might need to find out how the concepts described in the one ontology \( O_1 \) relate to the concepts described in second ontology \( O_2 \). After these relations have been found, we are able to translate instances described in the one ontology to the other ontology. This further enables us to answer queries asked using vocabulary from either ontology using data from both ontologies. A set of relations between the concepts of the two ontologies are called an alignment, which is formalized as follows:

Given an ontology \( O_{left} \) with matchable entities \( Q_L (O_{left}) \) and an ontology \( O_{right} \) with matchable entities \( Q_L (O_{right}) \), an alignment \( A \) is a set of triples \( (l, r, rel) \) with \( l \in Q_L (O_{left}), r \in Q_L (O_{right}) \) and \( rel \in \{=, \sqsubseteq, \sqsubset\} \). One such triple is sometimes called a correspondence. The meaning of a triple is that the concept \( l \) is related to the concept \( r \) by relation \( rel \), where \( = \) means that the concepts are equal, \( \sqsubseteq \) that \( l \) is less general as \( r \), and \( \sqsubset \) that \( l \) is more general as \( r \). This definition is an instantiation of the more abstract definition given by Euzenat and Shvaiko in [4].

When assessing an alignment, one often uses a so called gold standard. This is an alignment which is considered correct and used for evaluation of other alignments. Typical measures to assess the quality of an alignment with regard to this standard are precision and recall [5]. Precision is a measure which indicates how correct the resulting mapping is, while recall measures how many mappings are missing. These measures are often unified in the so called F-measure, which is the harmonic mean of precision and recall. For the remaining of this article we will, for clarity, distinguish between the left and right ontologies with \( l \) and \( r \) concepts respectively. When ontologies are matched, it is of no importance which one to choose as left and right.\(^1\)

\(^1\)As will be shown in section V, one can optimize the storage space needed if the ontology with less concepts is taken as the left ontology. The amount of signatures is linear with the size of the ontologies and only the ones for the left ontology have to be stored in memory all at once. However, the signatures are much smaller as the actual ontologies and hence the gain of switching the ontologies is not significant on modern hardware. In order to show the robustness of the system, the biggest ontology is chosen as the left one for the experiments.
III. Locality Sensitive Hashing

Locality-sensitive hashing (LSH) was first introduced by Indyk et al. [6] as a method for finding approximate nearest neighbors, given a distance measure, \( d \), and a threshold for the error, \( \varepsilon \). The method first selects a number of hash functions for which the probability of a collision is high if the hashed objects are similar. If objects are dissimilar, the hash functions are very likely to hash them to separate buckets. Now, to find near-neighbors of a query point, one hashes that point with each of the hash functions and returns the elements stored in the buckets the point gets hashed to. [7]

Concrete, to apply LSH we need a family \( \mathcal{H} \) of hash functions which map from a space \( \mathcal{D} \) to a universe \( \mathcal{U} \).

Let \( d_1 < d_2 \) be distances according to a distance measure \( d \) on a space \( \mathcal{D} \). The family \( \mathcal{H} \) is \( (d_1, d_2, p_1, p_2) \)-sensitive if for any two points \( p, q \in \mathcal{D} \) and \( h \in \mathcal{H} \):

- if \( d(p, q) \leq d_1 \) then \( Pr[h(p) = h(q)] \geq p_1 \)
- if \( d(p, q) \geq d_2 \) then \( Pr[h(p) = h(q)] \leq p_2 \)

where \( p_1 > p_2 \).

Using one function from \( \mathcal{H} \) to decide whether points are likely similar is not enough since the probabilities \( p_1 \) and \( p_2 \) might be close to each other. In LSH this problem is solved using amplification. This amplification is done by creating \( b \) functions \( g_j \), each consisting of \( r \) hash functions chosen uniformly at random from \( \mathcal{H} \). The names \( b \) and \( r \) stand for bands and rows. If one puts all outcomes of the hash functions of all \( g_j \) in a two-dimensional table, it can be split in \( b \) bands each consisting of \( r \) rows. A function \( g_j \) only maps points \( p \) and \( q \) to the same bucket if all hash functions it is build from hash the points to the same buckets. If for any \( j \), the function \( g_j \) maps \( p \) and \( q \) to the same bucket, \( p \) and \( q \) are considered close. Notice that the amplification also creates itself a locality sensitive family which is \( (d_1, d_2, 1 - (1 - p_1)^r)^b, 1 - (1 - p_2)^r)^b \) sensitive.

A very accessible introduction to LSH can be found from [8]. Some notations used in this section are borrowed from that book.

IV. Distance Measures For Similar Concepts

Several metrics introduced for concept distance work only when both concepts reside in the same ontology. Examples of these include metrics which measure the minimal path between concepts, shortest path in a is-a hierarchy, and depth with respect to a common subsumer. [9] For measuring distance between concepts from different ontologies, we can use information which is related to the concepts in their respective ontologies. The ways of comparing concepts found in the literature can be classified in three groups [4], namely matching using information available in labels and names of the concepts, using structural information or using information from instances defined using the ontology. These different ways can be used either in isolation or combined. In the scope of this article, only information available in labels will be used (see section V-A).

V. LSH For Ontology Alignment

When we regard ontology alignment as a nearest-neighbor problem, we can consider all concepts of the left ontology as being the collection of points from which we query. Subsequently, each point of the right ontology can then be seen as a query point for which we try to find a close match. When we query for nearest neighbors for each concept \( c_r \) from the right ontology, we will get a set of concepts from the left ontology which are likely similar to \( c_r \). This likelihood is depending on the distance metric associate with the locality-sensitive family \( \mathcal{H} \) and the values of \( r \) and \( b \).

A. Distance Metric

For our experiment, the Jaccard similarity for sets was used. Using this metric, the similarity between two sets \( A, B \subseteq S \) is measured as \( \text{sim}(A, B) = \frac{|A \cap B|}{|A \cup B|} \). The corresponding Jaccard distance measure is \( d(A, B) = 1 - \text{sim}(A, B) \).

There are two aspects to be considered before this metric can be used for LSH. Firstly, we need to find a family of locality-sensitive functions with respect to this distance. Secondly, we start from concepts in an ontology and hence we need to transform the concepts into sets between which the Jaccard similarity can be measured.

The first task has been solved by Broder [10] using the LSH family called min-hash. First, a random permutation \( \pi \) of the universe \( S \) is chosen. Then, the hash function is defined as \( h_\pi(A) = \min \{\pi(a) | a \in A\} \). Using this definition, the probability of a collision becomes \( P_{\pi_{r \pi}}[h_\pi(A) = h_\pi(B)] = \text{sim}(A, B) \). Therefore, we end up with a \( (d_1, d_2, 1 - d_1, 1 - d_2) \) sensitive family of hash functions.

For the second task a strategy inspired by Duan et al. [2] is used. The authors propose to use a document consisting of the concatenation of all the values of the rdfs:label property of all instances of the concept. This document is then processed and all terms are extracted. The distance is then defined as the Jaccard distance between the term sets of concepts.

In this article, however, no instance information is used. Hence, there is a need to develop novel strategies for measuring the distance between concepts only based on their label information. Two strategies were developed and used in the experiments below.

The first strategy involves the computation of the so-called n-grams of each label of each class. The set representing a concept is then taken as the union of all n-grams of the lowercased labels of the class. Now, the distance between two classes is defined as the Jaccard distance between these shingle-sets and hence min-hashing and LSH can be used.

The second strategy does not unite the labels of the class. Instead, for each class multiple sets are created, one for each label of the class. The labels are converted into sets as follows. First, the label is lowercased and split on whitespace or other punctuation marks. Next, if this operation created substrings of length 1, they will be merged back to the substring which come before it. All substrings of length 1 which could not be merged back, are removed. Finally, the concept is represented in the system as many times as it has labels. Each representation uses a set of the generated substrings to represent the class.
B. Implementation

The implementation used for our evaluation is programmed in Java and heavily uses parallelism to speed up the computation. From the description of the LSH algorithm, it can be noticed that the hashing of the concepts happens independent of each other. Therefore, they can be computed in parallel using a multi-processor system. Also multiple queries for nearest neighbors for the concepts of the right ontology can happen at the same time.

Inspired by [8], normal uniform hashing was used several times to speed up computations or save on storage space. Firstly, shingles are not stored as sequences of characters, but hashed down to a lower dimensional space so that they would occupy less space and compare faster. Secondly, the creating of permutations of \( S \) is avoided (which would be computationally unacceptably expensive). So, instead of creating a real permutation random (non locality-sensitive) hash functions are used which map each original index to a target index. The last place were normal random hashing is used to speed up computations is during the query phase. The elements of the signature of a concept in the same band are hashed to a single value. This hashing is performed using Rabin fingerprints as described by Broder [11].

VI. Evaluation

The proposed strategies are evaluated by conducting various experiments. The conducted experiments have several parameters. There are the datasets which are described in section VI-A and then there are the parameters used for the LSH algorithm. These parameters are the number of rows \( r \) and the number of bands \( b \). For the first strategy, there is also the shingle size.

There are several things which are interesting to measure. First, it is possible to see how many distinct shingles the concepts of the ontologies contain and the time needed to do the pre-processing. Then there is the time needed to calculate the min-hash signatures from the shingle sets. And finally the time needed to query the left signatures for concepts similar to the right signatures. After the experiment, the proposed mapping can be obtained and its quality evaluated. This quality can be evaluated by comparing its performance to (i) a random algorithm and (ii) a hypothetical perfect one, i.e., a gold standard.

For the random algorithm, the same number of pairs which the proposed algorithm produces are randomly selected and all of them are considered positives. Then the precision and the recall of this algorithm are calculated. The performance of the random algorithm can be predicted from the number of positives \( n \), the size of the left ontology \( l \), the size of the right ontology \( r \), and the number of alignments in the reference alignment \( a \). The expected values for the performance of the random algorithm can be found in table I. It is clear from the formulas that if \( l \cdot r \) is large compared to \( a \), the random algorithm will have a very bad performance. Since our ontologies are large and our alignment relatively small, the random approach will produce results for which the precision and recall are very close to zero. Therefore there will be no literal comparison to this algorithm, but it should be noted that if a correct correspondence is obtained, it is very unlikely that it was created by coincidence.

The perfect algorithm is hypothetical and produces only true positives and hence has a precision of 1 and a recall of 1. In practice, this algorithm just uses the reference alignment to generate pairs. Comparing with the reference alignment gives an evaluation for the whole procedure.

A. Datasets

The datasets used in the evaluation are taken from the Large Biomed Track of the Ontology Alignment Evaluation initiative\(^2\). The first dataset is the FMA ontology\(^3\), which contains 78,989 classes, the second is the NCI ontology\(^4\) containing 66,724 classes, and finally a fragment of the SNOMED ontology\(^5\) which contains 122,464 classes. This choice of datasets is mainly to make comparison of matching systems possible. The FMA ontology only contains classes and non-hierarchical datatype properties, i.e., no object or datatype properties nor instances. The NCI ontology contains classes, non-hierarchical datatype and hierarchical object properties. The classes of all ontologies are structured in a tree using \textit{owl:SubClassOf} relations. As a gold standard, the UMLS-based reference alignments as prepared for OAEI 2013\(^6\) are used. Only the equal correspondences are retained and all confidence levels are considered one.

B. Experiments

The first two experiments are concerned with the first proposed strategy. Since the strategy has a n-gram size, an attempt is made to find out how the n-gram size affects the quality and speed of the algorithm. Therefore, a fixed number of bands (20) and rows (24) is chosen and the algorithm is run for \( n \) between 1 and 20. Then graphs are created which relate the n-gram size with the different timings and the result quality indicators.

In the second experiment, a fixed shingle size \( (6) \) is used and different values for the number of bands \( b \) and rows \( r \) are tried. To keep these comparable, it is ensured that \( b \cdot r = 480 \). The number 480 is chosen because it has many divisors and it complies with the ‘several hundred permutations’ as proposed in [8]. Also these experiments are graphed and discussed.

The third experiment evaluates the second proposed strategy. This strategy does only have the bands and rows parameters and hence only one series of experiments is conducted. The experiment is essentially the same as the second one.

To keep these experiments comparable, the NCI ontology and SNOMED fragment are used in all experiments. The experiments are executed on a OpenJDK 64-Bit Server VM. The Java VM runs on hardware with two Intel Xeon E5-2670 processors (totaling 16 multi-threaded cores).

\(^2\)\url{http://www.cs.ox.ac.uk/isg/projects/SEALS/oaei2013/}
\(^3\)\url{http://sig.biostr.washington.edu/projects/fm/}
\(^4\)\url{http://www.obofoundry.org/cgi-bin/detail.cgi?id=ncithesaurus}
\(^5\)\url{http://www.ihtsdo.org/index.php?id=545}
\(^6\)\url{http://www.cs.ox.ac.uk/isg/projects/SEALS/oaei2013/oaei2013_umls_reference.html}
TABLE I. EXPECTED VALUES FOR THE RANDOM ALGORITHM. CONCRETE VALUES ARE CALCULATED USING VALUES FROM SECTION VI-A FOR THE NCI AND FMA ONTOLOGIES, USING n = 10000.

<table>
<thead>
<tr>
<th></th>
<th>TRUE</th>
<th>FALSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>$n^m \times \alpha = 0.00548$</td>
<td>$n \times (1 - (\frac{\alpha}{r})) = 9999.99451$</td>
</tr>
<tr>
<td>Negative</td>
<td>$(l \times r - \alpha) \times (1 - \frac{\alpha}{r}) = 5270449146$</td>
<td>$\alpha \times (1 - \frac{\alpha}{r}) = 2889.99451$</td>
</tr>
</tbody>
</table>

C. Results

The results of the first experiments are shown in the charts in figs. 1 to 3. The first chart shows, in function of the n-gram size, the number of distinct shingles created from the labels, the number of unique shingle concept pairs and the time needed to calculate the shingles. From the graph it can be noted that the longer the n-grams are, the faster they are found. This is as expected since, given a fixed string, the number of n-grams is lower for a larger n. Further, the longer the shingles are, the more distinct shingles are found. This is again not surprising since there are more possible shingles when they can be longer. Finally, the Shingle to concept mapping indicates that there are less shingles found overall.

![Fig. 1. Number of distinct shingles, shingle to concept mappings and shingling time in function of the n-gram size.](image1)

The second chart shows the time needed for the different parts of the algorithm where the calculation of the signature of the query points is included in the signature calculation time. The signature calculation is very fast, and very similar for the different n-gram sizes. There were a couple of calculations which took slightly longer, but a clear pattern was not found. The pre-processing is slower for smaller n-gram sizes since there are more shingles to be calculated. The first two measurements for nearest-neighbor querying are clearly not correct. They will be discussed further in the next paragraph. Besides these two, the calculation of the nearest neighbors is faster when there are larger shingles. This can be explained by the fact that there are less shingle to concept mappings.

![Fig. 2. The time for the various parts of the LSH process in function of the n-gram size.](image2)

From the third and last chart it can be seen that, all in all, the size of the shingles does not affect the quality much. Both precision and recall are more or less constant. When looking carefully, it is seen that recall and hence the F-measure decrease slightly. This is explained by the fact that when the shingles are short, there will be a larger fraction of the true positive pairs which gets tested by coincidence. In both the second and third figure, it was clear that n-grams of size one and two did not perform normal. The reason for this are the Rabin fingerprints, which do not work well for too small inputs.

![Fig. 3. The precision, recall and F-measure in function of the n-gram size.](image3)

For the second experiment, with fixed shingle size, the results are shown in figs. 4 to 6. The pre-processing is not included in the graph since it happens before the number of rows and bands are chosen and is hence not affected by this choice. The signature calculation seems independent of the number of bands. This is as expected since the amount of signatures to be calculated is dependent on the product of r and b and hence constant. There does not seem to be a clear pattern in the behavior of the nearest neighbor calculation time. In future research the behavior of this curve could be further investigated.

The next figure (fig. 5) shows the fraction of true positive and false positive results. As can be seen from the chart, the more bands in use, and hence the fewer rows per band, the more false positives are generated. The reason for this behavior is that reducing the amount of rows per band causes more pairs to be generated. From a theoretical point of view, one can see
that if there is a chance \( p \) to find a match within 1 row, then there will be a \( p^r \) chance to find a match in \( r \) rows. Hence, if there are \( x \) rows, the chance will be \( p^x \), while with \( x/2 \) rows this will be \( p^{x/2} = \sqrt{p^x} \).

The last graph of this experiment (fig. 6) indicates the precision, recall and F-measure for each band size. This graph shows that the precision goes down when less rows are required to agree, i.e., the band size is smaller. It, however, also indicates that overall more correct pairs are found, which is seen from the bigger recall for smaller bands. These observations correspond to the expectation described in the paragraph above.

The third experiment uses the second strategy where each concept is represented in the system as many times as it has labels. In this experiment the ontologies, with 66,724 and 122,464 classes, are expanded to 122,508 and 179,238 representations respectively. The results of this approach seem promising and are illustrated in figs. 7 to 9. As in the previous experiment, the signature calculation (fig. 7) is fairly constant. When comparing the signature calculation time between this and the previous experiment, it can be noted that calculating the signatures is only very slightly slower. The average speed for the previous experiment was 929ms as compared to an average of 1135 ms in this experiment. As discussed in the previous experiment, there is no clear pattern in the behavior of the nearest neighbor query time. The clearly outlying measurement for the one big band of 480 rows is caused by the fact that the current implementation is not able to parallelize the neighbor querying.

fig. 8 shows the fraction of true and false positives. When comparing to fig. 5 from the previous experiment, there are relatively more false positives. From fig. 9 it can be seen that the false positives are the price which one has to pay to get a much higher recall as in the previous experiment. Because of the larger recall and the only marginally worse precision a much higher value for the F-measure is obtained.

VII. DISCUSSION AND FUTURE WORK

The information from the ontology used by this system is fairly limited. Only the label information is retained and
all relational information about the classes is ignored. Further, information about object or datatype properties is not incorporated, nor are instances used to enrich the matching. Hence, one can not expect that the system could perform comparably to other, more advanced, matching systems. However, when comparing our findings to the systems used in the 2013 Large BioMed Track of the OAEI\(^7\), it seems that the second strategy performs fairly well. The best result was obtained when using 1 band with 480 rows. The concrete result was a precision of 0.842 and a recall of 0.535 leading to an F-measure of 0.654. When comparing with ServOMap, the best system which  
performed this experiment in the evaluation, we find an F-measure 10% higher as our result. This is significant, moreover because also the confidence levels are taken into account for the ServOMap system. The price for this improvement is a runtime of 6320 seconds, roughly 300 times longer than our system, which gave a result after 21.5 seconds. When looking at the fastest matching system, the LogMapLt system is the fastest in the evaluation with a runtime of that system is 132 second or about 6 times slower the proposed system. Also, the LogMapLt system scores somewhat worse when comparing to the second strategy proposed in this paper, but again the LogMapLt figures include the confidence levels.

Obviously, it is not fair to pick the best result for our system and compare it with one of the results of the other systems. Therefore, the same strategy was applied to the two other combinations which were used in the evaluation, namely a matching of the SNOMED with the FMA ontology and the NCI with the FMA ontology. Further, also smaller subsets of these ontologies were tested to obtain results which can be compared with the top systems in the evaluation\(^8\). The results of these experiments are summarized in table II.

When comparing the summary of the results for precision, recall and F-measure with those of the top systems in the evaluation, the proposed system ranks at the lower end. Concretely, in terms of precision, recall and F-measure the system ranks right after LogMapLt\([12]\) whose results are also included in table II. When the speed of matching is observed, however, the proposed system is much faster than the other systems. The LogMapLt system was the fastest and completed within 371 seconds. The proposed system needs 54.3 seconds to complete the six tasks and is hence 6.8 times faster. The table also includes the results for the best system in the competition, the YAM++ system\([13]\), which scores much better with regard to precision, recall and hence F-measure. However, to obtain these results the YAM++ system needs 2066 seconds, which is roughly 40 times more than the proposed system.

When a matcher produces a mapping between two ontologies, the mapping might be incoherent, i.e., the mapping combined with the original ontologies entails axioms that do not follow from the ontologies or the mapping. Several systems, including the YAM++ system, perform a mapping repair operation which attempts to remove a small set of mappings in order to make the resulting mapping coherent. The proposed system does not perform any checking on the results and therefore the coherence of a proposed mapping will be dependent only on the similarity of the labels of the ontologies and the number of violating mappings this causes.

The results of the proposed system are promising, especially using the second strategy the proposed system is able to find a mapping of reasonable quality very fast. Further experimenting should point out whether the strategy is useful for a broader set of ontology matching problems. The continuing fight between efficiency versus effectiveness has been widely discussed by Ermolayev et al.\([14]\). What this means in practice is that if one wants to find solutions faster, one will have to give up quality, and if one wants better results, one will have to wait for them. Obviously, it would be possible to build a hybrid system which would first provide a very fast result and then present corrections after some time.

There are still many aspects of using locality-sensitive hashing in ontology matching which should be researched. Firstly, one could try to fit different metrics and their accompanying locality-sensitive families to the ontology matching problem. This could be the cosine distance and the random hyperplane hash as was tried in\([2]\) for instance-based matching, but also other distance metrics and ways of fitting them to the problem could be tried.

Secondly, there is the issue of finding good parameters for the signature calculation and its banding. We refrain from making any conclusions about good parameters since our sample is too small. More alignment problems should be tried and perhaps a set of good parameters can be found. Another approach could be the use of LSH forests as proposed in\([15]\). The use of LSH forests removes the need of specifying the parameters, but seems to be more difficult to parallelize.

### Table II. Results of Applying the Second Strategy Using 480 Rows in 1 Band on Pairs of Datasets Used in the 2013 Large BioMed Track of the OAEI.

<table>
<thead>
<tr>
<th>Task</th>
<th>Time (s)</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1: FMA-NCI small fragments</td>
<td>1.6</td>
<td>0.937</td>
<td>0.802</td>
<td>0.864</td>
</tr>
<tr>
<td>Task 2: FMA-NCI whole ontologies</td>
<td>12.6</td>
<td>0.641</td>
<td>0.800</td>
<td>0.712</td>
</tr>
<tr>
<td>Task 3: FMA-SNOMED small fragments</td>
<td>2.0</td>
<td>0.954</td>
<td>0.187</td>
<td>0.313</td>
</tr>
<tr>
<td>Task 4: FMA whole ontology with SNOMED large fragment</td>
<td>11.4</td>
<td>0.893</td>
<td>0.187</td>
<td>0.310</td>
</tr>
<tr>
<td>Task 5: SNOMED-NCI small fragments</td>
<td>5.2</td>
<td>0.935</td>
<td>0.535</td>
<td>0.680</td>
</tr>
<tr>
<td>Task 6: NCI whole ontology with SNOMED large fragment</td>
<td>21.5</td>
<td>0.842</td>
<td>0.535</td>
<td>0.654</td>
</tr>
<tr>
<td>Summary</td>
<td>54.3</td>
<td>0.867</td>
<td>0.508</td>
<td>0.589</td>
</tr>
<tr>
<td>Summary for the LogMapLt system</td>
<td>371</td>
<td>0.874</td>
<td>0.517</td>
<td>0.598</td>
</tr>
<tr>
<td>Summary for the YAM++ system</td>
<td>2066.1</td>
<td>0.942</td>
<td>0.728</td>
<td>0.817</td>
</tr>
</tbody>
</table>

*Notes:* The times measured do not include the class loading of the Java virtual machine which occurs once only. When an experiment is repeated, its run-time is roughly 0.8 seconds shorter. The shorter time is reported. The summary of the time is the sum of the run-times of the experiments, other reported figures are averages. This summarization enables a comparison with the top systems at the OAEI 2013 Large BioMed Track which is also the source for the results of the other systems\(^8\). Note that the results for LogMapLt and YAM++ account for confidence levels while the proposed system does not.
Thirdly, it would be interesting to see how the system which was used in this paper would work on different hardware. Since the computation can be performed in parallel, it might be possible to create a version which can be executed on GPUs which would enable a tremendous parallelization for a reasonable price.

Lastly, it seems reasonable and possible to use multiple LSH processes at the same time and only retain those pairs which are selected by a certain number of processes. These processes can each use a different LSH strategy and work completely in parallel. It is also possible to create a weighted sum of the processes and if the sum reaches a certain threshold, the pair will be proposed as a solution. This weighted sum would be subject to an on-line optimization process which could perhaps be solved using some form of evolutionary computing.

VIII. CONCLUSIONS

In this paper an effort was made to solve the problem of matching two ontologies by applying locality-sensitive hashing. Overall, a string-based alignment was performed where label information of the classes was used to create the alignment. In a first strategy, this label information was shingled and each of the shingle sets was merged to form one big set representing the class. A second strategy represented each class multiple times in the system, each time with a set containing tokens from a label of the class. These representations were then used as an input to min-wise hashing. This hashing results in signatures which were in turn combined to form an amplified locality-sensitive family of functions. Finally, the one ontology was used as pool of potentially close concepts, and each concept of the other ontology was queried from it. The collection of close matches were reported as correspondences of the matching task.

Three experiments were conducted. In the first one the first strategy was used and different shingle sizes were tried, while keeping the parameters for the amplification constant. The second experiment, also using the first strategy, varies the amplification parameters and keeps the shingle size constant instead. In the final experiment, the second strategy was used in what was further a copy of the second experiment. The results of these experiments were promising. We can draw the conclusion that it is feasible to perform a matching using LSH with a relatively high speed. The second strategy seemed to work better than the first one and its quality was reasonable, often on par with state-of-the-art matching systems. Systems which produce better results are always slower, sometimes even very much so.

This is still initial research and there are still many aspects of this approach which should be investigated, like the use of other metrics, the selection of parameters, using other hardware solutions, or using multiple instances of an LSH matching process at the same time. Further, the second strategy should be tried on more ontology matching problems to prove its general applicability.
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