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Abstract—In the modern world, a rapid growth of malicious software production has become one of the most significant threats to the network security. Unfortunately, widespread signature-based anti-malware strategies can not help to detect malware unseen previously nor deal with code obfuscation techniques employed by malware designers. In our study, the problem of malware detection and classification is solved by applying a data-mining-based approach that relies on supervised machine-learning. Executable files are presented in the form of byte and opcode sequences and n-gram models are employed to extract essential features from these sequences. Feature vectors obtained are classified with the help of support vector classifiers integrated with a genetic algorithm used to select the most essential features, and a game-theory approach is applied to combine the classifiers together. The proposed algorithm, ZSGSVM, is tested by using a set of byte and opcode sequences obtained from a set containing executable files of benign software and malware. As a result, almost all malicious files are detected while the number of false alarms remains very low.

I. INTRODUCTION

Malicious software, or malware, remains a significant threat to the Internet and today’s computing community [1]. The recent growth in high-speed internet connections and internet network services has led to an increase in the creation of new malicious code, mainly for the theft of personal information and recruitment of computers to botnets [2]. Moreover, malware designers apply sophisticated techniques to hide the presence of their creations in a computer system, making the problem of malware detection even more difficult [3].

A dramatic increase in malware production has resulted in the development of new tools and strategies to detect malicious software. Despite this, signature-based approach of malware detection remains the most widespread commercial anti-malware solution. As a rule, software based on such approach searches for a specific signature inside a file analyzed. The signature can contain a specific sequence of bytes or a portion of a machine language instruction. Unfortunately, a malware signature cannot be extracted until an instance of this malware has damaged several computers or networks. Thus, the signature-based approach cannot detect previously unseen malicious software. Furthermore, this approach cannot cope with code obfuscation techniques such as garbage insertion, code reordering and variable renaming, which are employed by malware designers to hide the actual behavior of their malicious creations [4], [5], [6].

Data-mining-based approach can be used to deal with the problem caused by code obfuscation. This approach involves the analysis of a dataset that includes several characteristic features extracted from malicious samples and benign software to build a classification tool that is able to detect undocumented malware [13]. Data mining approaches rely on machine-learning algorithms that can be classified into three different types: supervised learning [7], unsupervised learning [8] and semi-supervised learning [9].

The extraction of features to build a model for malware detection is usually carried out by analyzing byte sequences of executable binaries. Study [10] proposes a method to analyze binary content of files by using n-gram analysis and efficient statistical modeling techniques in order to determine the validity of file type in network traffic flows or on a local disk. In [11], a byte-frequency based detection model to deal with the problem of malware variants detection is proposed. In addition, recent studies have investigated the ability of operational codes (opcodes) to detect malicious software [12]. An opcode is the portion of a machine language instruction that specifies the operation to be performed. In studies [13] and [14], detection of malicious code is based on previously seen examples and carried out with the help of opcode n-gram representation and several well-known classifiers.

After a malicious software or a file already infected by that software has been detected, the anti-malware system performs a specific action depending on the malware characteristics. A proper determination of the malware type allows detecting the emergence of new threats and assesses the risk in quarantine and cleanup. There are several researches that are devoted to automated classification and analysis of malicious software. Paper [2] presents an effective algorithm, which uses a diversity of static feature selection methods to identify and classify malware families and distinguish malware from goodware. Study [15] proposes a classification method based on function level similarity comparison, which is founded on the observation that most malware variants are generated with metamorphic engines or malware generating tools and that those originated from the same program share most of their components.

In this research, we apply the data-mining-based approach for both the detection of malware and its classification. Let us assume that there is a quite big set of properly labeled executable files. This allows us to apply supervised machine-
learning leaving the analysis of unsupervised malware detection methods for a future work. Files of this set are presented in the form of byte and opcode sequences and n-gram models are employed to extract essential features from these sequences. A classification model is then built with the help of support vector machines, which are well-known binary classifiers. The problem of the classifiers combination is considered as a decision-making task and game theory methods are applied to predict the class or to estimate class probabilities. A genetic algorithm is used to select the most essential features and, therefore, cope with the high dimensionality of the problem.

The rest of the paper is organized as follows. Feature extraction based on applying n-gram models to byte and opcode sequences is considered in Section II. In Section III, we present the classic support vector machine, genetic algorithm and some basics of game theory. Section IV introduces a model which is built with the help of feature vectors extracted and used to detect malware. In Section V, we present several simulation results to evaluate the algorithm proposed and compare it with some analogues. Finally, Section VI draws the conclusions and outlines future work.

II. FEATURE EXTRACTION

Executable files can be presented in the form of byte or opcode sequences [11], [12]. An opcode is the portion of a machine language instruction that specifies the operation to be performed: arithmetic or data manipulation, logical operation or program control. Opcodes reveal significant statistical differences between malware and legitimate software and even single opcodes are able to serve as the basis for the detection of malicious executables [12]. Opcodes can be used with one or more operands which show upon what data the operation should act. Since the operands strongly depend on CPU architecture and can be used by malware designers to hide malicious code [14], we analyze only the sequence of opcodes without taking into consideration opcode parameters.

An n-gram word model is applied to transform all byte and opcode sequences extracted from executable files of a training set to sequences of n-grams. An n-gram is a sub-sequence of n overlapping items (characters, letters, words, etc) from a given sequence [16]. N-gram sequences are then used to construct n-gram frequency vectors, which express the frequency of appearance of every n-byte and n-opcode. To obtain such vector for opcode n-grams, we find all unique n-opcodes contained in the executables of the training set and build the frequency vector by counting the number of occurrences of each such n-opcode entry in the analyzed sequence. In the same manner, a frequency vector for byte n-grams can be extracted. Thus, each executable file is transformed to two numeric vectors of lengths \( N_{oc} \) and \( N_{b} \) equal, respectively, to the number of unique opcode and byte n-grams found in the training set.

III. MATHEMATICAL BACKGROUND

The algorithm proposed to build a classification tool that is able to detect malicious executable files relies on a genetic algorithm (GA) to select the most essential features, support vector machines (SVMs) to classify executable files and the solution of a zero-sum game (ZSG) to combine classifiers together. These mechanisms are explained in more detail in the next subsections.

A. Genetic Algorithm

Genetic algorithms belong to a class of stochastic optimization algorithms in which the principles of organic evolution are used as rules in optimization. They are often applied to optimization problems when specialized techniques are not available or standard methods fail to give satisfactory answers. GAs are also used to automatically determine the relative importance of many different features and to select a good subset of features available to the system [17], [18].

As usual, GA starts with an initial set of feasible solutions (called population) and tends to an optimal solution using processes similar to evolution: crossover and recombination. Crossover is a genetic operator that combines two solutions (parents) to produce a new solution (offspring). The idea behind crossover is that the new solution may be better than any of the parents if it takes the best characteristics from each of the parents. Recombination produces spontaneous random changes in various solutions of the current population and that might improve those solutions. Crossover and recombination contribute new solutions to the population. During each iteration of the algorithm (generation) all members of the current population are evaluated: better solutions have a higher probability to be selected for the new population. The algorithm stops when some stopping criterion is fulfilled: usually, a maximal number of generations is reached or a maximal number of function evaluations is made.

Genetic algorithms where the best individuals survive with the probability of one are usually known as elitist genetic algorithms. Elitism guarantees survival of the best element of the population and therefore guarantees that at least the fitness of the population measured as the fitness of the best individual does not decrease after the next iteration. The elitist genetic algorithm and theoretical estimation for its convergence are considered in study [19].

B. Support Vector Machine

Support vector machines are supervised learning models with associated learning algorithms that analyze data and recognize patterns. Over the last decade, SVMs have been applied for many classification problems because of their flexibility and computational efficiency. As a rule, during the training an SVM takes a set of input points, each of which is marked as belonging to one of two categories, and builds a model representing the input points in such way that the points of different categories are divided by a clear gap that is as wide as possible. Thereafter, a new data point is mapped into the same space and predicted to belong to a category based on which side of the gap it falls on.

SVM models can efficiently perform linear and non-linear classification by mapping input vectors into high-dimensional feature spaces. A linear SVM model separates data belonging to different categories by using a hyperplane so that the distance from it to the nearest data point on each side is maximized. In case such a hyperplane does not exist, the algorithm chooses a hyperplane that splits input points as cleanly as possible. For mislabeled points, a penalty function
which measures the degree of misclassification of the data points is introduced. Thus, the model is built to maximize the distance from the separating hyperplane to the nearest data point on each side, taking into account the penalties caused by mislabeled data points. The kernel trick allows the SVM algorithm to become nonlinear to separate points by a hyperplane in a transformed feature space.

A regular SVM model classifies data belonging to two different categories. Let us consider a classification problem where \( m \) samples belong to two categories: if sample \( x_i \) belongs to the first category then it has label \( y(x_i) = 1 \), and otherwise \( y(x_i) = -1 \). In this case, the hyperplane \( (w, b) \) for the SVM model can be found after solving the following optimization problem:

\[
\min_{w,b,\varepsilon} \frac{1}{2} w^T w + C \sum_{i=1}^{m} \varepsilon_i, \\
\text{subject to } \left\{ \begin{array}{l} y(x_i) (w^T \phi(x_i) + b) \geq 1 - \varepsilon_i, \\ \varepsilon_i \geq 0, \quad \forall i = \{1, \ldots, n\}, \end{array} \right. \tag{1}
\]

where \( \varepsilon_i \) is the slack variable, which measures the degree of misclassification of \( x_i \), \( C \) is the penalty parameter and function \( \phi(x) \) maps \( x \) to a higher dimensional space. Once optimal hyperplane \( (w, b) \) is found, a new sample \( x \) is classified as follows:

\[
y(x) = \begin{cases} 1, & \text{if } s(x) \geq 0, \\ -1, & \text{if } s(x) < 0, \end{cases} 
\]

where function \( s(x) \) is calculated as

\[
s(x) = w^T \phi(x) + b. \tag{3}
\]

However, in many classification problems feature vectors belong to more than two different classes. One well-known strategy to deal with this case is to build \((n_L)(n_L - 1)/2\) binary classifiers, where \( n_L \) is the number of different labels in the training set. Each such classifier is trained on data belonging to two different categories \( L_i \) and \( L_j \) and returns the corresponding function \( s_{ij}(x) \), where \( i, j \in \{1, \ldots, n_L\} \) and \( i \neq j \). Let us notice that

\[
s_{ij}(x) = -s_{ji}(x). \tag{4}
\]

A new sample \( x \) goes through all functions \( s_{ij}(x) \), and it is defined either belonging to the \( i \)-th (\( s_{ij}(x) \geq 0 \)) or the \( j \)-th (\( s_{ij}(x) < 0 \)) category. Finally, the category of \( x \) is defined as the one which collects the most votes [22].

### C. Zero-sum Matrix Game

The normal form of two-person zero-sum game [20] is given by triplet \((S^1, S^2, \pi)\), where \( S^1 \) and \( S^2 \) are sets of strategies available for the 1-st and 2-nd player correspondingly and \( \pi \) is a real-valued function \( \pi: S^1 \times S^2 \to \mathbb{R} \) which associates the first player payoff (equal to the second player loss) with every pair of strategies. The goal of the first player is to select the strategy maximizing his payoff, whereas the goal of the second player is to select the strategy minimizing his loss.

When \( S^1 \) and \( S^2 \) are finite sets the function \( \pi \) can be represented as a payoff matrix \( \pi = [\pi_{ij}] \), where the value \( \pi_{ij} \) is the first player gain (the second player loss) in the case when the first player selects the \( i \)-th strategy and the second player selects the \( j \)-th strategy. The point \((i^*, j^*)\) is called the saddle point of the game and \( \pi_{i^*, j^*} \) is the value of the game if for any strategies \( i \) and \( j \) of the first and second player correspondingly the inequality \( \pi_{ij} \leq \pi_{i^*, j^*} \leq \pi_{i^*, j} \) holds. The matrix game has a saddle point \((i^*, j^*)\) if and only if \( \min_j \max_i \pi_{ij} = \max_i \min_j \pi_{ij} = \pi_{i^*, j^*} \). In this case, the matrix game has a solution in pure strategies.

In the case a game does not have a saddle point, there are two options: the best guaranteed result solution and solution in mixed strategies. The best guaranteed result solution is defined as \( \arg \max_i \min_j \pi_{ij} \) and \( \arg \min_i \max_j \pi_{ij} \) for the first and the second players respectively. The set of mixed strategies \( Q^l \) of the \( l \)-th player \((l \in \{1, 2\})\) may be represented as a set of probability vectors: \( Q^l = \{q^l_1, \ldots, q^l_{m_l}\} : q^l_k \geq 0, \sum_{k=1}^{m_l} q^l_k = 1 \), where \( q^l_k \) is a probability that the \( l \)-th player selects the \( k \)-th pure strategy and \( m_l \) is the number of such strategies available for the \( l \)-th player. For a two-person game with payoff matrix \( \pi \) and sets of mixed strategies \( Q^1 \) and \( Q^2 \), mixed strategies \( q^1 \in Q^1 \) and \( q^2 \in Q^2 \) are optimal mixed strategies if \( (q^1)^T \pi q^2 \leq (q^{1*})^T \pi q^2 \leq (q^1)^T \pi q^2 \) for all \( q^1 \in Q^1 \) and \( q^2 \in Q^2 \). The point \((q^{1*}, q^{2*})\) is called the saddle point for mixed strategies and the value \((q^{1*})^T \pi q^{2*}\) is called the value of the game in mixed strategies. It was proved that every matrix game has a solution in mixed strategies [20].

### IV. Algorithm

The application of n-gram models returns high-dimensional feature vectors even for small values of \( n \). To reduce time and computing resources when classifying those vectors, a dimensionality reduction technique is supposed to be employed. Despite the development of supervised dimensionality reduction methods [21], feature selection based on a genetic algorithm remains one of the most powerful means to escape from high dimensionality in a classification problem [18].

Let us denote the size of feature vectors obtained after applying n-gram models as \( N \), where \( N = N_{ow} \) or \( N = N_b \). First, we choose the number \( N_f \) of the most essential features to be selected. This number should not be high to allow the classifiers work fast, but high enough to classify malware properly. After \( N_f \) is chosen, an initial population for GA is formed. Each individual in this population is a binary vector of length \( N \) in which one is placed in the \( i \)-th position if the \( i \)-th feature is selected. Zeros correspond to non-selected features. The initial population is constructed randomly with just the restriction that the number of features selected does not exceed \( N_f \).

Recombination and crossover are used to generate new individuals. To perform recombination, one individual is randomly selected, and half of its values, which are ones, is changed to zeros. Further, taking into account that the total number of units can not exceed \( N_f \), some zero values become units. A simple two-point crossover is performed next. Two individuals \( I^1 = (I^1_1, \ldots, I^1_k) \) and \( I^2 = (I^2_1, \ldots, I^2_k) \) are chosen randomly and act as parents. Then a number \( k : 1 \leq k \leq N \) is picked randomly, and new individual \( I \) is formed as follows: \( I = (I^1_1, I^1_2, I^2_3, \ldots, I^2_k) \). If the number of units in the vector obtained is greater than \( N_f \), several values become zeros.
After crossover and recombination have been performed, some individuals which correspond to highest values of fitness function are selected for the next generation. In this study, classification accuracy is chosen as the fitness function. Classification accuracy is calculated by using the k-fold validation approach. In k-fold cross-validation, the training set is randomly partitioned into k equal-size subsets. Of the k subsets, a single subset is retained as the validation data for testing the model and the remaining k − 1 subsets are used as training data. The cross-validation process is then repeated k times, with each of the k subsets used exactly once as the validation data. Therefore, for features corresponding to the individual I, k classification accuracy values are calculated. The fitness function value f(I) is then calculated as follows:

\[ f(I) = \frac{1}{k} \sum_{\nu=1}^{k} A_{\nu}, \]

where \( A_{\nu} \) is malware classification accuracy for the \( \nu \)-th subset of the training set when only features corresponding to the individual \( I \) are selected. The rest of the algorithm description is devoted to the malware classification scheme.

Let us assume that the training set consists of benign software executables and different types of malware which belong to \( n_a \) categories. After extracting byte or opcode sequences, applying an n-gram model and selecting features by using GA, the set of labeled vectors is obtained, where a label is equal to \( a_{1I} \in \{1, \ldots, n_a\} \) for a malware file and zero for a benign software. The aim is to build a model which is trained on the basis of this set and allows to detect malware executable files and define to which malware categories they belong to. For this purpose, we train \( n_a(n_a + 1)/2 \) binary SVMs using the data belonging to two different categories. As described in the previous section, the SVM trained with the data from categories \( i \) and \( j \) returns the function \( s_{ij} \).

Let us consider a new executable file which is supposed to be classified. After the n-gram model has been applied and the most essential features have been selected, we denote the resulting vector as \( x \). For this vector, the matrix zero-sum game \( (S^1, S^2, \pi(x)) \) is constructed, the strategies corresponding to different SVM classifiers, i.e. \( S^1 = S^2 = \{0, 1, \ldots, n_a\} \). The payoff matrix \( \pi(x) = \{\pi_{ij}(x)\}, i, j \in \{0, 1, \ldots, n_a\} \) is calculated as follows:

\[ \pi_{ij}(x) = \begin{cases} 1, & \text{if } i = j, \\ \min(1, s_{ij}(x)), & \text{if } i \neq j. \end{cases} \]  

According to the statement about the saddle point in a matrix game, the game \( (S^1, S^2, \pi(x)) \) has a solution in pure strategies \((i^*, j^*)\) if and only if \( \min_i \max_j \pi_{ij}(x) = \max_i \min_j \pi_{ij}(x) = \pi_{i^*j^*}(x) \), where \( i, j \in \{0, 1, \ldots, n_a\} \). It is obvious, that \( \min_i \max_j \pi_{ij}(x) = 1 \), because \( \pi_{ij}(x) \in \{0, 1\} \) and \( \pi_{ij}(x) \leq 1, i \neq j \). On the other hand, \( \forall i \min_j \pi_{ij}(x) \leq 1 \) and consequently \( \max_i \min_j \pi_{ij}(x) \leq 1 \) only in the case when \( \exists^*: \min_i \pi_{i^*j^*}(x) = 1 \) or equivalently \( \exists^*: \pi_{i^*j^*}(x) = 1, \forall j \in \{0, 1, \ldots, n_a\}. \)

Let us also notice, that the game \( (S^1, S^2, \pi(x)) \) can have several saddle points, but in this case all of them are placed in the same row. Assume, that there are two saddle points \((i_1, j_1)\) and \((i_2, j_2)\), such that \( i_1 \neq i_2 \). As we proved earlier, it is required that \( \pi_{i_1j_1}(x) = 1 \) and \( \pi_{i_2j_2}(x) = 1, \forall j \in \{0, 1, \ldots, n_a\}. \)

In particular, it means that \( \pi_{i_1j_1}(x) = 1 \) and \( \pi_{i_2j_1}(x) = 1 \), and consequently \( s_{i_1j_1}(x) > 0 \) and \( s_{i_2j_1}(x) > 0 \), which contradicts the definition of the SVM function \( s_{ij}(x) \) in equation (4).

In terms of classification of new vector \( x \), the existence of one or several saddle points means, that one class is winning, because all saddle points are located in the same game matrix row. Thus, if the game \( (S^1, S^2, \pi(x)) \) has a saddle point \((i^*, j^*)\), we assign to \( x \) the label \( a_{1i^*}(x) \) which corresponds to the \( i^* \)-th row.

However, usually a matrix game can not be solved in pure strategies, i.e. it does not contain any saddle point. As proposed in the previous section, one variant to solve the game in this case is to find the best guaranteed result solution. For the game \( (S^1, S^2, \pi(x)) \), this solution can be defined as

\[ \pi_{i^*j^*}(x) = \max_{i \in \{0, 1, \ldots, n_a\}} \left( \min_{j \in \{0, 1, \ldots, n_a\}} (\pi_{ij}(x)) \right), \]

\[ \pi_{i^*j^*}(x) = \min_{j \in \{0, 1, \ldots, n_a\}} \left( \max_{i \in \{0, 1, \ldots, n_a\}} (\pi_{ij}(x)) \right), \]

for the first and the second player correspondingly. This solution is equivalent to the solution that can be found with the help of fuzzy multi-class SVM [23]. Fuzzy SVM classifies the vector \( x \) as follows:

\[ i^* = \arg\max_{i \in \{0, 1, \ldots, n_a\}} m_i(x), \]

where \( m_i(x) = \min_{j \in \{0, 1, \ldots, n_a\}} (1, s_{ij}(x)) \).

As we can see, the label assigned to \( x \) by fuzzy SVM is the same as the label assigned by the solution which guarantees the best result for the first player in the game \( (S^1, S^2, \pi(x)) \), i.e.

\[ i^* = \arg\max_{i \in \{0, 1, \ldots, n_a\}} (\min_{j \in \{0, 1, \ldots, n_a\}} (\pi_{ij}(x))). \]

Nevertheless, in this study, we use another approach to classify vector \( x \) when the matrix game \( (S^1, S^2, \pi(x)) \) does not have any saddle point. This approach is based on the use of mixed strategies of players. Every matrix game has a solution in mixed strategies. For the game \( (S^1, S^2, \pi(x)) \) optimal mixed strategies \( p^* = (p_{i0}^*, p_{i1}^*, \ldots, p_{in_a}^*) \) and \( q^* = (q_{0j}^*, q_{1j}^*, \ldots, q_{nj}^*) \) for the first and for the second player correspondingly can be found by solving the following two linear programming problems:

\[ \begin{align*}
\max \nu & \\
\text{subject to} & \nu \leq \sum_{i=0}^{n_a} p_i \pi_{ij}(x), & j \in \{0, 1, \ldots, n_a\}, \\
& \sum_{i=0}^{n_a} p_i = 1, & p_i \geq 0, \quad i \in \{0, 1, \ldots, n_a\} \end{align*} \]

and

\[ \begin{align*}
\min \omega & \\
\text{subject to} & \omega \geq \sum_{j=0}^{n_a} q_j \pi_{ij}(x), & i \in \{0, 1, \ldots, n_a\}, \\
& \sum_{j=0}^{n_a} q_j = 1, & q_j \geq 0, \quad j \in \{0, 1, \ldots, n_a\}, \end{align*} \]

where \( \nu \) and \( \omega \) are auxiliary variables introduced to get rid of non-linearity of the problems objective functions. Linear programs (10) and (11) can be easily solved, e.g. by standard simplex method [24].
The vector $x$ is classified based on optimal mixed strategies $p^*$ and $q^*$ as follows:

- If
  \[ \sum_{j=1}^{n_a} p^*_0 q^*_j + \sum_{i,j=2}^{n_a} p^*_i q^*_j \geq \sum_{i,j=2}^{n_a} p^*_i q^*_j, \]  
then the executable file corresponding to the vector $x$ is classified as a benign software.

- If the inequality (12) is not fulfilled, then the executable file corresponding to the vector $x$ is classified as a malware, and the type of this malware $a_i(x)$ is defined as follows:
  \[ a_i(x) = \begin{cases} i^*, & \text{if } s_i^* j^* (x) \geq 0, \\ j^*, & \text{if } s_i^* j^* (x) < 0, \end{cases} \]  
where
  \[ i^* = \arg\max_{i \in \{1, \ldots, n_a\}} (p^*_i), \]
  \[ j^* = \arg\max_{j \in \{1, \ldots, n_a\}} (q^*_j). \]  
If the game $(S^1, S^2, \pi(x))$ has several saddle points in mixed strategies, then we select one of them randomly. Let us also notice that the scheme described above is applied in the case when the game $(S^1, S^2, \pi(x))$ can not be solved in pure strategies.

V. NUMERICAL RESULTS

We tested the algorithm proposed using opcode and byte sequences extracted from real executable files, some of which are infected with malware. Each malware belongs to one of twenty different categories. The set of files is divided into the training set (600 entries) and the testing set (489 entries). We assume that the testing set does not contain malware types not presented in the training set. The extraction of features from opcode and byte sequences is carried out by employing 1-gram and 2-gram models. For 2-gram models, GA is used to reduce the dimensionality to less than 1000. For GA, 500 generations are used, the size of each population being equal to 100. For binary SVM classifiers, linear and Gaussian kernels are used, and optimal classifiers parameters are defined with the help of the k-fold validation technique.

To evaluate the performance of the proposed technique, the following characteristics are calculated in our test:

- True positive rate: the ratio of the number of correctly detected malware to the total number of malware in the testing set;
- False positive rate: the ratio of the number of normal files classified as malware to the total number of normal files in the testing set;
- Detection accuracy: the ratio of the total number of normal files detected as normal and malware detected as malware to the total number of files in the testing set;
- Classification accuracy: the ratio of the total number of normal files detected as normal and malware of a category classified as malware of this category to the total number of files in the testing set.

The dependence between false positive and true positive rates for different n-gram models applied to opcode and byte sequences is shown in Figure 1. Detection and classification accuracies for different Gaussian kernel parameter values used in SVMs are presented in Figure 2. As one can see, 2-gram models are much more accurate. In addition, the proposed algorithm applied to byte sequences shows better results in terms of the true positive rate, while in case of 1-gram model opcode sequences allow to obtain fewer false alarms.
integrated with ZSG (ZSGSVM) and GA outperforms all other techniques in terms of the classification accuracy.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>LDA</th>
<th>PCA+NCA</th>
<th>PCA+LMINS</th>
<th>RELIEF</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN</td>
<td>92.58 (85.76)</td>
<td>92.01 (89.93)</td>
<td>86.00 (82.25)</td>
<td>94.44 (87.15)</td>
<td>88.89 (85.42)</td>
</tr>
<tr>
<td>DT</td>
<td>93.99 (91.67)</td>
<td>89.24 (88.54)</td>
<td>81.99 (78.13)</td>
<td>96.88 (93.07)</td>
<td>93.40 (89.24)</td>
</tr>
<tr>
<td>KNN</td>
<td>94.79 (92.01)</td>
<td>94.79 (92.71)</td>
<td>93.06 (90.63)</td>
<td>97.22 (95.14)</td>
<td>94.10 (92.36)</td>
</tr>
<tr>
<td>SSDBSCAN</td>
<td>92.35 (92.01)</td>
<td>95.83 (92.36)</td>
<td>94.10 (90.63)</td>
<td>97.32 (90.63)</td>
<td>92.71 (92.01)</td>
</tr>
<tr>
<td>MVSVM</td>
<td>93.06 (87.15)</td>
<td>94.79 (93.06)</td>
<td>94.44 (93.06)</td>
<td>96.88 (94.44)</td>
<td>95.83 (95.83)</td>
</tr>
<tr>
<td>FSVM</td>
<td>93.06 (87.15)</td>
<td>94.79 (93.06)</td>
<td>94.44 (93.06)</td>
<td>96.88 (94.44)</td>
<td>95.83 (95.83)</td>
</tr>
<tr>
<td>ZSGSVM</td>
<td>93.06 (85.76)</td>
<td>94.79 (93.06)</td>
<td>94.44 (93.06)</td>
<td>96.88 (95.14)</td>
<td>97.57 (96.18)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>LDA</th>
<th>PCA+NCA</th>
<th>PCA+LMINS</th>
<th>RELIEF</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN</td>
<td>92.71 (86.46)</td>
<td>89.58 (85.76)</td>
<td>85.30 (83.50)</td>
<td>88.19 (84.38)</td>
<td>88.89 (87.50)</td>
</tr>
<tr>
<td>DT</td>
<td>95.14 (91.67)</td>
<td>91.32 (90.28)</td>
<td>86.46 (83.68)</td>
<td>96.18 (94.10)</td>
<td>94.44 (91.32)</td>
</tr>
<tr>
<td>KNN</td>
<td>95.49 (94.79)</td>
<td>95.14 (93.75)</td>
<td>95.83 (94.79)</td>
<td>96.53 (95.14)</td>
<td>96.53 (94.44)</td>
</tr>
<tr>
<td>SSDBSCAN</td>
<td>93.40 (89.93)</td>
<td>94.10 (91.67)</td>
<td>93.75 (91.67)</td>
<td>92.36 (91.32)</td>
<td>93.75 (91.67)</td>
</tr>
<tr>
<td>MVSVM</td>
<td>96.86 (95.14)</td>
<td>98.26 (94.79)</td>
<td>89.93 (88.89)</td>
<td>95.49 (94.79)</td>
<td>98.26 (95.83)</td>
</tr>
<tr>
<td>FSVM</td>
<td>96.86 (95.14)</td>
<td>98.26 (94.79)</td>
<td>89.93 (88.89)</td>
<td>95.49 (94.79)</td>
<td>98.26 (95.83)</td>
</tr>
<tr>
<td>ZSGSVM</td>
<td>96.86 (95.14)</td>
<td>98.26 (94.79)</td>
<td>89.93 (88.89)</td>
<td>95.49 (94.79)</td>
<td>98.26 (95.83)</td>
</tr>
</tbody>
</table>

### VI. Conclusion

In this research, we detect and classify malware with the help of a supervised machine-learning approach. Files of the training set are presented in the form of byte and opcode sequences and n-gram models are employed to extract data from these sequences. A genetic algorithm is used to select the most essential features and, therefore, to cope with the high dimensionality of the problem. A classification model based on binary support vector machines is built using feature vectors obtained. Then binary SVM classifiers are combined by using the game theory approach. Numerical examples carried out show that the algorithm proposed produces good results in terms of malware detection and classification accuracy.

Although ZSGSVM shows good results, feature selection with GA takes long time. We are planning to continue our research with supervised malware detection and design a feature selection technique that would be comparable to GA in terms of accuracy but which would work faster. In addition, we are going to employ anomaly detection approach to detect malicious software executables unseen previously.
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