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Abstract 
Laitinen, Mikko 
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Quantitative elemental analysis of thin film samples has been possible in 
Jyväskylä since 2007 by means of Rutherford backscattering spectrometry. 
Depth profiling of all elements, including hydrogen, became possible in 2009 

after the Time-of-FlightElastic Recoil Detection Analysis spectrometer was 
built. This spectrometer is characterized in this thesis. Since then this tool has 
been used for characterization of all sample elements from hundreds of samples. 
Some more exotic samples include Al2O3/TiO2 nanolaminates and sub-
monolayer thick atomic layer deposited Al2O3 films on top of TiO2 which are 
included in this work as examples. This thesis is focused on the understanding 
of two timing detectors as a part of a timing telescope of the ToF-ERDA 
spectrometer. With the help of experimental measurements together with the 
simulations, an explanation for the origin of the halo structure around the light 
elements in the ToF-E histograms is given. Also the so called tandem effect 
which limits the energy resolution of the carbon foil time pick-up detectors and 
the bending of the low energy protons in the electric fields of the detectors were 
simulated in detail. 
 
 
Keywords: Time of flight elastic recoil detection analysis, ToF-ERDA, time-of-
flight, ToF, timing gate, elemental depth profiling 
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1 INTRODUCTION 

What are the concentrations of different elements in my sample? This is the 
question asked by many. To find out the answer to this question a single meas-
urement or in many cases several measurements need to be performed. The el-
emental analysis of the solid materials can be done in multiple ways. Many of 
the available methods are more familiar from the chemistry side where differ-
ent optical (UV to IR) methods from emission and absorption to fluorescence 
are common. Other typical methods are based on separating different masses, 
many times after a different ionization process such as inductively coupled 
mass spectrometry. Elemental information can also be obtained from the inner 
electron structure of the atoms by means of proton induced X-ray emission, X-
ray fluorescence, photoelectrons or Auger electrons.  [1] 

However, all the above mentioned methods are qualitative, or in the best 
case semi-quantitative, without high quality reference samples thus probing 
only the relative atomic concentrations of the sample and also often lack the 
possibility for direct detection of hydrogen. The number of quantitative meth-
ods which do not need any reference sample for the elemental concentration 
analysis is very limited. These include different neutron induced or ion beam 
analysis techniques such as Rutherford backscattering spectrometry (RBS) by 
which all the sample elements, excluding hydrogen, can be quantified. In most 
cases RBS provides simultaneously also depth information of the elemental 
concentrations. The only clear drawback of the ion beam analysis is the need for 
high energy ion beam, often in a few MeV region, which is delivered by a phys-
ically large ion source-accelerator-beam tube -construction. Another issue of ion 
beam methods is that the probing depth of the sample is limited. However, this 
is also an enormous advantage when thin films of few 100 nm thick to less than 
one atomic layer “thick” films are required to be analyzed. 

The limitation of the RBS method, the inability to measure the hydrogen 
concentration from the sample, can be overcome when elastic recoil detection 
(ERD) in forward scattering angle is used. When both the velocity and the ener-
gy are measured for all the particles the energetic heavy ion beam kicks (or re-
coils) out of the sample towards the detector, the mass of all particles can be 

determined. This method is called a Time-of-Flight  Elastic Recoil Detection 
Analysis (ToF-ERDA) (see Fig. 1.1).  
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Figure 1.1: Schematic of the Time-of-flight  Elastic Recoil Detection Analysis (ToF-
ERDA) setup. 

The timing detectors used in the Jyväskylä ToF-ERDA tool are of trans-
mission type providing the start and the stop signal over a known distance be-
tween detectors, and from these the velocity of the particle can be calculated. 
The timing detectors are so called carbon foil time pick-up detectors (for short: 
timing gates) introduced by Busch et al. [2]. Although they can be used for all 
ions and energies, even down to few tens of keVs [3] they have some known 
limitations. The detection efficiency is, for example in the case of hydrogen,  
proportional to the stopping force of the carbon foil acting to the passing ion 
and the efficiency is often less than 100 % for the lightest ions (see for example 
[4]). Other known limitations are the ion scattering in the carbon foils [5] and 
the tandem effect [6] which limits the energy resolution in certain timing gate 
voltage configurations for energies lower than ~1 MeV.  
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Figure 1.2: ToF-ERDA histogram of ~100 nm thick atomic layer deposited LixVyOz 
thin film on a Si substrate [7]. 

Typically in a ToF-ERDA measurement the coincident time-of-flight and 
energy information is used to separate different masses visible in different iso-
baric curves, also called as “banana curves” (see Fig. 1.2 for example). From the 
ToF and E data only the time-of-flight information is usually used when the 
elemental depth profiles are later calculated. Timing gate performance and the 
timing resolution hence directly impacts the achievable depth resolution. 

The aim of this work was to build a ToF-ERDA telescope with sub-nm 
depth resolution, high detection efficiency and low background for lower detec-
tion limit while being also reliable and easy to use in everyday measurements. 
Within this work a ToF-ERDA spectrometer was designed, constructed, assem-
bled and taken in to use in the Accelerator Laboratory of the University of 
Jyväskylä. Over the past few years hundreds of thin film samples have been 
measured and quantitative elemental depth profiles have been provided for 
several Finnish and international collaborators. This thesis mainly focuses on 
the timing gates, their properties and the impact to the ToF-ERDA performance. 
The whole ToF-ERDA system and its figures of merit are also described. Results 
obtained with the help of simulations of the halo structures seen around light 
isotopic curves at the ToF-E histograms (also seen around the hydrogen in Fig. 
1.2) and simulated time spreads caused by the tandem effect are also discussed. 
Other background generating events, as present also in the ToF-E histogram in 
Fig. 1.2 are discussed more detailed in [I]. 
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2 TIME OF FLIGHT - ELASTIC RECOIL DETECTION 
ANALYSIS 

Purpose of this chapter is to shortly introduce the time of flight - elastic recoil 
detection analysis method which is most often used for depth profiling and el-
emental analyses of thin films. This is done by introducing the detectors and 
equipment used in the field and by presenting the underlying theory. Therefore, 
sub-chapters discuss ToF-ERDA’s historical development with the actual detec-
tors involved and the theory behind the principles of the method. 

2.1 Brief history of the ToF-ERDA 

Elastic recoil detection analysis ERDA was first time used in 1976 for determin-
ing the depth distribution of light elements in heavy materials by L’Ecuyer [8] 
from the University of Montreal. Then surface barrier silicon detector was 
commonly used as the energy detector. In ERDA an absorber foil in front of the 
detector was used to discriminate the scattered incident beam hitting the detec-
tor. Later, in 1983, also ToF version of the ERD measurements was first time 
reported [9] which did not yet fully combine both the timing and energy meas-
urements in coincidence. 

In the timing detectors, generation of fast timing signals from the passing 
particles by the secondary electrons emitted from the metallic foil was already 
used in the late 1950’s [10]. Other types of timing detectors, where particle has 
directly hit to the scintillation or surface barrier detector have been used for the 
timing of heavy ions as well [11]. The isochronous electron transport for timing 
detectors by magnetic field was first introduced by Zebelman et al. in 1977 [12] 
(see Fig. 2.1) and in 1980 by Busch et al. by using an electric field [2] (see Fig. 
2.2). These detectors started to gain ground over the earlier detector designs 
using tilted carbon foil and direct secondary electron paths (see Fig. 2.3). 

The timing detector type presented by Busch et al. (see Fig. 2.2) is still ac-
tively in use also today in nuclear physics and in most modern ToF-ERDA tools. 
The only drawback in it is the grid design and the requirement of three grids for 
one timing gate which reduces the transmission of ions. These issues are dis-
cussed in more detail in chapter 4. 
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Figure 2.1: Timing detector with isochronous electron transport based on a magnetic 
field. From Zebelman et al. 1977 [12], used with permission from Elsevier. 

 

Figure 2.2: Timing detector with isochronous electron transport based on a electric field. 
From Busch et al. 1980 [2] , used with permission from Elsevier. 

 

Figure 2.3: Timing detector designs where foil is not perpendicular to the incident beam. 
The electron paths, however, are straight from the foil to the channel plate. From Identi-
fication of nuclear particles, Fred S. Goulding and Bernard G. Harvey, 1975 [13], used 
with permission from Annual Reviews. 
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The ERD technique in which both the ToF and E events are measured in 
coincidence, was introduced in University of Montreal in 1983 [14] for quantita-
tive elemental depth profiling. Their system utilized only one transmission tim-
ing detector, similar to the ones in Fig. 2.3, and the second timing event was 
recorded from the energy detector, together with the energy signal. In order to 
reduce the ToF count rate, the signal from the first detector was delayed so that 
the timing started from the energy detector signal. By measuring both the ener-
gy   and velocity   for an individual ion and by using the simple formula 

   
 

 
   , (1) 

different masses   could be identified from the collected data. This was not 
previously possible as in the traditional ERD, the particles having the same en-
ergy (or velocity in ToF-detection) but different masses overlapped in the ener-
gy spectrum. Thus discrimination of the velocity and the energy of the individ-
ual particles is needed for reliable identification as suggested also in [9]. 

Other methods for the identification of recoiled species are discussed, for 
instance, in [15]. The identification can be done using magnetic, electromagnetic, 

momentum-energy or E-E detectors. In [15] the main emphasis is given for the 
ToF-E method which does not suffer the effects of the entrance window of the 

E-E method and is charge-state independent. In Ref. [15], is also presented one 
of the first ToF-ERDA coincidence histograms with isobaric mass-curves of dif-
ferent elements. Practically similar histograms are regularly used today among 
the ToF-ERDA researchers as it is a convenient way to express the raw coinci-
dent ToF-E data (see Fig. 2.4 for instance). 
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Figure 2.4: A raw ToF-ERDA histogram on the left and depth profile calculated from 
the data on the right. The thickness of the film containing mainly oxygen, lithium and 
lanthanum is 144 nm. Sample was measured with the ToF-ERDA telescope described in 
[16]. From [17], used with permission from Elsevier. 

Since the 1980s, the quantitative depth profiling of elements by ToF-ERDA 
method has evolved in smaller steps. As thin films have really got ‘thin’, from 
nanometers to even sub-monolayers [V], also ion beam energies have decreased 
from the tens of MeVs to a few MeV used today for the thinnest films. Smaller 
ion beam energies are advantageous not only in eyes of physics where cross 
sections, stopping force and the relative energy loss in the film play important 
role, e.g. hydrogen detection is often more efficient at lower energies, but are 
important also for the sheer simplicity of the equipment needed. Older building 
sized accelerators are not needed anymore for the thin film analysis but the ac-
celerators capable of producing a few MeV heavy ions beams now fit in a single 
room, which is also an improvement in the economical side. Another improve-
ment has been the development of the computer-based data-acquisition, first in 
a list mode (used for the data also in Fig. 2.4) and later with the advanced time-
stamping properties. Very significant recent development has been the utiliza-
tion of gas ionization detectors with thin Si3N4 entrance windows as replace-
ments for the ion implanted silicon energy detectors [18]. ToF-ERDA tools with 
improved position sensitive detectors are also needed when large solid angle 
and the resulting kinematic spread is taken into account [19,20] to achieve the 
improved depth resolution. All of these more recent hardware related devel-
opments are also discussed later in this thesis. 
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2.2 Physics behind the elemental depth profiles 

In this sub-chapter a short introduction is given to the theory and theoretical 
terms behind the physics in the quantitative elemental depth profiling with 
ToF-ERDA. More detailed theory sections relevant to the field can be found 
from other sources starting from [21--25]. These sources are also used as general 
references on this chapter. Useful and more detailed theory overviews are also 
presented on many theses [26--29] related to ToF-ERDA. 

2.2.1 Kinematics of the binary collisions 

In the elastic two body collision the energy transfer from the incident particle to 
the target nucleus can be calculated from the laws of the conservation of energy 

      
 

 
    

  
 

 
    

  
 

 
    

   (2) 

and from the conservation of momentum 

                        , (3) 

                     , (4) 

where    and    are masses of the incident and the recoiled particles,   is the 
velocity and angles   and   as represented in Fig. 2.5. In general, elastic colli-
sion approximation holds well in the ion beam analysis. 

 

Figure 2.5: Binary collision. Kinematics, i.e. energies at known angles, can be calculated 
for the scattered incident particle          and recoiled particle          from the laws 
of conservation of energy and momentum in elastic two body collisions. 

By defining the ratio of the incident particle energy after and before the 
collision, we get 

   
  

  
 , (5) 
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where   is the so called kinematic factor for the incident particle. In backscatter-
ing, and forward scattering spectrometry which is used together with the ToF-
ERD, this kinematic factor can be written by using (2), (3), (4)and (5) as a 

 

      (
 √  

      
               

       
)

 

            . (6) 

Here (6)    is the energy of the recoiled particle. If the incident ion mass    is 
larger than the recoiling mass   , the scattered incident particle can be detected 
at two different energies, at the same scattering angle. However, the scattering 
cross section, discussed below, is different for the two different energies. The 
recoiling particle energy    can be written in a form 

     (
          

  

(       )
 )        , (7) 

where   is the kinematic factor for the recoiled particle. In the case of the ERD 
measurement only one detector angle,    , is generally used. 

2.2.2 Scattering cross section 

The previous section established a connection between the incident energy and 
the energy of the particle after the elastic collision and detection at an angle of  . 
The probability, or frequency, of such collision to take place is expressed by the 
differential scattering cross section 

       (
 

  
) [(

  

  
)   ] , (8) 

where   is the volume density of atoms in the target and   is its thickness,    is 
the number of particles scattering to the detector,    is the differential solid an-
gle of the detector and   is the number of particles incident in the target. 

 

Figure 2.6: Schematic view of the ERDA setup regarding to the cross section. 
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To calculate the differential cross section for an elastic collision, conserva-
tion of both energy and momentum need to be taken into account by a specific 
model for the force that acts during the collision between the incident particle 
and target masses. In simplest cases the Coulomb repulsion can be used with 
the closest approach model and the differential scattering cross section for inci-
dent particle can be written in the laboratory coordinates 
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and similarly for the recoiled particle 
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  (10) 

These are known also as Rutherford cross sections. In (9) and (10) the an-
gle   refers to the Fig. 2.6, as in Fig. 2.5 the angle for recoiled and scattered par-
ticle is defined separately. When scattering angle   and the solid angle   are 
well defined by the instruments and the scattering cross section   is known or 
can be calculated, the number of target atoms per unit area can be written in a 
form 

             . (11) 

 (
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)   

Using the formulas (9) (10) (11) with a known solid angle, it is now possi-
ble to quantify the sample surface atom concentrations from an experimental 
data. To quantitatively depth profile the sample atoms beneath the surface, the 
energy loss of ions traversing the material must be taken in to account. This ion 
energy loss is caused mainly by the interactions with electrons and it is ex-
pressed as stopping force which is a material property for the specific ion. 
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2.2.3 Stopping force 

Theoretical framework of the stopping force       acting to the energetic parti-
cle travelling in the matter originates from the works of Bethe, Bloch and Bohr  
[30--33]. The general formula for the electronic stopping for the energetic parti-
cle, projectile, travelling through the matter has a form of 

  
  

  
|
     

        (12) 

  
 

    
 
  
   

    
    , (13) 

where 
  is the atomic density of the target material, 
  is the electronic stopping cross-section in units of [energy × area], 
      are the atomic numbers for the projectile (1) and target (2), 
    is the vacuum permittivity, 
  and    are the elementary charge and the electron rest mass, respectively, 
  is the velocity of the projectile and 
  is the dimensionless theory dependent1 stopping number.  

Formula (12) describes the projectile energy loss per unit length caused by 
the collisions between the ion and target electrons. In reality also nuclear inter-
actions/collisions occur and cannot be rejected for low projectile velocities. 
Coulombic interactions between the projectile and the target nuclei can similar-
ly be treated as an energy loss per unit length 
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       . (14) 

For high projectile velocities nuclear stopping can be several orders of 
magnitude lower than the electronic stopping but once the projectile velocity 
approaches the Bohr velocity (electron velocities) its significance grows rapidly. 
Energies related to the ToF-ERD measurements performed with the Pelletron 
accelerator of the University of Jyväskylä can be considered to range from less 
than 100 keV to 20 MeV. For these energies, the electronic stopping is always 
clearly dominant for projectiles lighter than silicon but in the case of heavier 
projectiles nuclear stopping force cannot be completely neglected. 

                                                 
1 In case of the Bethe formula    (

    
 

 
), where I is the mean energy required to ionize an 

atom in the medium. This is difficult to calculate and is, in practice, often approximated 
as Z2 × 11 eV [34]. 
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2.2.4 Other factors affecting the ToF-ERDA results 

While the kinematics, the cross sections and the stopping forces are the key 
physical properties of the ToF-ERDA measurements there are also several other 
factors contributing the final results. In the following some of them are dis-
cussed in the view of their relevance to the energy region in use or to the specif-
ic equipment built during this work. It is also worth to notice that some of these 
other physical factors are in fact tightly related to the physics discussed and the 
general references to the theory mentioned above.  

The kinematics, which defines the energy of a particle scattered towards a 
certain angle, often causes the largest energy spread to the results in the current 
measurement systems. This spread in the detected energy values is caused by 
the kinematic spreading to different solid angles of the detector (see also Fig. 2.7). 
The spreading is largest for the recoiled sample atoms. Because the exact re-
coil/scattering angle is not measured for all ions individually, the width of the 
spread depends from the diameter (solid angle) of the detector. To give an ex-
ample of the kinematic spreading with the parameters of the Jyväskylä design 
presented in this thesis, by using (7) and the known geometry, one can calculate 
the maximum spread for the recoiled energies and come up to a number of 
more than 2.5 % difference in the actual recoiled energies which are assumed to 
be identical in the analysis. 

 

 

Figure 2.7: Example of different contributions to the surface depth resolution obtained 
from the ToF detector in case of O recoiled by 63Cu beam incident on Si. From [35], used 
with permission from Elsevier. 
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The kinematic spreading is a well-known and also a constant so it can be 
more easily tolerated. The screening effect of the scattering cross section can, how-
ever, produce a incorrect elemental ratios, which is often far more critical to the 
final results. The screening effect takes place when the scattering cross section 
for the target and the projectile cannot be calculated from the pure Coulombic 
interaction between the two nuclei but also the effect of the electron clouds need 
to be considered. Different corrections to the Rutherford scattering cross section 
   (equations (9) and (10) ) has been presented, one of them by L’Ecuyer et al. 
[36] 

 
 

  
    

           
  ⁄

   
, (15) 

where     refers to the center-of-mass kinetic energy. This (15) approximation, 
however, performs well only with lighter ions, such as helium and is less prac-
tical in ToF-ERDA with heavy ions. Another similar correction is presented by 
Andersen et al. where also angular dependence is included [37]. 

Straggling has its origin in the statistical nature of the energy loss processes, 
and is observed as an energy spread after energy loss processes, hence strag-
gling shows as a second order effect of the stopping force. One example of the 
straggling occurs when ions pass the carbon foil of the first timing detector. 
Here all ions suffer the effect of the carbon foil on both terms of stopping and 

straggling. The magnitude of the straggling in the 3 g/cm2 (~13 nm) carbon 
foil is for example for the 250 keV He ions ~2 keV while the energy loss is about 
5 keV (by SRIM [38] calculations). 

Another effect which can distort the inferred elemental compositions is the 
multiple scattering (or MS). The basic assumption in all the ion beam analysis 
techniques is that the scattered ion or recoil ends up to the detector as a result of 
single scattering. This is not always the case when low energy heavy ions and 
thin films containing heavy elements are involved, but there can be multiple 
scattering on the way of the incident ions and recoils before they are emitted 
towards the detector from the sample. Monte Carlo -simulations, such as 
MCERD [5], are often required to obtain reliable impurity concentration for a 
thin film surrounded by a strong surface and interface impurity peaks. 

Sometimes overlooked effect which can have a large effect to the ToF-
ERDA results is the ion irradiation induced composition change during the meas-
urement [39]. This effect mostly concerns light volatile elements under ion 
bombardment, but depends significantly on the sample properties. The compo-
sition changes can be taken into account in the offline analysis if the DAQ sys-
tem collects the events in a list mode. This type of correction in the offline data 
analysis can be easily performed, for example, by using the Potku [40] software, 
a tool developed in Jyväskylä to analyze the ToF-E histograms and to calculate 
depth profiles and elemental compositions from the measured data. 



Time of Flight - Elastic Recoil Detection Analysis  15 
 

 

Final effect to mention, and to be minimized, is the tandem effect. The origin 
of this effect is often [6,20,41--43] referred to the high electric potential of the 
carbon foil in the first timing gate (see also Fig. 2.7). The magnitude of this effect 

to the measured energy (by ToF) can be approximated directly by   ̅̅ ̅̅    ̅̅̅̅   , 
where    is the charge state difference of the ion before and after the foil and   
is the potential of the first carbon foil. This extra spread of the measured ToF 
can be reduced by decreasing the potential, or grounding, the first carbon foil. 
Although the effect is real, it is more complicated than presented by this simple 
formula. Tandem effect is discussed in detail in the chapter 4.2.1 utilizing com-
puter simulations. [III] 
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3 DESIGN AND CONSTRUCTION OF THE 
JYVÄSKYLÄ TOF-ERDA SETUP 

3.1 Beam line, measurement chamber and the sample stage 

The ToF-ERDA setup was installed to the +15 degree beamline of the 1.7 MV 
Pelletron accelerator at the Accelerator Laboratory of the University of Jyväsky-
lä [I]. A choice of +30 degrees beamline would have also been possible from the 
analyzing magnet if the existing RBS beamline would have been moved off first 
(see Fig. 3.1). The mass and energy selectivity would have been better at +30 
degrees but the magnet, originally intended only for H and He beams, is some-
what  weak, and the +15 degree beamline enables the use of more charge states 
for a single terminal voltage. Considering also the space limitations, the +15 
degrees beamline was finally selected. 

 

 

Figure 3.1: Pelletron accelerator, ion sources and beamlines as of 2013. 

A beam profile monitor and X-Y slits were installed to the beamline to al-
low for tuning and monitoring the ion beam. The slits can be seen at the lower 
left corner of the Fig. 3.2. Gate valves right after the analyzing magnet and be-
fore the chamber improve the maintenance options and the small gate valve 
before the chamber is often used also as a beam stop before the individual 
measurement is started. The beamline is pumped with an ion pump sharing the 
control unit with an identical ion pump in the lithography beamline. 
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Figure 3.2: ToF-ERDA beamline, load lock, chamber with the goniometer and the tele-
scope arm with two timing detectors and an energy detector. 

For fast sample changes a load lock with a turbo pump was attached to the 
measurement chamber (left in the Fig. 3.2). The load lock also reduces contami-
nation of the main chamber and the telescope system by allowing to keep them 
permanently in high vacuum. During the sample change the pumping steps of 
the load lock take around 2 and 4 minutes for the rough and turbo pumping, 
respectively. 

The spherical measurement chamber, with all CF flanges, is adopted from 
an old sputtering setup. The base vacuum of the system is typically 2E-8 mbar 
which is reached with few non-metal seals and without baking. Although the 
main chamber has many ports allowing for modifications and future options, a 
small disadvantage is that the goniometer, and the sample to be analyzed, lo-
cate at the center of the largish (diameter 30 cm) chamber. As it is not feasible to 
position the first timing gate inside the chamber, the ToF-distance, or the solid 
angle of the system, is therefore reduced from the optimal configuration where 
the T1 would be located closer to the sample enabling longer flight distance 
with the same solid angle. 

The goniometer has 6 individual motorized axis (X-Y-Z, horizontal and 
vertical rotations and azimuthal tilt). Normally only two (Z and vertical rota-
tion) of them are used. By rotating the vertical axis, the sample angle relative to 
the floor level (and the incident beam) can be changed and the sample can also 
be rotated towards the load lock for a sample change. By the Z-axis movement 
upper or lower sample can be selected from the two positions of the sample 
holder (see Fig. 3.3). 
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Figure 3.3: Two position sample holder for the ToF-ERDA. The slot height is 7 mm, and 
the beam spot area in this particular measurement has been 6.5 mm × 4.5 mm. The ion 
beam induced damage to the films is clearly visible. 

3.2 Timing gate construction and the grid structure 

The timing signal in the timing gate is generated by the secondary electrons 
multiplied by and MCP plate and collected from an underlying anode. These 
secondary electrons are created in the carbon foil from which they are emitted 
by the traversing ion. To suppress the unwanted events that are created by the 
scattered particles outside the detector solid angle or other particles flying to-
wards the ToF-E telescope tube, two particle suppressors (metal plates with an 
aperture) are mounted before the first timing gate (see Fig. 3.2). The first sup-

pressor is located inside the chamber and its opening ( = 11 mm,  = 7.7 msr) 

and the size of the second suppressor ( = 7 mm,  = 0.59 msr) are matched so 
that only wanted particles can pass through to the timing gates from the sample 
direction. Second suppressor, also shown in the Fig. 3.4, defines the solid angle 
for the first timing gate. Overall, the solid angle of the ToF-E telescope is limited 
by the T2 foil holder as the implanted silicon detector used as an energy detec-
tor has an active diameter close to 22 mm. 
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Figure 3.4: ToF-telescope dimensions, measures and nominal operation voltages. 

Both timing gates have the same large active diameter (> 40 mm) MCPs 

with 12 m pore size and d/L ratio of 1:40. Supplier of the MCPs was Tectra 
Gmbh [44]. Original metal anodes of the factory-made, resistively matched 
MCP stacks were replaced to ones made out of printed circuit boards (PCB) 

with patterned anode structures. Both detectors are made to fit  98 mm 
DN100CF T-piece. Connecting DN100CF flange has welded SHV connectors, 
but O-ring sealed double sided SMA-SMA connector. High voltage parts, such 
as the MCP stack, toblerone, foil and mirror are insulated using PEEK (poly-
mer). Main differences in the T1 and T2 timing detectors are their physical size 
and the voltages as can be seen from figures 3.4 and 3.5. The T1 carbon foil can 
be grounded to avoid the tandem effect. 

Originally there was an idea to use both the forward and backward emit-
ted electrons of the T1 carbon foil. Backward emitted electrons, as in T2, having 
smaller energy spread [45], would have been used to create the timing signal. 
For the T1 the idea of using the forward emitted electrons was to record the po-
sition information by using the same large diameter MCP but having a separate 
position sensitive anode. This configuration was afterwards discarded as the 
timing signal was believed to be degraded by the position pulse hitting the 
MCP and coupling its signal to the timing anode too. The T1 timing gate, how-
ever, had all other parts ready except the position sensitive anode, including the 
extended distance modification from the toblerone to the MCP as can be seen 
from the Fig. 3.5 a). With this T1, but using only the backward emitted electrons, 
the first ToF-ERDA measurements were performed in Jyväskylä. When the ToF-
ERDA chamber was vented after operating about one year the anode and volt-
age connections were modified to accommodate the anode at the high voltage 
and foil at the ground potential as described in Fig. 3.4 for the T1.  
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Figure 3.5: Timing gates of the first operational ToF-ERDA setup in Jyväskylä. a) T1 

timing gate with forward emitted electron option not installed. b) T2 timing gate with  

18 mm, 10 g/cm2 carbon foil in place. 

The grid structure of the timing gates was adopted from the similar carbon 
foil time pick-up detectors made by Vladimir Lyapin earlier for the nuclear 
physics experiments in the Accelerator Laboratory. Spot welded grids were 

made out of 25 m thick gold plated tungsten wire and 1.0 mm wire-to-wire 
spacing was chosen as this combination was proven to be feasible and well per-
forming in the similar timing detectors. However, an error by the author was 
made when selecting the wire material. Without prior knowledge to the subject, 

25 m thick pure gold wire was initially ordered and used to make the first 
grids. Although possibly having smoother surfaces, gold wires were considera-
bly harder to spot weld without breaking them than the gold plated tungsten 
wires used for the later grid versions. 

Au plated W wires were ordered from Luma-Metal [46]. Grade of the wire 
was “Treatment before plating: Etched” which in practice was also the cheapest 

one. Later, also thinner wires down to 5 m have been tested for the spot weld-

ing process. From these tests 10 m diameter wire was selected to be the thin-
nest practical wire diameter to be handled manually and to be used in the fu-
ture 0.5 mm wire-to-wire spaced grids (see more on chapter 4.1 for different 
wire-to-wire spacing). 

The spot welding of the wires to the frame was performed using a 110 µF 
capacitor releasing the charge by a fast mercury switch to electroweld the wires 
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to the supporting frame. The welding energy was adjusted by a potentiometer 
adjusting the capacitor voltage up to maximum voltage of 30 V. The sharpened 
arc welding tip that we have been using has been normal welding tungsten 
from bigger machines. See figure 3.6 for the visualization of the process and a 
completed grid. 

 

 

Figure 3.6: a) Point welding jig for the wire grid. Wire (20 µm in the figure) is being 
first wound around the jig where the pitch is determined by the pitch of the threads in 
both ends. Next, each wire is point welded from both ends to the frame holding the final 
grid structure. b) A completed grid with clean point welds for the T1 detector. Note the 
vertical wires, where electrons keep their 1D position better for the possible kinematic 
correction option (see also Fig. 4.1 for electron position information). 

3.3 Energy detector 

The energy detector mainly used during this thesis work was a traditional im-
planted silicon detector. Detectors from the both major suppliers, Ortec and 
Canberra, were tested without noticeable difference in the performance. The 
detector active area was 450 mm2 and it was mounted directly (a few mm) after 
the T2 foil to improve the time stamping accuracy. Biggest drawback of using a 
solid state detector was its poor energy resolution for (low energy) heavy ions. 
In practice this meant that from a thin film only a single element heavier than Si 
could analyzed. Later, a gas ionization detector with a thin SiN window was 
installed which had superior energy resolution for heavy elements. This detec-
tor was taken in permanent use in the beginning of year 2013. The work with 
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gas ionization detector is carried out by Jaakko Julin and will be presented later 
his PhD thesis. 

3.4 Electronics and data acquisition 

Conventional analogue electronics was used for signal amplification and dis-
crimination for two timing detectors and for an energy detector. For the energy 
detector, an Ortec 142 preamplifier was coupled to a shaping amplifier and fur-
ther connected to an ADC (analogue to digital converter) unit. For the timing 
detectors, after several tests a Phillips Scientific 776 amplifier with a gain of 10, 

bandwidth from DC to 275 MHz and with RMS noise of 25 V was proven to be 
the best choice for the fast signal pre-amplification. Amplified timing signals 
were fed to an Ortec 935 constant fraction discriminator (CFD) giving logical 
start and stop pulses to a TDC (time to digital converter) unit. 

The combined ADC+TDC unit was a FAST ComTec dual TADC 7072T 
with a constant ADC conversion time of 500 ns. Both channels had 13 bit con-
version length. The smallest 50 ns timing window width combined with the 
manufacturer specified resolution of 4.1 channels results in about 25 ps timing 
resolution. In practice, for the 500 ns timing window required in typical ToF-
ERDA measurements, the timing resolution of the TADC is limited to about  
250 ps. 

Data retrieval from the Fast TADC was realized by modern FPGA module 
(National Instruments PXI-7811R-FPGA), which was also used to generate time 
stamps for the recorded events. The time stamping resolution is determined by 
the 40 MHz (equal to 25 ns) signal clock of the FPGA unit, although it was later 
discovered that the TADC unit could not provide data completely independent-
ly of its amplitude/length. In practice, the minimum coincidence window 
width was 4×25 ns for the ToF and the E signals. In typical measurements the 
coincidence window width was typically 12×25 ns = 300 ns. 

The time stamping of each detected event allows for off-line search of the 
coincident events from the ASCII file, typically ~300 MB created during an hour 
long measurement. This permitted to optimize the coincidence window to re-
duce background events as discussed in more details in chapter 3.5.3. 

 

3.5 Performance figures of the Jyväskylä setup 

In this sub-chapter basic performance figures are given for the ToF-ERDA tele-
scope and the combined data-acquisition system. These figures of merit include 
for example the ToF detection efficiency, the ToF resolution and the back-
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ground level in the ToF-E histograms. Together these figures describe well the 
actual performance of the ToF-ERDA system used for the thin film analysis. [I] 

The consideration of the resolution of the energy detector is left out from 
this discussion as for the conventional solid state silicon detector, high masses 
with low kinetic energy result in poor performance, as already stated above. A 
comparison of resolution characteristics of the solid state silicon detector and 
the gas ionization detector can be found from Ref. [18]. 

3.5.1 Detection efficiency 

The probability of detecting all the ions that pass through the timing gates is not 
100 % as it is for the energy detector. This is due to the smaller stopping force of 
lighter, higher velocity particles, namely elements lighter than carbon. Other 
factors affecting the detection efficiency are related to the secondary electron 
emission probability from the carbon foil (also independently from the stopping 
force), electron transport from the carbon foil to the MCP, MCP open area and 
its detection efficiency and the signal readout from the anode. 

In Fig. 3.7 the detection efficiencies for H, He, Li and C are plotted. Com-
parison for the similar ToF-ERDA system at IMEC, Belgium is also shown. For 
carbon and heavier elements we have essentially 100 % detection efficiency, but 
when elemental analysis is performed for lighter elements, the reduced detec-
tion efficiency needs to be taken into account. 

In our system, we have tested an additional 1 nm thick Al2O3-layer on the 
emission side of the carbon foil at the T1. The Al2O3-layer was grown by atomic 
layer deposition (ALD) [47] on top of the carbon foil while it was still on the 
glass substrate. The Al2O3 coating had a clear effect to the detection efficiency of 
hydrogen, the element most difficult one to detect (see Fig. 3.7 b). Same method 
was later tried to apply for the T2 foil also but no successful lift-off could be 
performed for the larger foil. It was suspected that the ALD process tempera-
ture was too high and the carbon foils sent for the process to Aalto University 
got stuck to the substrate. In the future, when similar ALD tool is available in 
house in Jyväskylä this technique can be optimized for better success rate. 

We have also measured the detection efficiency curves of our MCPs for 3 
MeV He ions which were scattered from a thin target. It can be seen from the 
Fig. 3.8 that the electron energy has no practical effect to the detection efficiency 
when the accelerating potential is increased above 200 V. However, increasing 
the potential difference between the MCP electrodes increases the detection ef-
ficiency significantly up to 1600 V where efficiency starts to saturate. 
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Figure 3.7: Energy dependence of detection efficiency for different ions. In a) the detec-
tion efficiencies for He, Li and C are shown together with efficiencies for another ToF-
ERD system [16]. For carbon our detection efficiency is better than 99.5 %. The carbon 
ions which are not detected result from events with overlapping flight time (count rate 
dependent effect). The foils are practically pin hole free resulting negligible contribution 
to the detection efficiencies. In b) the detection efficiency curve for the hydrogen is 
shown together with SRIM stopping data for hydrogen. Even though only the first tim-
ing gate has the Al2O3 coating, the hydrogen detection efficiencies are clearly better for 
energies below 1 MeV. 

 

Figure 3.8: Detection efficiency of the ToF detector as a function of a) electron energy 
and b) MCP voltage. Measurements were made using 3 MeV He ion beam scattered 
from a thin target over two timing gates in a coincident mode with the energy detector, 
for which the efficiency was expected to be 100 %. No Al2O3 coating was used in the 
timing gate foils. a) Electron energy has very little influence to the detection efficiency 
when electron energy is above 200 eV. b) Increasing the MCP voltage increases the de-
tection efficiency, although minor saturation starts at 1600 V. 

3.5.2 Timing detector resolution 

The kinematic spread is usually the dominant factor limiting the energy and the 
depth resolution close to the surface in ToF-ERD measurements. For a detector 
with a very small solid angle or if the kinematic spread can be corrected, the 
timing resolution becomes dominating effect. Although deeper in the sample 
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energy straggling and multiple scattering induced spreading [35] overruns the 
kinematic and ToF resolution induced spreading, a good timing resolution is 
still critical in the separation of different masses in the ToF-E histograms. 

Measured timing signals and energy resolutions calculated from the ToF 
data are presented in the figures 3.9 and 3.10. The signals from both MCP an-
odes (Fig. 3.9) have rise-time of about 1 ns while T2 is slightly faster. T1 has a 
anode at HV and the signal is read through a 1 nF capacitor. It would be possi-
ble to improve the risetime by matched conical shaped anodes with correct ter-
minations but the benefit for our ToF measurement system would be limited as 
long as the the timing resolution is limited by the TDC. This is already dis-
cussed in chapter 3.4 and can be observed in the upper sub-figure of Fig. 3.10, 
where the relative energy resolution becomes constant value only at high ener-
gies. Other effects than timing resolution clearly degrade the energy resolution 
for lower energies, indicating, for example, straggling and multiple scattering, 
both in the T1 carbon foil and in the thin Au scatterer used in the measurement. 

 

Figure 3.9: MCP signals from T1 and T2 detectors representing the start and stop 
events, respectively. These signals originate from different events but represent average-
signals from the two timing gates. T1 signal has generally been somewhat weaker, but 
having also less oscillations, whereas T2 signals show strong constant oscillation or 
‘ringing’ after the main pulse. For T2 there are actually two different events and possi-
bly a wrong ToF-event as a result. The insert shows a magnification of the T1 main 
pulse. 



Design and Construction of the Jyväskylä ToF-ERDA setup  27 
 

 

Data for the Fig. 3.10 was measured by scattering the primary beam from a 
thin Au film, nominally 1 nm or 0.3 nm thick, on top of Si substrate. Thinner 
target was used for heavier ions. Later, after long series of experiments, the elec-
tron beam evaporated Au film was found to have non-homogenous thickness. 
This and the straggling and the multiple scattering in the T1 foil was believed to 
cause the heavier Cl to have a poorer resolution. The insert in Fig. 3.10 shows 
the best recorded ToF -resolution of close to 150 ps, for 4.8 MeV He whereas the 
trend data at 4.8 MeV He has about 200 ps (40 keV) resolution. Difference of 
these 4.8 MeV He values partly relate to the thicker Au scatterer used in the 
measurement series but the degradation of the timing foils which were in use 
over period of one year between the measurements cannot be excluded. 

 

Figure 3.10: Energy resolution calculated from the ToF signal for different ions and 
energies. The measured resolution is defined as a Gaussian fit (FWHM) for the time-of-
flight spectrum of ions scattered from a thin (few Å) Au film on Si. The relative energy 
resolution of the time-of-flight detector approaches ~0.9 % for all ions at higher energies. 
The insert shows the best recorded ToF-resolution of 154 ps, for 4.8 MeV He whereas 
the trend data for 4.8 MeV He has about 200 ps (40 keV) resolution. Different Au scat-
terer was used in the latter measurements and this is believed to explain the resolution 
difference. 

3.5.3 Measurement background 

The data acquisition of the Jyväskylä ToF-ERDA system was partly adopted 
from our nuclear physics groups where time stamping of all events is in active 
use. The time stamp accuracy of 25 ns and the free choice of the position and the 
length of the coincidence window allowed to reduce the background events as 
can be seen from the Fig. 3.11 where all events are visible. In ToF-ERDA the 
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background events, in general, mostly relate to the high count rates when 
wrong start or stop signals are generated. For example a wrong stop signal 
would occur in analogue signal chain in Fig 3.9 if the first peak of T2 signal is 
assumed to be false/background noise. Timestamp difference -histogram in the 
Fig. 3.11 shows how the ToF and E coincidence events have distinguishable 

peak at 3 s where all true coincidences can be found. The clear peak is because 
of the short distance from the T2, which is the stop detector, to the energy detec-
tor. If the timing system would be wired so that start would come from T2 to 
reduce the number of false starts and T1 with higher count rate would act as a 
stop detector, a much broader coincidence window would occur and the back-
ground suppression would be much less efficient. 

By being able to select the true coincidences more precisely, the back-
ground is reduced and the detection limit for different elements becomes lower. 
Areal densities below 5×1014 at. cm-2 have been measured for a few different 
cases (Al, Ge) with several samples from the surface region of the bulk films 
(Si/TiO2, Si, respectively). For the case of hydrogen impurities, concentrations 

of 57×1015 at. cm-2 at the surface have also been quantitatively measured and 
analyzed (see more in chapter 5.3, Fig. 5.12). 
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Figure 3.11: Effect of the coincidence window width to the ToF-E background. Sample 
was a bulk Ta metal sheet containing impurities, measured with 10 MeV 35Cl5+. Histo-
gram in a) shows a sharp peak at 3 µs position which indicates that most of the true 
ToF-E-coincidence events come with a constant time difference. All the coincident 
events with shorter than 10 µs time difference are presented in the b) ToF-E histogram 
(red rectangle). Shorter coincidence selections c) with green dashed (main ToF-E coinci-
dence peak) and d) blue dotted (sharp, only 75 ns coincidence window) show clearly the 
reduced number of background events at. 
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4 IMPROVEMENT OF TIME-OF-FLIGHT DETECTOR 

Time-of-flight detector composes of two individual detector units that create a 
start and a stop signal and with known detector distance from where the 
particle velocity can be calculated. In this chapter the electron transportation 
from the carbon foil to the MCP in a single time pick-up detector is discussed. 
Explanation to the halos observed around the light elemental isobars is also 
given. Effects concerning both timing gates, such as often mentioned tandem 
effect [6,16,20,26,41,43] and bending of ion flight paths for the light ions that 
depend on the two timing gate voltages and orientations are also discussed.  

4.1 Single carbon foil time pick-up detector 

A timing detector based on the Busch et al. [2] design has five basic components. 
These are 1: Carbon foil from which electrons are emitted, 2: Toblerone-part 
which creates a field free region for electrons, 3: Electrostatic mirror to bend the 
path of the electrons by 90 degrees, 4; MCP usually in a Chevron stack for elec-
tron multiplication and 5: An anode from which the signal is read. All of these 
different components have usually also different potentials applied to them (see 
Fig. 3.4, for example). This design enables very fast starts and stops for the ions 
that pass through the detectors and also the detection of even a single electron 
emitted from the carbon foil. [II] 

 

4.1.1 Electron emission and transportation from the foil to the MCP 

The number of electron emitted from the carbon foil is strongly dependent of 
the stopping force of the ion, see for example Fig.  3.7 b), but different coatings 
such as Al2O3 [I] or LiF [4] can clearly enhance the secondary electron emission 
yield. The electron yield is also a function of the thickness of the carbon foil (for 

thicknesses < 10 g cm-2) [45] and very thin DLC films used as a carbon foils 
[4,48] most likely will have degraded electron emission yields if additional coat-
ing is not applied. Other impurities on the carbon foil surface can also have a 
noticeable effect to the electron emission yield compared to a sputter cleaned 
carbon foil [45]. The origin of these impurities can be, for example, the lift-off 
process when carbon foil is lifted from water to its holder. 

From the point of view of the electron transportation from the foil to the 
MCP, both the electron emission angle and the emission energy [45] are im-
portant. As these two cannot be controlled, the timing gate design should take 
these factors into consideration. 
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In this study the electron emission and the toblerone/mirror-grid parame-
ters have been varied in the SimION [49] simulations where T2 timing gate was 
used as a model. SimION is a finite-element code for 3D-modelling of electro-
magnetic fields and for ray-tracing of ions in EM fields. In Fig. 4.1 only the ap-
plied voltages and wire-to-wire spacing (and mirror distance) is varied. Fig. 4.1 
a), b) and c) shows that 1 mm wire-to-wire spacing is sufficient to keep the elec-
trons still relative well together within the toblerone part. However, for 3 mm 
wire-to-wire spacing shown in Fig. 4.1 c) where mirror is also closer, both the 
field free region of the toblerone and the uniform mirror potential fail. In this 
particular case some of the electrons can even escape from the mirror potential 
as mirror grid is too close to toblerone-side grid compared to the electric field 
uniformity and the field strength between mirror wires that they are able to 
create. From the same Fig. 4.1 c) it can also be seen, when comparing to Fig. 4.1 
a) and b), that the smaller the wire-to-wire spacing is, the less the electrons are 
angularly spread right after the first accelerating grid. This is due to the im-
proved field free region in the toblerone and more straight equipotential lines at 
the grid position. 

The other toblerone-grid on the mirror side has similar importance when 
considering the 90 degree turn of the electrons. It should also be able to create a 
uniform equipotential line at the grid plane and to prevent the mirror field pen-
etrating to the field free region. As seen later in Fig. 4.2 c), the mirror wire-to-
wire spacing is not critical as long as it can create a uniform equipotential line 
close to the toblerone side mirror grid. 

The difference of the mirror potential e.g. 2 kV and the acceleration poten-
tial, e.g. 1 kV, is an important factor in the electron flight time spread.  This po-
tential difference affects also to the position spread, although the position 
spread is more affected by the uniformity of the toblerone-part field free region 
(see position spreads in Fig. 4.1 a), b) and c), for example). In Fig. 4.1 d), e) and f) 
only the mirror field and the acceleration potential differences are changed. 
Green dots representing 200 ps time intervals show clearly that in Fig. 4.1 d) the 
time spread at MCP top electrode is larger than in the case of Fig. 4.1 e) and f). 
This is because the electrons spend longer time in the mirror volume in Fig. 4.1 
d) where electrons penetrate about half-way between the mirror grids. Whereas 
in Fig. 4.1 e) and f), despite the different trajectories due to the emission angle, 
the arrival times of the electrons to the MCP are very same. Reason for this is 
that in the Fig. 4.1 e) and f) electrons make their 90 degree turn much closer to 
the toblerone-side mirror grid and spend less time in the mirror volume. This 
turning point cannot be, however, brought infinitely closer to toblerone-side’s 
mirror grid because of the individual wire potentials will ultimately induce 
similar effect than is presented in Fig. 4.1 c).  
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Figure 4.1: Electron trajectory simulations made with SIMION program for the T2 tim-

ing gate with different wire-to-wire spacings and applied voltages. In a), b) and c) the 

wire-to-wire spacings are 0.5 mm, 1 mm and 3 mm, respectively, where b) represents 

the experimental configuration in Jyväskylä. In c) the outer mirror grid is brought 1/3 

closer to the inner mirror grid from the original perpendicular distance of 5.0 mm. In d), 

e) and f) the accelerating foil potential and the outer mirror potential has been changed 

for the 0.5 mm wire-to-wire spacing –case. The (green) markers on the black electron 

paths indicate 200 ps time intervals. In these simulations, all electrons emitted from the 

foil have initial energy of (4 ± 6) eV with uniform distribution of ± 40 degree perpen-

dicular to the foil surface. 
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Simulation results for different electron flight times and spreads are col-
lected in the Fig. 4.2. Here electron emission parameters, emission angle and 
energy, are changed with the different T2 timing gate parameters. From the Fig. 
4.2 it can be concluded that higher acceleration voltage (foil and mirror) reduces 
the average electron flight time and spread equally but the worst case events 
having high electron emission angle and energy induce the largest spread to the 
electron flight times. 

There exists an optimum mirror voltage for certain acceleration voltage 
(and wire-to-wire spacing). This can be seen from the Fig. 4.2 b) where a clear 
minimum in the electron flight time spread exists at about -4500 V mirror grid 
voltage (acceleration potential being -2800 V and toblerone -1800 V). The mirror 
potential should thus be about 2.5 - 3 times higher than the accelerating poten-
tial for small wire-to-wire spacing. The maximum applicable mirror grid volt-
age increases when approaching the ideal grid. It must be noted, though, that 
the actual fields depend also on the device structure and its dimensions. The 
same phenomen as demonstrated in Fig. 4.1 d), e) and f) and in Fig.  4.2 b) is 
seen with the red and also green dotted curves in the figures 4.2 c) and d). The 
actual distance or even wire-to-wire spacing of the outer mirror grid does is not 
critical. However, the equipotential lines the outer mirror grid is able to create 
near the toblerone-part mirror grid, needs to be straight and not to follow the 
spherical electric field lines of the individual wires. If this distance where elec-
trons bend 90 degrees towards the MCP is brought closer to the toblerone-part 
mirror grid, the electron flight time spread does get smaller. 

Therefore, to conclude this sub-chapter it can be noted that judging from 
the Figs. 4.1 and 4.2, the 0.5 mm wire-to-wire spacing is recommended for the 
toblerone grids, whereas one can save some effort on the mirror grid where 
clearly wider spacing works equally well. However, the mirror grid equipoten-
tial line position does depend on the wire-to-wire spacing but a potential of 2-3 
times higher at the mirror grid than in the acceleration from the foil should be 

used. If using 10 m wire diameter, as discussed earlier in the chapter 3.2, one 
can still obtain > 88.5 % optical transmission for 6 grids. However, there are 

some recent experimental evidence that 10 m wires at high voltages increase 
background in the timing gates significantly compared to the thicker 20 or 25 

m wires. This is something to be confirmed later. In acceleration potential, 
shown partly in Fig. 4.1 a) one needs to do a compromise as too high voltages 
not only lead to practical problems, such as sparking, but also will degrade the 
actual ToF resolution because of the tandem effect. 
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Figure 4.2: The effect of different timing gate and electron emission parameters to the 
electron flight time spread. a) The electron ToF spread and the electron flight times as a 
function of foil and mirror voltage. b) The TOF spread as a function of mirror grid po-
tential for a fixed foil voltage. The TOF spread as a function of electron emission energy 
c) and emission half cone d). 

4.1.2 Origin of the halo structure in the ToF-E histograms 

For elements lighter than carbon, a halo structure (see Fig. 4.3) can often be seen 
around the curved isobar as in (see Fig. 1.2, [29] and [26]). This phenomenon 
was studied by means of simulations and experiments [II]. From the experi-
mental results presented in the Fig. 4.3 it can be concluded that longer than 
normal electron flight times from the foil to the MCP, at both timing detectors, 
were causing the halo structure, i.e. extra events at longer and shorter ToFs. It 
was also concluded that these were single electron events as lowering the MCP 
voltage and therefore gain made them disappear. The smaller than average sig-
nal amplitude of these halo events was also confirmed with the fast digitizer 
units. 
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Figure 4.3: Time-of-flight−energy histogram showing the influence of the MCP voltage 
and foil voltage to the scattered hydrogen ion TOFs. When operating at nominal voltag-
es for our system, hydrogen has a clear background distributing over ±15 ns from the 
main isobar as well as lighter background spreading further away as shown in a). In b) 
only the T2 foil has reduced voltage and therefore only smaller electron energies are 
available within the T2. In c) only T1 MCP gain has been lowered so that only multiple 
electron events generate detectable signals at T1 (similarly for T2 in d). 

In the beginning there were two candidates for the origin of the single 
electron halo events: the electrons had either a) scattered from the grid wires 
during their flight path from the foil to the MCP, or b) backscattered from the 
MCP surface before entering the active MCP pore and multiplication. In order 
to test these two candidates, simulations with detailed grid structures needed to 
be done. Before running the simulations the electron backscattering probabili-
ties from the MCP surface and wires and the MCP detection efficiency, needed 
to be solved especially for very low energies. 

Data from CERN [50,51] was used to estimate the backscattering probabil-
ity as a function of incident electron energy. These data had slightly different 
primary energy than our electrons (550 eV vs. our data was with 1000 eV) and 
the backscattering material was copper, not Ni as in MCP electrode or Au/W as 
in grid wires. For the MCP detection efficiency for very low energies, older data 
from Ref. [52], originally measured for channeltron, was used. Here also was a 
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problem: the efficiency data extended only down to 10 eV from where it was 
needed to be extrapolated to lower energies. Data from these references, which 
was also used in the simulations, are presented in Fig 4.4. 

 

Figure 4.4: The secondary electron emission energy distribution as a distribution func-
tion (probability) and b) MCP detection efficiency vs. electron impact energy. The prob-
ability function in a) was used to calculate the energy for the emitted electron after the 
primary electron had hit to the wire or the MCP surface. About 60 % of these secondary 
electrons had less than 11 eV (= 0.02 × 550 eV) energy although small amount of the 
emissions occurred almost at impact energies (true backscattering events). In b) esti-
mated values for the detection efficiency of the MCP were taken from Ref.  [49] down to 
10 eV and the points below the 10 eV impact energy are approximated with a cut-off 
value of < 2 eV. Higher than 50 eV impact energies were assumed to have constant de-
tection efficiency (~90 %) in the simulations. 

When simulations were made to calculate the electron flight times from 
the foil to the MCP, the probability function for backscattered energy distribu-
tion from Fig. 4.4 a) and MCP detection efficiency function from Fig. 4.4 b) were 
used. It was separately calculated if the electron hit only the grid wires or if it 
had the possibility to hit both the grid wires and the MCP surface and still 
backscatter from there. Only those electrons that ended up to the MCP surface 
after the scattering event were taken into account. The electron flight paths, in-
cluding the backscatter events, were like the ones seen in the Fig. 4.5. 

Experimental data, taken from the events presented in the Fig. 4.3 is 
shown together with the simulations in Fig. 4.6. When only the scattering 
events from the grid wires were taken into account, the intensity and shape of 
the flight time yield was different compared to the set of events which included 
also scattering from the MCP surface. The scattering events from the MCP sur-
face matched well the experimental shape once the MCP detection efficiency for 
low energy electrons was taken into account. There exists, however, a sharp 

peak at 1516 ns in the Fig. 4.6. Large portion of this peak was traced to the 
events where backscattered highest energy electrons make multiple wiggles in 
the toblerone before ending back to the MCP surface. As similar peak is missing 
from the experimental data, this would indicate slight over estimation of the 
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true backscattering yield at close to original energy, compared to the secondary 
(backscattered) electrons with lower energies. Also if a lower foil/grid voltage 
is used, longer time scale of the halo will result from the simulation, similarly as 
seen in experiment presented in the Fig. 4.3 b). 

 

 

Figure 4.5: Electron paths (43) in our current T2 timing gate simulated with nominal 
parameters. Single secondary electron emission was set to occur due to the primary elec-
tron impact. About half of the secondary electrons (48 in total) from the MCP have too 
little energy to be visible in this scale. In total, 10 secondary events end up to the to-
blerone side mirror grid and 5 to the walls of the toblerone block, while majority of the 
secondary electrons from the MCP surface end up back to the MCP surface and can 
generate a signal. 
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Figure 4.6 Experimental time-of-flight data from the hydrogen ions and corresponding 
electron flight time simulations from the carbon foil to the MCP surface in our current 
T2 detector. The use of 1000 eV impact energy instead of 550 eV changes very little the 
overall shape of the extended flight times with the exception of the shifted peak which is 
present at the simulations (see text). The solid black line represents the case in which 
scattering/secondary events only from the wire grids are considered. The dashed pink 
line shows the extended electron flight times for reduced foil and mirror potentials. In 
the experimental data the main peak (at 4.8 ns) has about 75 % of all events detected. 

When the experimental evidence and the results of the simulations are 
combined, it can be concluded that the halo events in the ToF-E histogram have 
origin in the single electron secondary emission at the MCP surface. These low 
energy electrons cannot escape from the toblerone volume and they end up to 
the active MCP pore after a short flight time. It would be an advantage to more 
effectively utilize also these single event secondary electrons and thus enhance 
the detection efficiency for hydrogen and other light elements. This could be 
done by additional electric field created by a wire grid between the MCP and 
the toblerone, which would ‘push’ the secondary electrons immediately back to 
the MCP surface. This would induce small time delay for these low energy sec-
ondary electrons but in some situations it could be tolerable if hydrogen or oth-
er light element detection efficiency should be as high as possible. After a heavy 
ion impact to the carbon foil, there will always exist some secondary electrons 
from the MCP surface which have longer flight times. However, for the heavy 
ions this is not a problem since many secondary electrons emitted from the car-
bon foil end up directly in the MCP active pore and create a signal at the correct 
time. 
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4.2 Time-of-flight detector composing of a two individual time 
detector units 

In the previous subchapter optimized design of a single timing gate was dis-
cussed. Next we extend the simulations and experiments to ions and to the full 
time-of-flight detector system with start and stop detector. Two issues will be 
discussed: the tandem effect and the effect of electric fields to the ion flight path. 
[III] 

4.2.1 Influence of the tandem effect to the time-of-flight of the ion 

The tandem effect, first discussed in chapter 2.2.4 and example reference being  
[6], is often said centralize to the foil of the first timing gate. The energetic ions 
traversing in the foil first undergoes a process to reach the charge state equilib-
rium (see Refs. [21,53] for example), after which the average charge state could 
be for example +1.3 for He ions for certain energy. This means that all charge 
states (total of three here) of He ion are present after the foil but the average of 
these would be something between 1+ and 2+ states and the neutral charge state 
0+ would be a minority. As ions with different charge states emerge out of the 
T1 carbon foil, they gain, or lose, the amount of energy equivalent to the voltage 
of the foil times the charge state of the ion. Thus, a random process causes ions 
to exit from the T1 foil with different energies, even they would have the same 
kinetic energy before the foil. This ultimately results as a spread in the time-of-
flight distributions, degradation of the ToF resolution and hence also the depth 
resolution. 

The bigger picture is, however, more complicated, as one needs to take in-
to account also the charge state distribution before the foil, the timing gate ori-
entation, other voltages of the both timing gates and their parameters [III]. The 
charge state probability distribution of the ions exiting from the T1 foil, howev-
er, is in fact the same as before the foil because it is a velocity dependent distri-
bution [21] and the ion energy loss in the foil is minimal.  

Four different timing gate orientations were simulated to test if the timing 
gate orientation have any impact to the tandem effect. The different variations 
are shown schematically in Fig. 4.7. In the simulations the same timing gate siz-
es for T1 and T2 and same foil-to-foil distance were used as in the existing ToF-
ERD configuration. Typical simulation run consisted of three equal-energy ions 
having a mass of 4 u (representing He0, He1+, He2+), incoming from the sample 
direction. Because of the T1 foil voltage, these three ions then had 3 different 
energies when they reached the T1 foil position. At the T1 foil position total of 9 
(3×3) ions were then emitted towards the T2. Finally, the time-of-flight was rec-
orded for all of these 9 ions between the T1 and T2 foils. 

 



Improvement of Time-of-Flight detector  41 
 

 

 

Figure 4.7: Different timing gate orientations. In all simulations the distance from foil-
to-foil was kept the same. Both timing gate carbon foils in a) face towards the E detector, 
in b) face off from each other, in c) face towards the beam and in d) face towards each 
other. 

Next, the different time-of-flights, for the selected energy, were weighted 
according to the different charge state fractions that the simulated ions did ex-
perience during their flight (including the charge state distribution before the 
T1). These fractions were taken from [54] and some of the used values are tabu-
lated in the Table 1. The nine different flight times subsequently had nine dif-
ferent probabilities forming distribution of more or less Gaussian profile with 
some average time-of-flight and spread of this value. These probabilities and 
distributions are illustrated in Fig. 4.8, where two different T1 voltages are 
compared. 

 
Table 1: Charge state fractions for low energy He ions in a carbon foil, taken from [54]. 

qav is the average charge state and d is the width (sigma) of the distribution. 
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Figure: 4.8: Simulated tandem effect induced time-of-flights for monoenergetic 250 keV 
He ions with three different charge states. Correct 250 keV He0 time-of-flight is 
179.23 ns. Both timing gates faced towards the energy detector. Probabilities for differ-
ent charge states are taken from [54]. Fitted curves are pure Gaussian, FWHM is calcu-

lated through weighted standard deviation  obtained directly from the data. 

The highest peak in the Fig. 4.8 represents the event in which 1+ charge 
state ion was incoming towards the timing telescope T1 and also flying towards 
the T2 after T1 foil. The 1+ charge state probability thus was 0.64 × 0.64 = 0.41. It 
can also be seen from the Table 1 that the spread in ToF, caused by the tandem 
effect, depends on the energy of the ion, which in practice governs the natural 
charge state probability distribution of the ions. When single charge state has 
high probability compared to the other charge states the spread in ToF will in 
practice be narrower than in the case where the charge states are distributed 
equally among many. This is also the situation for the high energies approach-
ing MeV/u where all ions start to be close to fully stripped when passing 
through the solid foil. This is the case for close to 100 % of He2+ ions at the ener-
gies of above 2 MeV [54].  

Both the time difference to the correct ToF and the simulated ToF resolu-
tion degradation [FWHM] are presented for all timing gate orientations in Fig. 
4.9. Here a 150 keV energy for different incoming He charge states was used. 
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From the same Fig. 4.9, it can be noted that there is no difference between the 
different timing gate orientations in the tandem effect. However, the best orien-
tation, where time difference is the smallest to the correct ToF (see Fig. 4.9), is 
the one where carbon foils face towards each other (Fig. 4.7 d). This time differ-
ence, however, has little meaning in practice as the differences are very small 
compared to the correct ToF. 

 

 

Figure 4.9: Impact of the timing gate orientation to the tandem effect induced ToF 
spread (left y-axis) and peak position shift (right y-axis). Both timing gates had the 
same voltages in all configurations. Simulated ion beam was 150 keV He and toblerone-
part voltage was +1000 V for both timing gates. Timing gate orientation schematics can 
be seen from Fig. 4.7.  

Further simulations were made to determine how does the voltages in T1 
and T2 change the magnitude of the tandem effect. Same 150 keV He ions were 
used in the Fig. 4.10 as in Fig. 4.9. The timing gate orientation was facing to-
wards the E-detector as in Fig. 4.7 a). The constant voltages for T1 and T2 in Fig. 
4.10 refer to the +1000 V toblerone and -500 V mirror and foil voltages. 

 As can be guessed, and also visible in Fig. 4.10, the T1 voltages have a 
significant impact to the tandem effect and T2 only minor. The same figure sim-
ilarly shows that it is the foil voltage of T1 which has the greatest influence, and 
mirror and toblerone voltages have only minor importance when considering 
the resolution degradation (Fig. 4.10 a). For the shift with respect to correct ToF, 
on the other hand, both the mirror and toblerone voltages do have an impact, as 
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seen from the Fig. 4.10 b) but the overall impact to the ToF-ERDA results is 
meaningless. By having constant T1 voltages but increasing the T2 foil and mir-
ror voltages, it also seems like it could be possible to compensate the tandem 
effect of T1 foil with the second timing gate voltages. This is indicated by the 
lines with near zero slopes in the Fig. 4.10 a) and b) where increasing T2 voltag-
es reduces the tandem effect to almost half. This is caused by the T2 equipoten-
tial field penetrating more deep into the ToF beam tube, towards the T1, where 
it compensates the acceleration or deceleration of the ions after the T1 foil. In 
overall, however, the T1 mirror grid and toblerone and the T2 voltages have no 
impact to the tandem effect, if the T1 foil has high voltage. The T1 mirror and 
T2 voltages have significance only when T1 foil voltage is below 1000 V, as can 
be seen from Fig. 4.12. 

 

Figure 4.10: Impact of timing gate voltages to the tandem effect induced ToF spread (a) 
and peak position shift (b). In a) the simulated spread is given as FWHM. Simulated 
150 keV He ions were used and correct ToF for He0 is 231.378 ns. The foil in both tim-
ing gates was facing towards the energy detector. Constant voltages in a) and b) refer to 
+1000 V in toblerone and -500 V in mirror and foil. Crosses where both mirrors are at 
high voltage, -8 kV or -16 kV, refer to the situation where T1 and both mirror voltages 
are constant and T2 foil voltage is -4000 V and toblerone +1000 V. 
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When different beam energies were used in the tandem effect simulations, 
relatively linear resolution behavior was noticed to couple with the T1 foil volt-
age which finally led to formula (16) . Although the timing resolution degrada-
tion in ns does decrease for higher energies, the calculated energy resolution in 
keV stays relatively constant. These are shown in Fig. 4.11  a) and b), respective-
ly. From the Figs. 4.11 b) and c) it could be interpreted that both the T1 voltage 
and nuclear charge Z (meaning also the number of electrons of the atom) of the 
ion have direct impact to the magnitude of the tandem effect. Whereas from the 
Fig. 4.11 d) it seems like the ion energy would have only very little impact to the 
magnitude of the tandem effect. After plotting these figures, an estimation of 
the tandem effect was created in a form of a formula  

                                  , (16) 

where    [keV] is the energy resolution spread in FWHM,   is the width of the 
charge state distribution [III] and          [kV] is the T1 foil voltage in kV. The 

multiplier      comes from the       √ , where 2.355 is the factor to convert 

sigma, the value of  , to FWHM and √  is the extra spreading caused when in-
coming ion charge state spread is quadratically summed with the charge state 
spread leaving from the T1 foil. The width   is together with qav the most often 
measured value in the measurements determining different charge state distri-
butions and can be found in reference data bases such as the one in Ref. [55]. 
This estimate (16) is also shown with the simulated data in the Fig. 4.11 b), c) 
and d). 
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Figure 4.11: Simulated resolution degradation in nanoseconds (a) and keVs (b, c and d) 
due to the tandem effect for different ion masses and beam energies. The y-axis are in 
FWHM. Also an estimation for the tandem effect is shown in b), c) and d) as a solid line. 
The charge state fractions for different ions used in the simulations are taken from the 
following references: He [54], C [56], O [57], Al [57], Ar(< 1.5 MeV [56],> 1. 5 MeV 
[58]), Fe [56], Cu [59]. 

 

To see the average effect of T1 foil to the estimated resolution degradation, a 
150 keV He beam was used in Fig. 4.12. These values are partly the same as in 
Fig. 4.9 and the same values are behind the data points of 150 keV energy in Fig. 
4.11. From 0 to -1000 V T1 foil voltage, other effects and voltages also contribute 
to the tandem effect as seen from the Fig. 4.12. From these results, as a rule of 
thumb, a T1 foil voltage of 500-600 V can be said to cause the tandem effect of 1 
keV to the He ions. This number compares very well to the measured values 
reported in [6].  

Presented formula (16) for the estimation of the tandem effect shows good con-
sistency of ~10 % to the simulated values of wide energy, ion mass and T1 volt-
age range. However, (16) being only a two term formula with a constant, it also 
clearly fails when T1 foil voltage drops below -500 V (see Fig. 4.12) where other 
voltages of the timing gates start to have greater influence to the passing ion. 
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The formula (16) does anyway give a solid number for the magnitude of the 
tandem effect, something what previous assumptions made for the tandem ef-
fect have not succeeded to quantitate. 

 

 

Figure 4.12: T1 foil voltage dependence and the accuracy of the formulation. Left scale: 
T1 foil voltage that causes 1 keV degradation to the simulated energy resolution. Right 
scale: a comparison between the formulation and the simulation in the T1 foil voltage 
range. Right scale scaled to 1.0 where T1 foil dependence is at linear region. 150 keV He 
beam was used with the timing gate configuration where both timing gates face towards 
the E detector. 

4.2.2 Bending of the low energy ions in the electric fields of the timing gate 

When tandem effect was simulated, it was noted that with low energy ions, the 
flight paths of the light ions can vary significantly, depending on the timing 
gate voltages. This was primarily due to the T1 mirror to toblerone potential 
difference. The effect was most pronounced for the hydrogen energies between 
50 and 150 keV. In some situations it was seen that low energy ions could ulti-
mately miss the T2 timing gate or the energy detector completely, because of 
this bending. 

Lowest energy hydrogen ions having (straight or) upward trajectory in Fig. 
4.13 b) would not be detected at energy detector at all. This bending of the light 
particles in the T1 would result a loss of hydrogen events and a falsified hydro-
gen concentration in a depth profile. In our case, however, this is not true as for 
the both front suppressors (see Figs. 3.2 and 3.4), the solid angles before the T1 
are sufficiently large. This leads to the situation where hydrogen ions that 
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would have otherwise ended up too low in T2 are now bent upwards and gen-
erate a corresponding signal. The average number of these events equals to the 
amount of missing hydrogen events that have ended up too high in T2. This 
effect somewhat cancels the loss of events caused by the bending effect. But, if 
the front suppressor would limit the solid angle this correcting counter effect 
would be prohibited and the unwanted loss of low energy hydrogen ions 
would take place. 

It is also worth to notice that this counter effect can in some circumstances 
even add hydrogen events to the spectrum at the lowest energies, if the sup-
pressor is badly aligned and T1 has high potential difference between the mir-
ror grid and toblerone-part. When smaller than 100 keV hydrogen events are 
important, the bending of the ions in the first timing gate cannot be neglected. 
For heavier ions with similar or higher energies, this type of bending is not sig-
nificant. 

 

Figure 4.13: Bending of hydrogen ion trajectories in timing gates. Low energy hydrogen 
ion paths (initial energy 100 ± 50) keV) are simulated with SimION through the ToF-
ERD spectrometer with E-detector being further right after the T2 timing gate.  Red 
color: negative potential, green color: neutral potential and blue color: positive potential. 
In a) both T1 and T2 have foil and mirror voltage at -2800 V and virtually field free 
toblerone part at -1800 V. In the rest of the figures the T1 foil is at the ground potential, 
the mirror at -500 V (to repel free electrons as in the experimental setup) and the to-
blerone part for the T1 at +1000 V. One can see that in b) and in the close-ups of c) and 
d) the hydrogen paths at lowest energies will not end up to the E-detector when the foil 
opening at T2 is 18 mm in diameter. In e) where 1% downward declination is used for 
incoming hydrogen ions regarding to the straight line of sight. 

To conclude the chapter 4.2 where the timing detector composing of two 
timing gates is discussed, it can be confirmed that the parameters affecting to 
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the tandem effect also affect to the bending of the ions. When considering the 
tandem effect the small as possible T1 foil voltage is recommended, although 
the tandem effect has real impact to the ToF results only energies below 1 MeV 
where tandem effect dE/E can be several % for high T1 foil voltages. In the case 
of Fig. 3.10 where for example energy resolution of 1.4 % was measured for the 
500 keV He and the measurements were done with low T1 foil voltage, the con-
tribution from the tandem effect is < 0.2 % (see also Figs. 4.11, 2.7). Timing gate 
orientation on the other hand has no practical influence to the magnitude of the 
tandem effect. The obtained results suggest also restrictions to the T1 mirror 
field which can bend the low energy light particles. T1 Mirror electric field 
strength should be kept smaller than 1500V/3 mm if for example hydrogen ions 
with E < 100 keV needs to be measured with similar detector system having 
tightly fixed solid angle. 
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5 ANALYSIS EXAMPLES 

The ToF-ERDA tool built during this thesis work is primarily used for quantita-
tive depth profiling of thin films. Majority of the measured samples have been 
related to the ALD process development of thin films like ruthenium [60], AlN 
[61], Al2O3/TiO2 nanolaminates [IV], iridium [62], ZnO [63], silver [64], copper 
[65], osmium [66] or TiO2 [67] to mention a few. While smallest measured areal 
concentrations have contained less than 1×1015 at. cm-2 implantations of specific 
atoms or just 1,2,3,5 ALD cycles of Al2O3 [68], corresponding 1-5 Å thicknesses, 
the thinnest actual depth profiled films have been 5 nm thick Al2O3 -layers on Si 
(see Fig. 5.1). 

 

 

Figure 5.1: A raw ToF-E histogram (left) and depth profile (right) of 5 nm thick Al2O3 
film on Si. No events are omitted from the shown histogram. Sample was measured with 
5.1 MeV Cl2+ beam while tilt angle was 2.75 degrees from sample surface to the detector. 
Density of 3.1 g/cm3 determined by XRR was used to convert the depth profile from at. 
cm-2 to nm. Thin film was deposited by Oili Ylivaara in VTT, Finland and XRR meas-
urement was done by Sakari Sintonen in Aalto University, Finland. 

In this chapter are presented three very different demonstrations of the meas-
urements that have been done during the past years. First one is a more tradi-
tional two-composite nanolaminate of TiO2 and Al2O3 used to test the limits of 
the tool performance, second is an example from stopping force measurements 
and third describes a method of probing small, sub-monolayer, concentrations 
of Al2O3 on top of the TiO2/Si substrate structure.  
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5.1 Separation of the individual nanolaminate layers 

During the ALD related TEKES project, ALEBOND2, where bonding properties 
of different ALD thin films were studied, Jyväskylä was a project partner and 
provided elemental depth profiles and elemental compositions measured with 
the ToF-ERD. During the project we also received several nanolaminate sam-
ples to be analyzed. These multilayered samples with well-defined individual 
layer thicknesses provided us a good benchmark to test our relatively new ToF-
ERD tool at that time. This work has been published in [IV]. 

Multilayered nanolaminate samples composed of several Al2O3 and TiO2 
layers grown on top of each other. The substrate was always a Si wafer. The 
thicknesses of the individual layers were from 1 nm to 20 nm and the full thick-
ness of the nanolaminate was kept constant, about 50 nm. 

 

 

Figure 5.2: Cross sectional transmission electron microscope image of the Al2O3/TiO2 
nanolaminate. Similar nanolaminate structures grown by the same ALD processes were 
analyzed with the ToF-ERD during this study. 

                                                 
2 Nanocoatings with tailored roughness for controlled surface bonding (ALEBOND) was a 

part of TEKES Functional Materials Programme (2007-2013). 
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Figure 5.3: Forward scattered He spectra of a) 1 nm and b) 2 nm thick individual nano-
laminate layers. Simulation fits represent SimNRA [69] simulations of assumed Al2O3 
and TiO2 layer thicknesses and compositions. The 1 nm layers were measured with 515 
keV He beam at 3 degree angle between the surface and the ToF-E telescope. Here, only 
the first layers of the composite form a clear dip in the spectrum and simulation could 
not reproduce correctly the measured data deeper in the sample (as seen in a) without 
unrealistic tweaking of the parameters. b) In the 2 nm case, measured with same energy 
as a) but with 6 degree angle between the surface and the ToF-E telescope, up to 7-9 
individual layers could be matched with SimNRA simulation to the experimental data. 

In the Fig. 5.2 is presented a cross-section of a similar nanolaminate struc-
ture than those depth profiled and characterized in the [IV]. Fig. 5.2 shows 
clearly separated individual Al2O3 and TiO2 layers.  

Nanolaminate samples were measured with both light and heavy ions 
with the ToF-ERDA spectrometer. He and C ions were used to test the resolu-
tion limits of the ToF-spectrometer with thinnest samples whereas heavier ions 
such as Cl were used to depth profile the atomic concentrations in the film. In 
the measurements shown in Figs. 5.3 and 5.4 only the scattered primary beam 
was used in the analysis. Measurements with the low energy He and C beams 
proved that if the light impurities are not of interest, and the major components 
of the film are known, scattered beam can be used to depth profile and analyze 
the composition of the nanolaminate structures very effectively. 

For the 5 nm thick layers, more conventional ToF-ERDA method was also 
able to resolve individual layers throughout the film (see Fig. 5.5). If compared 
with Fig. 5.4, the same sample measured with scattered C, the lighter projectile 
retains the depth resolution better deeper in the sample than the recoiled Al or 
scattered 35Cl beam used to probe the Ti in the case of Fig. 5.5 b). Although the 
elemental composition is more difficult to obtain using the scattered C, the bet-
ter depth resolution for heavier elements can be beneficial in studies when re-
solving between the mixed and the separate laminate layers in important, for 
example. 
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Figure 5.4: Forward scattered 12C spectrum of the 5    thick layers. SimNRA simula-
tion can reproduce very well the detected 12C yield of the measured with the 6 MeV 
12C3+ at 6 degree angle from sample surface to beam. 

 

Figure 5.5: a) The raw ToF-E histogram and b) the depth profile of the 5    thick nano-
laminate layers measured with the 9.9 MeV 35Cl5+ at 6 degree angle from sample sur-
face to the detector. Depth profile is normalized to 100 % for every depth and density of 
3.5        was used to convert         to   . 

In the nanolaminates with 5 times 10 nm layers, as shown in Fig. 5.6, the 
layes are separated throughout the film. It must be noted, though, that the last 
10 nm layer (5 nm on Fig. 5.5) of Al (in Al2O3) on top of the Si substrate needs 
already a sophisticated guess, when the Al events are selected from the histo-
gram for depth profiling. Another important curiosity is the comparison of H-
profile in Fig. 5.6 versus the Fig. 3 in the [IV]. In [IV] Fig. 3 an error had oc-
curred to the author when using Finlandia analysis software. Due to a wrong 
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sample tilt angle (sample to detector - angle (6º) was used in input field of the 
program instead of beam to sample -angle (35º)) the depth profile for hydrogen 
ends already in the middle of the film which is not the case in reality as shown 
in Fig. 5.6. This type of dramatic error in the sample angle, however, does not 
always cause a radical change in the actual depth profile. The only major differ-
ence is for the hydrogen because the hydrogen coming long way out from the 
sample loses still very little energy compared to other elements in the film. 
Stopping force difference, due to tilt angle, can also be seen in the histogram of 
Fig. 5.6 a) where the isobar of H is significantly shorter than the ones for the rest 
of the elements in the film. If the tilt angle would have been shallow, i.e. the 
heavier ion beam with greater stopping force would have travelled longer path 
in the film, the length of the H isobar should be more comparable to other ele-
ments in these energies. If high resolution depth profiling of hydrogen is critical, 
this is the way to tilt the sample then. 

 

 

 

Figure 5.6: a) The raw ToF-E histogram and b) the depth profile of the 10    thick lay-
ers measured with the 9.9     35Cl5+ at 6 degrees from sample surface to the detector. 
Depth profile is normalized to 100 % for every depth and density of 3.5        was 
used to convert         to   . 
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5.2 Energy loss measurement 

In a small part of an IAEA coordinated research project (CRP)3 energy losses of 
heavy ions in advanced engineering materials were measured with the Jyväsky-
lä ToF-ERDA spectrometer. The aim of this project was to “address identified 
shortcomings and limitations in the utilization of heavy ions through the deliv-
ery of better analytical tools with a higher degree of reliability, accuracy, and 
user confidence, thereby enabling an expansion in the range of problems ad-
dressable and solvable”. In short, also stopping forces for heavy ions in 100 nm 
thick Si3N4 window and different materials deposited on top of it were to be 
measured in European facilities having ion beam analysis tools. 

Sample holder addition shown in Fig. 5.7 was constructed to enable stop-
ping force measurements with the obtained Si3N4 windows and other materials 
deposited on top of similar windows. This sample holder allowed one data 
point per single energy to be measured with two consecutive measurements: 
with and without the Si3N4 window. Primary beam from the accelerator was 
scattered from a very thin Au film on top of a Si substrate to obtain a sharp 
peak with the ToF detector [70] . Energy of the incident ion beam was based on 
the generating volt meter (GVM) measuring the accelerator terminal voltage, 

and the GVM calibrated against the 3036±2 keV 16O(,)16O resonance with two 
different terminal voltages before the measurements. 

 

 

Figure 5.7: Sample holder for stopping force measurements with the ToF-ERDA spec-
trometer. Incident ions (green arrow) hit the thin Au film on a Si substrate to scatter 
(violet arrow) towards the telescope. Sample holder can be tilted to an angle where scat-
tered ions pass through the 100 nm thin Si3N4 window before entering the ToF-E tele-
scope and hence lose some energy compared to the measurement with without the win-
dow. 

                                                 
3 IAEA CRP code: F11013 
Improvement of the Reliability and Accuracy of Heavy Ion Beam Nuclear Analytical 
Techniques 
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Figure 5.8: Four example measurements of the energy loss in 100 nm Si3N4. The spectra 
in a) and b) are measured with low (0.253 MeV) and high (6.8 MeV) energy 12C ions, 
respectively, and c) and d) are similar measurements made with 35Cl incident beam. 

Stopping force measurements were based on the detected peak position 
energy difference with and without the Si3N4 window as shown in Fig. 5.8. 
While the individual energy point takes two consecutive measurements the cen-
ter position of the peak, and the shift, is easy to determine as large statistics to 
the peak can be collected in a relatively short time period. 

The determined stopping force of the Si3N4 and Al2O3 for 12C and 35Cl ions 
is presented in Fig. 5.9. Experimental values show 10-20 % deviation from the 
SRIM [71] values, higher values for Si3N4 and lower values for Al2O3. These de-
viations for insulating nitrides and oxides (and other ceramics) were also ex-
pected and the measuring more accurate experimental values was one of the 
original aim of this IAEA project, to which also the Jyväskylä data was handed 
in to be published as a TECDOC document. 
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Figure 5.9: Stopping force of Si3N4 and Al2O3 for 12C and 35Cl ions. Measured values 
for Si3N4 are higher than the SRIM. Similar deviation is measured for the Al2O3 with 
smaller stopping force values than the SRIM values. 

5.3 Areal density of  sub-monolayer Al2O3 on TiO2 

Aluminum areal densities of 5×1014 - 2×1015 at. cm-2 on top of 50 nm TiO2 
layer on a Si substrate were measured to characterize the atomic layer deposited 
Al2O3 film thicknesses in a solar cell application (see Fig. 5.10). These concentra-
tions correspond one to five ALD cycles of Al2O3. This layer was used to create 
a barrier layer on top of the TiO2 surface. While maximum of five ALD cycles 
was used in a deposition, the stoichiometry of the film may not be uniform and 
therefore this layer composition is referred only as AlOx. This AlOx layer was 
supposed to reduce the recombination of photon created electrons in N3 dye 
and hence increase the efficiency of the dye sensitized solar cells. The barrier 
layer that formed, however, did induce a greater loss of the injected electrons 
through the AlOx layer and thus reduced the overall solar cell efficiency with 
increasing Al2O3 cycles. This work has been published in [V]. 
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Figure 5.10: A dye molecule is attaching to the film of aluminum oxide layer on top of 
nanocrystalline TiO2. Photo active N3 dye molecule electron injection through the 
AlOx layer was ultimately found to decrease more than the expected effect caused by the 
free electron recombination suppression. Reprinted (adapted) with permission from [V]. 
Copyright (2013) American Chemical Society, used with permission. 

 Concentration of aluminum atoms on TiO2 was studied with ToF-ERDA. 
The 50 nm thick TiO2 layer between the Si substrate and Al2O3 ALD cycles was 
close to ideal for the separation of the Si background from the aluminum events. 
Slightly thicker mid-layer would have provided close to background free alu-
minum events as can be seen from the ToF-E histogram in Fig. 5.11. 
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Figure 5.11: ToF-E histogram of the sample with five ALD cycles of Al2O3 on top of 50 
nm TiO2 on a Si substrate. The sample was measured with 8.26 MeV 79Br4+. Histogram 
has about 370 events in the Al peak from which about 8-15 events are estimated to be 
due to high energy dual scattering of Si. 

Total of eight samples were measured. As-deposited samples with 1, 2, 3 
and 5 ALD pulses of Al2O3 and similar samples heat treated at 450 ºC to remove 
excess hydrogen before the other measurements. During the analysis, the same 
histogram area was used in all 8 samples to determine the number of events in 
the Al region. The ion beam fluence was normalized to the Si substrate for all 
the samples and the 12 event background due to Si events was reducted from 

the measured Al events. This was estimated by comparing multiple samesized 
areas and their measured yields between the Al main peak and the Si surface. 

The results shown in Fig. 5.12 indicate a relatively linear ALD growth dur-
ing the very first cycles of Al2O3 on top of TiO2. Hydrogen reduction from the 
surface due to the heat treatment was only 10 % in average. Also, the heat 
treatment did not have noticeable effect to the aluminum concentrations. 

These measurements proved that having low background in the ToF-ERD 
histogram enables sub-monolayer areal densities of elements to be probed with-
in sufficient time and accuracy. If the mass separation is not sufficient, as could 
be the issue in Fig. 5.11 for Al and Si, a further separation is possible by adding 
an extra layer between the interfering element or mass. This was the case with 
this example and with TiO2, which came naturally within the sample. Similar 
low concentration measurements have also been performed for boron doped 
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thin films of just few nanometers thick and more measurements, where growth 
of TiO2 on top of Al2O3, and vice versa, will be studied in the future. 

 

 

Figure 5.12: Aluminum (a) and hydrogen (b) areal density as a function of the number 
of ALD cycles of Al2O3 on TiO2. Straight line in a) is a linear fit to the data with fixed 
zero crossing. 
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6 SUMMARY 

Versatile tool combining time-of-flight and energy measurements in coinci-
dence has been built for the ion beam analysis purposes and numerous ToF-
ERD measurements have been performed with the tool since 2009. The carbon 
foil time pick-up detectors have performed reliably during these years and they 
have enabled depth resolutions down to 1 nm at the surface in analysis of ele-
mental depth profiles. Their timing resolution reaches close to 150 ps and the 

detection efficiency for hydrogen is 4080 % for the most typical energy range 
used in the ToF-ERD measurements in Jyväskylä. 

An individual timing gate has been studied in detailed analyses with the 
help of simulations. These simulations revealed that the halo visible in many 
results and publications around the hydrogen isobar is due to the secondary 
electron effects in the individual timing gate. The halo is formed from the 
events in which the secondary electron emitted from the carbon foil hits the 
non-active area of the MCP and emits a new secondary electron which after a 
short flight creates a delayed event by ending to an active MCP pore. 

Other simulations focused to the tandem effect which limits the resolution 
of this type of transmission timing detectors with biased carbon foils at low ion 
energies. After simulating different timing gate orientations and voltages it was 
concluded that T1 carbon foil dominates the tandem effect for foil voltages 
above 1000 V. Nearly linear dependence of the T1 foil voltage and width of the 
charge state distribution applies over a large T1 foil voltage range and ion mass 
and energy range of ions. 

Analysis examples from a wide range of subjects show the applicability of 
the ToF-ERD tool. In typical quantitative elemental analysis of thin films as well 
as quantitative concentration measurements of ~0.5×1015 at. cm-2 of Al, the 
background suppression is essential. The time-stamped data acquisition has 
had a clear impact for achieving this. Work towards fully digitizing data acqui-
sition as well as full utilization of gas ionization chamber as an energy detector 
will help bringing down the background even more while the energy and the 
depth resolution of the ToF-ERD tool will continue to improve even further. 
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