Sonification of Emotion: Strategies for Continuous Display of Arousal and Valence

R. Michael Winters, Marcelo M. Wanderley

Input Devices and Music Interaction Lab (IDMIL)
Center for Interdisciplinary Research in Music Media and Technology (CIRMMT)
Schulich School of Music, McGill University
Raymond.Winters@mail.mcgill.ca

Abstract

Sonification is an interdisciplinary field of research broadly interested in the use of sound to convey information. A fundamental attribute of sound is its ability to evoke emotion, but the display of emotion as a continuous data type has not yet received adequate attention. This paper motivates the use of sonification for display of emotion in affective computing, and as a means of targeting mechanisms of emotion elicitation in music. Environmental sound and music are presented as two possible sources for non-verbal auditory emotion elicitation, each with specific determinants and available features. The review concludes that the auditory-cognitive mechanisms of brain-stem reflex and emotional contagion provide the most advantageous framework for development. A sonification model is presented that implements cues that target these mechanisms. Computationally based strategies for evaluation are presented drawing upon the music emotion recognition literature. Additional aesthetic considerations are discussed that benefit usability and attractiveness of the display.
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1. Introduction

Sonification is an interdisciplinary research of research broadly interested in the use of sound (usually "non-speech audio") to convey information (Kramer et al., 1999). A classic example of sonification, the Geiger counter, conveys the amount of radiation in the nearby environment using audible clicks. Although sonification has found many applications, this small sample exemplifies two compelling functions. Namely, sound can i) display a stream of information that is not visually obvious and ii) leave the eyes free to direct attention to other tasks. Like radiation, emotion is not always visually accessible, and displaying emotional information through sound does not require visual attention. Unique to emotion however, sonification can recruit resources from a cognitive apparatus that is well equipped for auditory emotion perception.

In the field of sonification, the subject of continuous emotion display has not yet received adequate attention. Sonification applications have included assistive technologies, bio-acoustic feedback, data exploration, alarms, and process monitoring (Hermann, Hunt, & Neuhoff, 2011), but the subject of emotion is rare. Though it has been recognized for its role in sound quality and interaction (Serafin et al., 2011), and is relevant to preference and pleasantness in sonification aesthetics (Vickers, 2011), only short, discrete sounds have thus far been applied. Such examples include using auditory icons to communicate emotional associations of the weather (Hermann, Drees, & Ritter, 2003) and using earcons for emotional communication in driver-vehicle...
interfaces (Larsson, 2010) and robotics (Jee, Jeong, Kim, Kwon, & Kobayahi, 2009), but the display of emotion as a continuous realtime data type is absent. The subject as a whole is much more at home in the realms of contemporary research in affective computing (Picard, 1997) and musical emotion (Juslin & Sloboda, 2010), where emotion expression and communication is considered computationally and music's affective capacity is studied in depth.

Furthermore, affective computing and musical emotion stand to benefit from the development of sonification strategies for emotion. Although embodied conversational agents (Hyniewska, Niewiadomski, Mancini, & Pelachaud, 2010) and emotional speech (Schröder, Burkhardt, & Krstulović, 2010) are the predominantly used modalities for affect display and communication, non-speech audio is an unembodied medium, requiring neither a face or a voice to be understood, and by extension, leaving visual and verbal attention untaxed. When used in combination with other display modalities, this auxiliary channel may contribute to a more meaningful data interpretation.

Sonification of emotion can also be useful to the study of musical emotion. A great number of psychological studies have thus far been applied to determining the acoustic, structural (Gabrielsson & Lindström, 2010), and performative (Juslin & Timmers, 2010) elicitors for musical emotion. However, these results have yet to be applied to creating a “systematic and theoretically informed” manipulation of musical stimuli, which according to Juslin and Västfjäll (Juslin & Västfjäll, 2008, p. 574), would be a “significant advance” to stimuli selection. Parallel to psychological studies, music emotion recognition (MER) (Yang & Chen, 2021) has created models for musical emotion using sets of psychoacoustic features, reaching approximately 65% accuracy for categorical emotion recognition in large corpora of music (Kim et al., 2010, p. 261). Sonification offers the possibility of targeting the mechanisms for emotion induction that rely upon the same low-level acoustic cues as these algorithms, increasing (or even decreasing) recognition accuracy, leading to interesting conclusions.

This paper motivates the use of sonification for affective computing and presents strategies for continuous auditory monitoring of arousal and valence. After presenting relevant results from environmental sound, a framework is proposed founded upon two mechanisms for emotion induction in music. A sonification model that implements a select number of these acoustic cues is discussed. Goals and methods for evaluation are presented.

2. Background

Affective computing is defined as computing that relates to, arises from or deliberately influences emotion and other affective phenomenon (Picard, 1997). This definition is broad enough to include some uniquely musical pursuits, which would not normally be considered as related to affective computing. The first is music emotion recognition (MER), where automated, computational systems for emotion or “mood” recognition based on audio and/or text-based information have received increasing attention (Kim et al., 2010). The second are systems for affective music generation, where music composition is computationally infused with results from psychological studies of music emotion (e.g. Gabrielsson & Lindström, 2010). Within affective computing, music has been recognized as a “socially accepted form of mood manipulation,” (Picard, 1997, p. 234) which for example has been applied to noted performance gains in sports (Eliakim, Bodner, Eliakim, Nemet, & Meckel, 2012), gaming (Cassidy & MacDonald, 2009), and driving mood (Zwaag, Fairclough, Spiridon, & Westerink, 2011).

Among these alternatives, sonification of emotion is most closely related to the development of affective music generation systems. Both share emotional data as input and create an “emotional mapping” to sound parameters. Furthermore, sonification can be listened to musically (Vickers & Hogg, 2006) and even integrated into affective music generation systems (Winters, Hattwick, & Wanderley, 2013). However, they can be distinguished both by the goals of the system designer and the way that they are meant to be listened to. Borrowing from the standard definition of sonification, the goal of a designer is to create a “transformation of data relationships into perceived
relations in an acoustic signal for the purposes of facilitating communication or interpretation” (Kramer et al., 1999). In this light, the sound resulting from sonification is most comprehensively a signal that for the listener communicates or interprets important data relationships. If the data is emotion, than sonification, even when explicitly borrowing acoustic features from music, is simply a signal that communicates or interprets the data for the user.

The definition of sonification in fact, most closely parallels one of four non-exclusive areas of affective computing: technologies for displaying emotional information or mediating the expression or communication of emotion (Picard, 2009). Although this area most commonly makes use social signals (Vinciarelli et al., 2012) such as facial, gestural and vocal expressions in embodied conversational agents (Hyniewska et al., 2010), and the task of knowing the social display rules that govern when to display which affect is the “hardest challenge,” (Picard, 2009, p. 13) there are contexts in which the relative simplicity of accurate realtime auditory display of emotion would beneficial.

For communication, these contexts arise when social displays of affect are unavailable, misleading, or inappropriate. A social display might be unavailable in cases when an agent is physically removed from or incapable of generating signals recognizable to the receiver. Social displays might be misleading if they are purposely masked, neutralized, or changed in magnitude (Matsumoto, 2009). A social display might be inappropriate if verbal or visual attention needs to be directed elsewhere, like when engaging in other more primary tasks. If paired with a social display, the auditory channel might be likened to the use of music in film, where sound contributes to the emotional expression of a multimodal scene. In visually based analysis tasks, the addition of the auditory channel might draw attention to data relationships not obvious if using visual-only methods.

Sonification of emotion is further motivated by increasingly sophisticated and diverse technologies for realtime emotion measurement and recognition. In these contexts, the subjective experience of emotion is often represented dimensionally (Fontaine, 2009), and the two-dimensional arousal/valence model of Russell is particularly prominent (Russell, 1980). To create a continuous sonification that would be successful in the use-contexts previously described, an objective and systematic mapping of arousal and valence appears most prudent. The content of the next section determines which of the many possible features of non-speech sounds make good candidates for emotion display, and how they might be mapped from realtime arousal and valence coordinates.

3. Determining Best Strategies

Potential sources for auditory display of affect come from two broad categories of sound: environmental sound and music. Though speech is another candidate, the stated goal is to create a display that does not conflict with verbal communication. Although some of the cues used in vocal expression of emotion might be shared by the auditory display (as in music; Juslin & Laukka, 2003), the goal here is not to use speech.

Within environmental sounds and music, there are additional requirements imposed by the conditions of realtime data monitoring as a background task in parallel to other more primary tasks. In sonification, this context is most often associated with process monitoring applications, and the present case is most closely a peripheral rather than direct or serendipitous display (Vickers, 2011). As noted by Vickers, common issues raised in process monitoring design are intrusion or distraction, fatigue and annoyance, poor aesthetic or ecological choices, and comprehensibility. These concerns are in turn grounded in the underlying need for appropriate aesthetic and semiotic choices. Through an analysis of acoustic features that communicate emotion in music and environmental sounds, this review shows that ultimately music provides the strongest theoretical framework for development due to the wealth of research and the continuous and malleable nature of its elicitors.
3.1. Emotion in the Acoustic Environment

Research on the acoustic elicitors of emotion in the natural environment has been most commonly presented in the psychoacoustic literature or in the pleasantness or annoyance of product sounds. However, recent research has sought a more ecological approach to sound perception in which psychological determinants take prominence to strictly signal characteristics, and the role of emotion becomes more complex. "Emoacoustics" (emotional acoustics) research (Asutay et al., 2012) embodies this trend towards a focus on listener and context, and contributes intriguing new methods and results.

Perhaps the most thorough review comes from Tajadura-Jiménez who categorizes "auditory-induced emotions" into four determinants (Tajadura-Jiménez, 2008, Ch. 4):

1. Physical Determinants
2. Identification/Psychological Determinants
3. Spatial Determinants
4. Cross-Modal Determinants

Physical determinants are those related to the signal itself and are best studied using "meaningless" sounds (Västfjäll, 2012) like broadband noise, and amplitude or frequency modulated tones, as is done in the psychoacoustics literature (Fastl & Zwicker, 2007). Factors related to identification enter when a sound has meaning due to the recognition and cognitive associations of the listener. Experiments using the International Affective Digitized Sounds Library (Bradley & Lang, 2007) have targeted this determinant and found similarities with corresponding affective pictures (Bradley & Lang, 2000). Spatial determinants arise when some aspect of the space contributes to the emotion. Issues of proximity, location, room size (Tajadura-Jiménez, Väljamäe, Asutay, & Västfjäll, 2010), and approaching or receding sound sources (Tajadura-Jiménez, Larsson, Väljamäe, Västfjäll, & Kleiner, 2010) have been studied in combination with different sound types (Hagman, 2010). Cross-modality effects occur when emotionally salient information from one modality impacts another. For sound, visual or tactile information might contribute to the emotional meaning of a sound, though this effect has been studied the least.

Although these categories are valid, only the first three pertain to audio-only display. From these, identifiability requires special consideration. As mentioned in the introduction, identifiable sounds (a.k.a. auditory icons; Brazil & Fernström, 2011) have been applied thus far to conveying emotional associations of the weather (Hermann et al., 2003). Although the affective space occupied by these sounds has been shown to convey a variety of emotions (Bradley & Lang, 2000), sounds notably fall upon two motivations, "appetitive" and "defensive," creating a 'V' shape in the AV space. If this trend were to continue for all identifiable sounds, it would leave gaps that could not be well communicated through sound.

Movement is another problem for the use of identifiable sounds. To convey a transition from high arousal, high valence to low arousal, high valence, would require the interpolation through many sounds. If this transition were to occur rapidly, the identifiability of these sounds might be compromised due to their short length. This problem might be avoided by using evolutionary objects (Buxton, Gaver, & Bly, 1994), which, as identified in the auditory icons literature, allow sound properties to be updated while playing (Brazil & Fernström, 2011). If using an evolutionary object, the sound would need to be able to occupy the entire AV space, so it might be best to start with a sound which is more or less emotionally neutral. A promising candidate for this is self-referential sounds (Tajadura-Jiménez & Västfjäll, 2008), or sounds related to ones own body and its natural movements (e.g. walking, breathing). The sound of a heartbeat for instance could be changed in tempo or loudness to convey arousal, and perhaps sharpness, roughness, and tonalness to convey valence.

The capacity of using spatial determinants for continuous display is worth mentioning, though is also limited. Increasing room size (reverberation time) creates a systematic decrease in valence and increase in arousal for sounds with neutral emotional connotation (e.g. clarinet, duck quack), but not for negative connotation (e.g. dog growl) (Tajadura-Jiménez, Larsson, et al., 2010). Evidence sup-
supporting this effect of neutral sounds is also present in (Västfjäll, Larsson, & Kleiner, 2002), though the effect on arousal was less pronounced. Arousal, in fact, decreased for the condition of highest reverberation, attributed to a decrease in “presence.” Presence, though lacking a precise acoustic definition, has been defined as the perceptual illusion of non-mediation (Lombard & Ditton, 1997), and has been strongly connected to the emotion in auditory virtual environments (Västfjäll, 2003), perhaps most analogously correlated with the degree of “realism” (Frijda, 1988). Creating the illusion of “approach” is possible by increasing loudness, and creates an increase in emotional intensity, but only for identifiable sounds deemed “unpleasant” (Tajadura-Jiménez, Väljamäe, et al., 2010). Finally, in general, sounds perceived as coming from behind the individual are more emotionally arousing (Tajadura-Jiménez, Larsson, et al., 2010). The use of spatial effects for emotion display or expression is drawn into question as incongruent visual information can diminish the strength of the desired auditory illusion (Larsson, Västfjäll, Olsson, & Kleiner, 2007).

The results are most clear-cut with psychoacoustic literature using broadband-noise, and amplitude or frequency modulated tones (Fastl & Zwicker, 2007). Composite models for sensory pleasantness (p. 245) and psychoacoustic annoyance (p. 328) have been developed using well-defined metrics for roughness, sharpness, loudness, tonality, and fluctuation strength. These have been shown to predictive of ratings of pleasantness and annoyance of product sounds, though they were not designed to be able to predict the position in a full 2-D arousal valence model (Västfjäll, 2012). They make good candidates as features for sonification, though using ecologically valid stimuli should not be abandoned. Results from sonic interaction design (SID) have shown that “naturalness” creates a systematic increase in valence compared to synthesized sounds with similar spectral centroid and tonality (Lemaitre, Houix, Susini, Visell, & Franinović, 2012). However, as in SID, it might be best to consider naturalness as an overall aesthetic property that should be conserved, contributing to the attractiveness of the sound and “usability” of the sonification (Norman, 2004).

This review has accessed different possible features for emotion communication in environmental sounds. If using identifiable sounds, it would be best to use evolutionary sounds, perhaps in some way self-representational. Use of spatial effects can be considered if one is mindful of visual dominance. Psychoacoustic features are the most promising for sonification, but naturalness is a global property that should be conserved. Overall, it would appear that the strongest emotional determinant of environmental sound—identifiability—is not viable for sonification, dramatically diminishing the framework as a whole. The field of emotional acoustics is still developing, and future results might be more favorable. For the time being, a much stronger framework is founded in contemporary research on music and emotion, which will be discussed in the next section.

3.2. Mechanisms of Musical Emotion

On the surface, it would seem that the most useful results for sonification come from the wealth of results linking structural, acoustic, and performative cues in music to defined regions of the arousal/valence space. Instead however, a more rigorous approach first determines which psychological mechanisms are favorable for emotion elicitation given defined properties such as cultural specificity, volitional influence, and induction time. These mechanisms in turn encompass subsets of the available structural/acoustic feature space, making the process of selection easier.

Many psychological studies have been conducted to determine what structural, acoustic, and performative parameters contribute to emotional communication in music (Gabrielson & Lindström, 2010; Juslin & Timmers, 2010). Additionally, new computational approaches to feature determination have been introduced in the field of music emotion recognition (Yang & Chen, 2011). This literature affirms that there is no dominant single feature, and musical emotion is best predicted using a multiplicity (Kim et al., 2010). The literature on performance cue utilization (Juslin, 2000) has also advanced—recent results have introduced defined ranges for communication
Collectively, these results offer an abundance of possible features for emotion communication in sonification, but music research offers a more fundamental approach, that of the auditory-cognitive mechanism. In this vein, a collection of six mechanisms for emotion elicitation in music has been proposed (Juslin & Västfjäll, 2008), two of which can be used for continuous auditory display: brain-stem reflex and emotional contagion. Both have a low-degree of cultural and volitional influence, fast induction speed, and a medium dependence upon musical structure (Juslin & Västfjäll, 2008, Table 4). It is worthy of note that the psychoacoustic features from the environmental sounds literature that are the most viable for sonification are accounted for by these mechanisms, and as noted in (Tajadura-Jiménez, 2008, p. 26), mostly the brain-stem reflex.

Acoustic features drawing upon the brain-stem reflex recruit innate structures of the brain that bear upon the organism’s survival. As noted in (Juslin & Västfjäll, 2008, p. 574), these features are most commonly studied in the psychoacoustics literature and include sharpness, loudness, roughness, tonality, and fluctuation strength. In the music literature, a close relative of sharpness is the height of the spectral centroid. Likened to roughness is sensory dissonance, and tonality (a.k.a. “tonal-ness;” Egmond, 2009, p. 79) refers to how tone-like the timbre is as opposed to broadband. The spatial cues discussed in section 3.1, might be considered in this list in that spatial hearing is also shared and important to an organism’s survival, though effects that are dependent upon the sound identification are likely cognitively mediated.

Emotional contagion is a process whereby emotion is induced by perceiving the expression of the stimulus itself and then “mimicking” it internally (Juslin & Västfjäll, 2008). The theory suggests that because music shares many of the acoustic features used in vocal expression of emotion, music becomes like a superexpressive voice (Juslin, 2003). Further, musical features are decoded by an emotion-perception module” (Juslin & Laukka, 2003, p. 803) of the brain that does not distinguish between music and the voice. Evidence support-
finds more substantive support in the mechanisms described in musical emotion research. From environmental sounds, emotion determined through identification and appraisal of the sound was found to be a strong factor influencing emotion. However, the emotional space occupied by these sounds is incomplete, and the problem of movement suggests the use of emotionally neutral evolutionary or self-representation sounds for which acoustic properties can be easily manipulated. Though not well researched, “naturalness” should be conserved at a global level to maximize pleasantness.

Ultimately however, the results from this literature are much less developed than those from musical emotion, and factors such as cultural dependency, induction speed, degree of volitional influence have not been adequately accessed. From music research, two viable mechanisms for sonification have been proposed, each with well-defined psychological properties. Further, the brain-stem reflex accounts for the psychoacoustic and spatial results in the environmental sounds literature that would otherwise be most promising for sonification. The additional mechanism of emotional contagion presents additional musical features for sonification including tempo, attack, pitch information, and regularity.

4. Sonification Model

In designing the sonification model, the goal was to create a simple sound capable of accurately conveying the entire arousal and valence space. Details of the implementation and further discussion can be found in (Winters et al., 2013), but are summarized presently.

A single note forms the basis of the model. This note is created as a bank of resonant modes with independent control of center frequencies, amplitudes and decay times. The resonant object is excited through impulse in alternating left-right stereo channels. The choice of this sound was motivated by its “naturalness”—it is capable of generating sounds that resemble materials like glass, wood, metal, etc. For sonification, tempo, and loudness are mapped to increasing arousal, and the decay time increases with decreasing arousal.

Increasing positive or negative valence is conveyed by slowly increasing the loudness of the fifth, third (M3/m3), and octave above the original note. Sensory dissonance is conveyed in the second quadrant by taking an identical copy and pitch-shifting upwards. Loudness of the copy increases with radial proximity to the line 3π/4, and the pitch shift increases with distance from the origin.

4.1. Evaluation and Future Work

The sonification model presented has not yet been formally evaluated, which is the next step for validation. Of utmost importance is determining how well it conveys the underlying arousal/valence space. With this established, it will be necessary to perform user testing to evaluate sonification in the context of realtime peripheral process monitoring.

The decisions for tempo, loudness, and roughness are supported by the present discussion. Tempo is a feature from the emotion contagion mechanism, roughness is a feature of the brain-stem reflex, and both share loudness. Tempo and loudness increased with increasing arousal as in speech, and increasing roughness and loudness both increased with sensory un-pleasantness. The decisions for major-minor and decay are musical features that are not supported by the present discussion but were found to be useful for conveying valence and decreasing arousal respectively. In fact, these two decisions contributed more to the aesthetic appeal of the display than the decisions of loudness, tempo, and roughness. Although mindful that when using features not accounted for by brain-stem reflex and emotion contagion, desired psychological properties (e.g., low cultural specificity) are not guaranteed, the use of cultural associations has been supported in the design of process monitoring sonifications (Vickers, 2011) as well as in aesthetic computing (Fishwick, 2002). Drawing upon a listener’s cultural associations can create a convincing display that enhances aesthetic appeal, but the designer should be mindful of its limitations. “Major-happy, minor-sad,” for example is culturally learned and may not necessarily be understood by children under six to eight years old.

A yet undeveloped benefit of using strate-
gies from music research, and perhaps most attractive for evaluation, are the growing number of models for music emotion recognition (Yang & Chen, 2011). Using audio-only features, these systems are capable of recognizing emotions categorically or dimensionally, and some systems are designed for time-varying, “second-by-second” emotion detection (Coutinho & Cangelosi, 2012; Schmidt & Kim, 2013). Because these models are sometimes designed for large corpora of music, stretching beyond those of western-classical tradition, the features used for recognition may be less culturally specific. For evaluation, these models can provide a preliminary metric of the accuracy of communication in the arousal valence space.

As of yet, several of the features supported in this analysis have not been implemented. From the brain-stem reflex, these include sharpness, tonalness, and fluctuation strength. From emotional contagion, these include pitch-level and its variation, contour, intensity variability, and attack. The spatial cues of increasing reverberation time and the auditory-illusion of “behind” might also be investigated. The framework of resonant synthesis creates sounds that are relatively more “natural” than other synthesis techniques. This strategy should be continued in further implementations, though using self-representational or evolutionary sounds might be assessed as well.

5. Conclusions

Realtime continuous auditory display of arousal and valence has not yet received adequate attention in the sonification literature, though the pursuit of technologies for realtime emotion recognition makes the data-type eminient. Benefits of sonification include displaying emotional information when visual or verbal cues are unavailable, misleading, or inappropriate, and providing an auxiliary channel for emotional display that can contribute to emotional expression or visual-based data analysis.

Determining the best strategies for display requires careful aesthetic and ecological choices, for which research on the emotional impact of environmental sound and music provides two possible categories for the designer. Currently, the most robust foundation for development is presented by research in musical emotion and specifically cues recruiting the mechanisms of brain-stem reflex and emotional contagion. These mechanisms account for most of the viable acoustic cues from environmental sound and propose additional ones that are shared with speech. These cues can be expected to have a low degree of cultural influence, a high induction speed, and a low degree of volitional influence.

The sonification model discussed explicitly uses some of these features, though others are presented for future work. To evaluate the model, it may be possible to use models for music emotion recognition as a preliminary design metric. With the accuracy of the mapping strategy accessed, user testing needs to evaluate how well the sonification performs when verbal and/or visual attention is already occupied.
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