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Abstract

Two-particle correlations are a useful method to study high energy particle
collisions exhibiting a jet structure. It examines the relations of a selected
trigger particle and other particles in the collision called associated parti-
cles. At the leading order, partons are produced in back-to-back pairs in the
transverse plane due to a momentum conservation. Hadronization of these
partons leads into (ideal) di-jet events. This implies that if we can select a
trigger hadron from one jet, then we should find correlated particles of the
back-to-back jet from the opposite (away) side of the trigger particle. In this
study we concentrate on away side jet properties by studying the distribution
of the longitudinal component of associated particle momentum with respect
to the trigger particle (xg). The distribution comprised of charged hadron
data from proton-proton collisions at /s = 2.76 TeV measured by ALICE.

The measured xg distributions had notable background contributions
from particles not originating from the high energy scattering of partons
that is being studied. This study presents a Monte Carlo -based method to
remove this combinatorial background from the measurements.

The resulting signal distributions exhibited behaviour that gave support
for earlier conclusion by PHENIX Collaboration at RHIC, stating that the
shape of the zy distributions measured in (charged) hadron-hadron correla-
tions does not follow the fragmentation function.

Preliminary results from p + p collisions at /s = 7 TeV from ALICE
suggested that the the slope of the xg distribution at the tail region is sen-
sitive to the trigger momentum fraction z; = pr¢/pry where ppy and pr are
the transverse momenta of the trigger hadron and parton, respectively. 1
repeated this analysis for /s = 2.76 TeV data. Obtained results are similar
to those previously found in ALICE at /s = 7 TeV and by that strengthen
the conclusions from earlier analyses.

One of the experimental challenges is the trigger bias which shows such
that the mean momentum fraction in the hadronization process grows from
its inclusive value in the near side when the trigger condition is posed. Also,

in the case that there are phenomena that causes imbalance between trans-



verse momenta of the partons that initiate the di-jet, then the trigger is more
likely the parton with the higher initial momentum. Such imbalance can be
quantified with the parameter (2;) that measures the ratio between average
momenta of the near side and away side partons. I will discuss a model that
relates this parameter kinematically to the xg distributions. It turns out that
ALICE data gives (2,) < 1 clearly in the experimental error bars and hence

the imbalance is observed.
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Tiivistelma

Kaksihiukkaskorrelaatiot ovat hyva tapa tutkia jetteja, eli kollimoituja hiuk-
kassuihkuja, joita syntyy suurenergisissa hadroni-hadroni térmayksissa. Niis-
si tarkastellaan valitun triggeri-hiukkasen ja muiden tormayksessa synty-
neiden liittohiukkasten (associated particle) vilisid korrelaatioita. Johtavas-
sa kertaluvussa kovassa sironnassa syntyy kaksi partonia, jotka ovat vas-
takkaissuuntaiset poikittaistasossa (transverse plane) liikeméérin siilymisen
nojalla. Niiden partonien hadronisoituminen johtaa (ideaalisiin) di-jetti ta-
pahtumiin. Jos pystymme valitsemaan toisesta jetistd trigger-hiukkasen, niin
voimme odottaa vastakkaisen jetin (away side jet) hadronisaatioista tulevan
trigger-hiukkasen kanssa korreloituja liittohiukkasia. Téassa tyGssid pyritdan
selvittamadn triggerin vastakkaisen jetin ominaisuuksia tutkimalla liittohiuk-
kasten litkemaardn pitkittaiskomponentin ja trigger-hiukkasen liikemaaran
suhteen (zg) jakaumia. Jakaumat oli koostettu ALICE-kokeessa suoritetuissa
\/$ = 2.76 TeV:n protoni-protoni —torméyksissi mitatuista varatuista hadro-
neista.

Mitatut rg-jakaumat sisaltdvat kombinatorisen taustan, joka syntyy kor-
reloitumattomista hiukkaspareista, jotka eivit liity kovaan sirontaan tor-
maysprosessissa. TyoOssa esitellddn Monte Carlo -menetelmd kombinatorisen
tausta poistamikseksi mittaustuloksista.

Saadut tulokset antoivat tukea RHIC -torméayttimen PHENIX -kokeen
tuloksille, joiden perusteella hadroni-hadroni korrelaatioissa mitattujen xg-
jakaumien muoto ei seuraa fragmentaatiofunktiota.

ALICEn preliminéériset tulokset /s = 7 TeV:n p + p-torméyksista viit-
taavat siithen, ettd xrg-jakauman hidnndn eksponentiaalinen vaimeneminen
mittaa havaitun trigger hadronin ja sironneen partonien poikittaisliikemé&a-
rien suhdetta z:td. Suoritin vastaavan analyysin /s = 2.76 TeV:n datalle ja
saadut tulokset olivat sopusoinnussa aikaisempien havaintojen kanssa.

Yksi kokeellisen tutkimuksen haasteista on, ettd trigger-ehdosta seuraa
trigger-puolen keskimaéraisen litkemaardosuuden kasvu sen inklusiivisesta ar-
vosta, mistd kiytetddn nimitysta trigger bias. On olemassa prosesseja, kuten

2 — 3 sironnat, jotka rikkovat jettien liikeméérien ideaalisen tasapainon.
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Trigger biaksen seurauksena trigger hadroni tulee todenniakéisemmin jetistéa,
jonka syntyy suurenergisemman partonin hadronisaatioissa. Tata epatasa-
painoa voidaan tutkia parametrilld (7)) joka mittaa trigger ja assosioidun
partonin keskimé&draisten liikemadrien suhdetta. Tutkielmassani késittelen
kinemaattista mallia jossa tdmé parametri liitetddn rg-jakaumiin. Tutkima-
ni ALICE-datan perusteella (zy,) < 1 selvésti virherajojen sisélld ja téten

havaitsin epitasapainon.
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1 Introduction

The Large Hadron Collider (LHC) [1] at CERN, the European Laboratory
for Nuclear Research, is at the forefront of experimental particle physics. It
is located near Geneva at the border of Switzerland and France. It’s designed
to collide proton beams up to a center of mass energy of /s = 14 TeV and
at a luminosity of 103%ecm™2s71. It’s also capable of colliding heavy ions.

There are four major experiments along the LHC ring: ATLAS [2], CMS
[3], ALICE (A Large Ion Collider Experiment) [4] and LHCb [5]. Of these
ALICE is a dedicated heavy ion experiment, its main goal being to study
quark-gluon plasma. ALICE is optimized for heavy ion collisions, however it
is also able to measure proton-proton (p+ p) collisions. Its sensitivity at low
momentum and excellent particle identification allows some measurements
that are not possible in the other LHC experiments.

The underlying theory behind contemporary particle physics is called the
standard model [6]. It states that all matter consists of combinations of
quarks and leptons and that the interactions of these constituents can be
described by three fundamental forces: electromagnetic, weak and strong
nuclear interactions. In the following we will concentrate mainly on the
strong interaction and quarks.

The interactions between quarks are mediated by gluons. Both quarks
and gluons have a color charge which is analogous to the electromagnetic
charge in Quantum Electrodynamics (QED) [7], except that there are three
color charges as opposed to two. The interactions of color charged particles
is described by a quantum field theory called Quantum Chromodynamics
(QCD) [8]. Similarly to QED, perturbation theory can be used to calculate
scattering cross sections of QCD processes.

The relevant features of the QCD, w.r.t. this analysis, are the confinement
of quarks and asymptotic freedom. Confinement of quarks means that the
force between quarks increases with with distance that prevents a free quark
or gluon to propagate macroscopic distances in free space. In the constituent
quark model the simplest colorless bound states are quark—anti-quark pairs

called mesons and three quark states called baryons. Together, mesons and



baryons, i.e. bound quark systems, are called hadrons.

Asymptotic freedom means that at small distances or at high energies the
force between quarks weakens. At high energies otherwise confined quarks
can thus behave as though they’re free. Confinement and asymptotic freedom
are features that are of great significance when dealing with high-energy

collisions.

1.1 High-energy particle collisions

The process where a colored quark or a gluon turns into colorless final state
hadrons is called hadronization [9]. At high energies, the conservation of
momentum collimates the created hadrons into narrow sprays of particles,
called jets [10]. In the following, I will concentrate mainly on dijet events
which exhibit two nearly back-to-back jets.

The first experimental evidence for jets was seen at the Stanford Positron
Electron Asymmetric Rings (SPEAR) collider at SLAC [11,12]. SPEAR ob-
served that the final state hadrons were not isotropically distributed, instead,
showing a jet-structure. Further e™e™ collision experiments paved the way
for contemporary jet physics. Scatterings of electrons and positrons were
favoured as they provided a very clean environment to observe jets since the
initial state is annihilated and jets emerge clearly from a very low background.

The possibility of observing jets in hadron collisions were debated at first.
It was not certain if the constituents of hadrons could interact in a way to
create jets. They were finally observed at the Intersecting Storage Rings
(ISR) at CERN [13,14]. In this thesis I will concentrate on hadron-hadron
collisions.

The difficulty with hadronic collisions is the internal structure of the
hadrons, and the initial and final state interactions of the associated color
fields. The situation is made even more difficult since the internal structure
of hadrons is much more complicated than just the constituent quarks of the
bound state. Instead, the structure of a hadron includes so-called valence
quarks, sea quarks and gluons. The valence quarks account for the quan-

tum numbers of the hadron, while the sea quarks are quark-antiquark pairs



constantly being created and annihilated within the hadron.
In the parton model [15] hadrons are collections of quasi-free, pointlike
particles called partons. They’re identified as gluons and quarks, though

they’re not identical to constituent quarks.

1.2 Collinear factorization

In the framework of collinear factorization hadron collisions are divided into

three stages:

e The initial state interactions, which are long-distance interactions and
thus cannot be calculated using perturbative QCD (pQCD).

e The partonic scattering which can be calculated using pQCD provided

the process has high enough energy, i.e. is "hard".

e The hadronization of partonic states produced in the hard scattering.
This is the least understood stage and, as with the initial state inter-

actions, pQCD is not applicable.

This division is often called the factorization theorem [10].

In calculating cross sections, the initial state interactions and hadroniza-
tion are accounted for by probability functions. The cross section of a semi-
inclusive interaction a+b —> H + X, where X is "anything at all" (i.e. not

measured /specified), has the form [16]

do_ab—)H—i—X — Z fia(ld) ® f]b(gj2) (29 (Afij—m—m(ﬂh, 1’2) & DI?(Za Q2> (1)

i7j7k

In this equation the sum runs through all possible partonic processes that
can lead into semi-inclusive production of H in scattering of hadrons a and
b. Above 6775+ ig the QCD cross section of the partonic hard scattering,
functions f{*(z1) and f}(x) are called parton distribution functions (PDF)
and D (z, Q?) is called a fragmentation function (FF). The PDF f%(z;) gives
the probability that parton ¢ carries momentum fraction z; of hadron a. The

FF DH(z,Q?) describes the hadronization process. It gives the probability



that that parton k will fragment into hadron H which will carry a fraction
0 < z <1 of the momentum of the original parton at given scale Q2.

As we're unable to calculate PDFs and fragmentation functions from the-
ory, they are parametrized and the fit parameters are tuned by making a
global analysis to all available experimental data. It is assumed that both
sets of functions are universal, which means that when measured in one pro-
cess they can be used in another. PDFs are most accurately determined from
deep inelastic scatterings of electrons on protons whereas fragmentation func-
tions are determined from electron-positron scatterings. It should be noted
that universality of these functions is a conjecture, but the experimental data

has proven it to be a good assumption.

1.3 Fragmentation function

In the following, I will describe in detail how fragmentation functions are

acquired from data. As an example I will examine the set of fragmentation
functions made by Kniehl, Kramer and Potter (KKP) [17].

Fragmentation functions are extracted from e e™
then we need not to consider PDFs in Eq. (1), but the kinematics of the

initial state is simple. To calculate the FF we need to examine the inclusive

scatterings because

production of a hadron A in the annihilation process
ete” = (v,Z2) - h+ X. (2)

The process of calculating FFs at scale Q starts by acquiring it at energy
scale Q2 from data, and then using the so called Alterelli-Parisi QCD evolu-
tion equations to bring them into scale Q* [18].

The key observable is the scaled-momentum distribution normalized to
the total hadronic cross section (1/0;)do"/dx, where o = 2E),/\/s is the
energy fraction of the outgoing hadron h. This we cannot derive from
theory. Instead it can be obtained by a convolution of the cross sections

(do,/dz)(x, u?, Q%) of the relevant partonic subprocesses e"e™ — a+ X, and



the FFs D" (z, Q?, ?) giving

1
0§ [ e gy 0 (T e,
L5 [ e L (2 e ®

xT

Here the sum runs through all active partons, u is the renormalization scale
and (@ is the fragmentation scale. I will not go into more detail on the
partonic subprocesses or the renormalization procedure, other than that in
principle we can calculate them perturbatively to arbitrary precision. At the
moment, the analysis is performed in Next-to-Leading-Order (NLO). More
details on the partonic subprocesses can be found in [19].

The FFs are acquired through a fit of Eq. (3) into data from experiments.
In order to do this we need to parametrize the FFs. In the KKP set the

following parametrization was used:
Dy(x,QF) = Na(1 — x)", (4)

where N, o and f are independent fit parameters. Eq. (3) is fit into several
sets of data simultaneously. This means that if one would consider two
flavours from two data sets with different final state hadrons, one would
have 3 x 2 x 2 = 12 free parameters in the fit.

The KKP fragmentation functions [17] were calculated from K*, 7% and
p/P data collected by the TPC, DELPHI, OPAL, ALEPH and SLD experi-
ments. The fits included charged-hadron data from TPC at /s = 29.0 GeV
[20], and DELPHI [21], ALEPH [22] and SLD [23] at /s = 91.2 GeV. In
addition to this the OPAL [24] and ALEPH |25| experiments supplied gluon-
tagged data. The charged hadron data distinguished fragmentation of quark
flavours in four cases i) u,d and s quarks, ii) b quark only, iii) ¢ quark only
and iv) all five quark flavours.

The number of fit parameters can somewhat be reduced by imposing



iso-spin symmetry based on constituent quark content

DI (2, Q%) = DY (z,Q2),
DI (2,Q3) = DX (2, Q). (5)
DVP(x, Q) = 2D1)7 (2, Q).

=
o
N

ee - Z2° . qq
10

do/dx
5

1o
- tot
o

N

'
w

10

1
[

10

N
\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\ L1l

0O 01 02 03 04 05 06 07 08 09 1
X

Figure 1: An example of the fits made by KKP [17]. Normalized differential
cross section of inclusive hadron production at /s = 91.2 GeV as a function
of z. The LO (dashed lines) and NLO (solid lines) fit results are compared
with data from ALEPH (triangles), DELPHI (circles), and SLD (squares).
The upmost, second, third, and lowest curves refer to charged hadrons, 7=,
K#*, and p/p, respectively. Each pair of curves is rescaled relative to the

nearest upper one by a factor of 1/5.



Eventually the fits made by KKP had a total of 46 free parameters [17|. The
starting scale Qo was in the case of u, d and s quarks and gluons Qo = v/2 GeV
with ¢ quarks @y = 2.9788 GeV and with b quarks Qg = 9.46037 GeV. The
fits were made in the interval 0.1 < x < 1, where the small x was cut
to exclude events in the nonperturbative region. An example of the fits
made by KKP is illustrated in Fig. 1. To get a sense of what order of
magnitude the values of N, o and  can have, I present examples of the b

quark fragmentation functions acquired by KKP:

Dgri(% Q%) = 0.2592719(1 — 2)3%
lei (z, Q(Q)) = 1.32:17_0'884(1 _ x)ﬁ.ls’
Df/?(x, Q(Q)) — 24‘3550.579(1 . :E)12,1'
(6)
These FFs are also illustrated in Fig. 2

Although e~e™ collisions provide the cleanest environment to determine

F'Fs in experiments, one still wishes to study them also e.g. in proton-proton
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Figure 2: Examples of fragmentation functions from describing the fragme-
nation of a b quark to 7% (black), K= (red) and p/p (blue).



physics. One would, for example, like to test the assumption of universality of
fragmentation functions made above. Also, in heavy ion collisions one seeks
to see modification of the fragmentation functions [26]. Therefore, finding a
proton-proton reference measurement would be very important. Especially
the latter goal motivates to make the analysis using two-particle correlation
since that framework is easier to work with also at the heavy ion collisions

where the jet reconstruction is a formidable task [27].

2 'Two-particle correlations in p + p collisions

In this section I will review some of the historical background of two-particle
correlations in high energy particle collisions. The center of the review will be
the momentum fraction xg and what it tells us about the fragmentation pro-
cess. I will start with the results of the CERN-Columbia-Oxford-Rockefeller
collaboration (CCOR), move on to the Pioneering High Energy Nuclear Inter-
action Experiment (PHENIX) at the Relativistic Heavy Ion Collider (RHIC)
and finish off with the currently on-going analysis of ALICE at CERN. I will

start by discussing briefly two-particle correlations in general.

2.1 Azimuthal two-particle correlations

While in full jet reconstruction jets are studied event-by-event basis, with two
particle correlations one studies their properties statistically [28]. A trigger
particle with some given characteristics is sought event-by-event. If such is
found, then all other particles that fulfil other given conditions, referred to
as associated particles, are correlated with the trigger. These criteria depend
on what one aims to study. Here, I choose that the trigger particle is always
the leading charged hadron, i.e. the particle with highest pr = |pt|, if it
belongs in some of the pre-defined trigger bins. Here, I consider all other
charged hadrons with prpi, < pr < pre = p’%igyer as associated particles that
will be correlated with the trigger. At the end, one sums up all events and
typically presents the results normalized to number of fired triggers in the

studied data set.
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Figure 3: Leading particle charged hadron azimuthal correlation function
from ALICE proton-proton collisions at /s = 7 TeV, showing the underlying
event background. The underlying event pedestal, under the peaks shown in
blue, was evaluated assuming zero yield at minimum.

The azimuthal correlation function (CF) is the distribution of the az-
imuthal angle (in transverse plane) between trigger and associated particles
Ap = QPussoc — Pirigg- An example of a CF is presented in Fig. 3. One
can observe a clear di-jet structure from the two peaks. The near side peak
around A¢ = 0 is formed by the particles in the same jet with the trigger.
Similarly the away side peak around A¢ = 7 comes from the jet that, in
an ideal two-to-two processes, is back-to-back with the near side jet in the
transverse plane due to momentum conservation. The flat pedestal under
the two jets peaks is generated from correlations that are not related with
the hard interactions, i.e. the azimuthally isotropic underlying event (UE)
of the proton-proton collision. Later, we will subtract this combinatorial
background from the raw distributions to obtain the jet related correlations.

The relative projection of the transverse momentum of the associated
particle to the direction of the trigger particles transverse momentum is called
zg [29],

PTa " DTt Pra cos Ag

I — — = — s 7
pgft Py ( )
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Figure 4: Illustration of a trigger (pr¢) and associated (pr,) particle trans-
verse momenta in the transverse plane.

where ppy = |pr¢| is the transverse momentum of the trigger particle, pr, =
|Pra| is the transverse momentum of the associated particle and A¢ is the
azimuthal angle between them. A schematic picture clarifying xg is shown
in Fig. 4.

Another momentum fraction relevant to this study is the imbalance pa-

rameter [29]

Pra
Th = —, 8
Pt ( )

which is particularly interesting at partonic level as it gives the momentum
imbalance between the scattered partons and thus the imbalance between

the near and away side jets.

2.2 CCOR Collaboration

The CCOR experiment at CERN-ISR, enabled the most effective use of two-
particle correlations at the time, with a pre-range of 3 < pry < 11 GeV
and /s = 62.4 GeV for p + p collisions. Especially the capacity to per-
form momentum analysis of charged particles over the full azimuth allowed
CCOR to see clearly the jet structure of hard scattering using two-particle
correlations [30].

An important part of the theoretical background for two-particle corre-
lations of the time was the seminal paper by Feynman, Field and Fox [31].
The paper investigates correlations among particles and jets in hadronic col-
lisions, with the assumption that jets originate from a single hard scattering
of quarks from the incident hadrons.

In our case the relevant argument from [31] was that the away-side dis-

12
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Fig. 23. Comparison of the 0 and jet trigger away-side distnbution of charged hadrons in pp
collisions at W = 19.4 GeV, 6 = 90°, and p| (tngger) = 4.0 GeV/c from the quark-quark scat-
tering model. The upper figure shows the single-particle (#?) tngger results plotted versus

2p = —p(h)p (x0} and the jet trigger plotted versus z; = ~p,(h*){py(1et) (see table 1). In the
lower figure, we plot btk versus 2y, where for the jet tngger 23 = 2 but for the single-particle
trigger 2y = {zo}2p. The away hadrons are integrated over all rapidity ¥ and 180" — ¢| < 45°
and the theory 1s calculated using (k) oq = 500 MeV. @ hy =70, x hy =jet.

Figure 5: Parton momentum distributions calculated in [31| exhibiting zg
scaling.

tribution should be the roughly the same when using jet triggers as when
using a single-particle trigger at pr(jet)= pr(single-particle)/ (z), where
2y = pri/Pre- This argument involved the usual expectation that the jet
transverse momentum is approximately equal to the parton momentum, i.e.
DT,jet ~ Pry. Experimental data supporting this is presented in Fig. 5, where
the upper panel shows both jet and 7° triggered xg distributions. In the
lower panel the 7%-tiggered distribution has been scaled with 1/ (z) result-
ing in nearly uniform distributions. Further results affirming this argument
were found by various collaborations in CERN-ISR [32].

It was known that single-particle triggered jets had a trigger-bias, mean-

13



ing that the inclusive single particle spectrum from jet fragmentation is dom-
inated by the trigger fragments with large z;. However, if the above argument
was true, the away-side distribution should be unbiased and could thus be
used to get measurements on the away-side fragmentation process, once cor-
rected for (z;) and for the fact that the jets don’t balance exactly (so-called
kr-smearing effect). This statement also implies that the hard scattering
kinematics remain fixed even if pr, varies as long as pry is fixed.

The CCOR collaboration measured, among other things, away-side two-
particle correlations. It was assumed, based on the above argument of |31],
that x would approximate the away-side fragmentation variable z,= pra/pra

in the limit of balanced back-to-back jets. Here the term balanced refers to

SA=T69x 'll:lﬂ‘:m'il
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en? CHARGED
8 7% Py, (110)
- a?7s Py <8
" 285 Py, <9(10") |
n9sPy, S106107)

o L]

10
clx]
..]z

10

1 1 1 L Il 1 1 1 1 1

0 01 020304 0506 Q7 0809 10 11 1213 1415

Xe

Figure 6: Measured g distributions from CCOR with exponential fits |33].
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the ideal case where the trigger and the associated parton are back-to-back
and have equal momenta. This approximation is based on the following chain

of limits

Tp = _ﬁTt . ﬁTa Ap—m ﬁTaZa kr—0 Za (9)
Py Pre (21) (2)

where kt denotes the partonic transverse momentum which is responsible for

the momentum imbalance and acoplanarity of the trigger and the associated
parton in the transverse plane. In this limit we can write the fragmentation
function as D(z,) ~ D(zg (2))-

The zg distributions from CCOR gave encouraging results. They’re are
illustrated in Fig. 6 [33]. The CCOR Collaboration assumed the fragmenta-
tion functions to be exponential. The exponential fits followed the expected

behaviour e**e(z

) and seemed to scale in zg. This gave reassurance that
xg could be used as an approximation of fragmentation function and that

single-particle and jet triggers could be related simply through (z).

2.3 PHENIX Collaboration

The PHENIX experiment at RHIC investigates high energy collisions of
heavy ions (HI) to discover and study Quark-Gluon Plasma (QGP) which
is a phase of matter which consists of asymptotically free quarks and glu-
ons. Compelling evidence for this new phase of matter was indeed found and
reported by PHENIX [34] and other RHIC experiments [35-37] in 2003.

Although the main goal of PHENIX lay on HI collisions, p 4 p collisions
were also needed as reference. To this end, PHENIX repeated many of the
analyses made by the CCOR collaboration, including xg analysis. However,
measurements at higher energy at RHIC lead to some surprises over the
expectations from ISR.

Fig. 7 presents PHENIX measurements for jet properties using non-leading
particle 70 — h¥*-correlations in p + p collisions at /s = 200 GeV. The
non-leading particle correlations were used because PHENIX had limited
azimuthal acceptance. The zy distributions from these measurements are
illustrated in Fig. 7 similarly to those from CCOR shown in Fig. 6. The
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Figure 7: Measured xg distributions with exponential fits from p+p collisions
at /s = 200 GeV from PHENIX [29].

dashed lines represent the exponential fits. It is apparent that the slopes of
the exponential fits seem to decrease with pry and range from —5.8 to —7.8.
This differs considerably from the same measurements from CCOR, where
the slopes were all approximately 5.3 and independent of pr¢. In addition to
this, the distributions are not quite exponential, which can be seen at high
TE.

To examine this more, PHENIX studied the analytical form of the zg
distribution. According to [29], the joint probability for a fragment neutral
pion with pry = zpr¢ originating from parton with pr¢ and a charged as-
sociated particle with pr, = z,pra, originating from the other parton in the

hard-scattered pair with pr,, is

d30n (ﬁTaa 2ty Za)

= E D Dq Dq D, )
pridpridzidz, (Pre) D (21) D (2a) (10)
where N
Y(p ¢ and .
(th) df)Tt an ( )
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a a Z a
Za = Ijl = Apr{‘ = AtpT . (12)
PTa ThPTt ThPTt
A change of variables from pry, 2¢ to pr¢, 2¢ and from z, to pr, gives
Ao, 1 DTt ( 24P Ta )
= — Y (—)Di(z) DI | —— | . 13
dpridzedprs ThPTt q( 2 ) ( t> ThPTt ( )
Integrating this over z; gives
d’o 1 7 ZDTa
- [ s Do (22)
dpredpra Tnprs Jomin 2t ThPTt
where the integration limits for z; are 2™ = 2pp./\/s = @7, and 2" =

ih%. This equation can be transformed into the xg distribution with fixed

prt at the collinear limit where pr,—zgpr, with a change of variables from
pra to xg. This yields
5 PTt

d*o dpra d?*c 1 bore Dy o
= ~ — M (= D14 D4 dz .
dpridrg dzg 8 dpridpra :i’h/ a % ) D3 () DF | = 2t

(15)

ThPTt
PHENIX originally planned to extract the fragmentation function from

TTt

a joint fit to the measured xg and inclusive pr¢ distributions which had the
form (Eq. 29 from [29])

1 do,
Pt APy

A ' n—2
N~ — dzeD(z) - 2077, (16)
D1y Jar,

This attempt was however unsuccessful due to convergence issues. To study
this issue further PHENIX calculated the xg distributions according to Eq.
(15) for quark and gluon jet fragmentation. The fragmentation functions
were approximated as exponential functions D,(z) ~ exp(—8.2 - z) and
D,(z) ~ exp(—11.4 - z), where the slopes, where obtained from LEP mea-
surements [38,39|. The surprising results are illustrated in Fig. 8. From it
we can see that even though the fragmentation functions differ significantly
the resulting zg distributions are nearly the same. This led to the conclusion

that xg distributions from non-isolated hadrons are, in fact, not sensitive to

17



102|!\\Illwwwr|||w\‘

e ——————
B o 3<p.< 4><1001§

- o 4<p < 5x10 |

10% «  5<plc 6x10%3

F 6 Tt 7 10-3_

1B = <Pr< IXTU

G g * 7<pﬂ< 8x10" 3
b 1T ]
s 107% 4
N F E
c - = ]
T 107%L ¥
g . f ]
z 10°: .
- F 1
107 ]
107 Py 1
10-6:| 11 ‘ L 11 | 1 \T‘I 11 | 11 ‘ 111 | 111 11 I_

|
0 02 04 06 08 1 12 1.4 16
Xg

Figure 8: Measured zg distributions with calculations according to Eq. (15)
for quark (solid line) and for gluon (dashed line) D(z) ~ exp(—bz) from p+p
collisions at /s = 200 GeV from PHENIX [29].

the fragmentation function.
In light of this discovery PHENIX attempted to solve Eq. (14) and (16)

analytically. The trigger parton spectrum was taken as a power law,

—(n-1)
Pt Pt
Yol — || =A(— 17
q<2t) (Zt) )

and the fragmentation function as an exponential Di(z;) = Bexp(—bz), as
before. With these substitutions Eq. (14) becomes

2 B2 A [P .
_Y9 _ —— . dz 2! exp [bzt (1 + ApT )] (18)
dpridpra Th Py S ThPTt

and Eq. (16) becomes

do, AB

1
= dz 2" 2 exp(—bz). 19
= | et es(b) (19)

These are both incomplete gamma functions (it was assumed that Zj, is con-
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stant). To acquire a reasonable approximation for these integrals the upper
integration limits of both integrals were taken to infinity and the lower ones

to zero, thus converting them to simple gamma functions. According to the

relation
> _ L(B+1)
Bo—at _
equations (18) and (19) give
s T(n)B*> A 1 (21)
detdea b jjh p%t (1 + %)n
do, T'(n—1)AB  T(n) AB (22)

dpre 0t pht T (n—Donlph !
where the relation I'(n) = (n — 1)['(n — 1) was used. Now the conditional
probability for observing a charged associated particle with momentum pr,

for neutral pion trigger particle with pry is the ratio of the joint probability
Eq. (21) to the inclusive probability (22)

|  Bn-11 1 -
dpra |, bpre @ (14 )

which in the collinear limit pr, = xgpt; finally gives an interesting and simple

form for the xy distribution

ar
de’E

B(n-1) 1
N —. 24
b & (1+ ﬁ)” (24)

PTt

From this form we can explicitly see that the xg distribution is not very
sensitive to the fragmentation function. The only dependence is the normal-
ization constant B/b which equals the mean multiplicity of particles in the

jet (m)
(m) = /O D(z)dz = B/O e % = B/b(1 — ) ~ B/b, (25)

whereas the dominant term is the modified Hagedorn function (1+xg/2y) ™.
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Based on the above calculation PHENIX argued in [29] that the reason
for zr not being sensitive to the fragmentation function was because the
integration of z; integrates over both the near and away jet fragmentation
function which can be seen directly in Eqs. (15) and (14) where z; is present
in both fragmentation functions. Another way to see this is that even with
a fixed value of pry sampling different values of pr, also changes (z;), which
would mean that fixing pr¢ doesn’t fix the hard scattering kinematics as
previously believed.

It should be noted that even though hadron-hadron correlations now ap-
peared to not be useful for approximating the fragmentation functions the
~ — h* correlations should still be useful for it if the trigger is isolated. This
is because if the trigger is an isolated photon it should have (z) = 1, as
photons don’t have internal structure.

ALICE Collaboration at CERN-LHC has also analysed xg distributions
in proton-proton collisions at /s = 7 TeV using leading particle triggered
correlations and published preliminary data on the results |40,41]. In the
following, I will present the same analysis at /s = 2.76 TeV from ALICE
data and discuss the results both at 2.76 TeV and 7 TeV.

3 ALICE experiment

The ALICE experiment is an international collaboration involving over 1000
members from 132 institutes and 36 countries. Its primary goal is to study the
formation and properties of a new phase of matter, the quark-gluon plasma

through lead-lead collisions.

3.1 ALICE detector

The ALICE detector [42] was optimized for the very high multiplicity en-
vironment created in central heavy-ion collision. For this, it was designed
to feature tracking and particle identification over a large range of momenta
from tens of MeV to over 100 GeV, and to be able to reconstruct huge amounts

of tracks accurately with full acceptance. The ALICE detector also covers
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Figure 9: Illustration of the ALICE detector [43]

mainly the central region |n| < 0.9. However, it contains also some detectors
in the forward region. Figure 9 shows an illustration of the ALICE detector
with all of its subdetectors.

The main section of ALICE is the central barrel, which is a collection of
subdetectors responsible for tracking and particle identification, enclosed in
a 0.5 T magnetic field. The primary subdetectors are the Inner Tracking Sys-
tem (ITS), the Time-Projection Chamber (TPC), the Transition-Radiation
Detector (TRD) and the Time-of-Flight detector (TOF). Of these, I will dis-
cuss the detectors relevant to this thesis: the I'TS, TPC and the V0. For a
detailed account of the ALICE detector see [42].

3.1.1 ITS, TPC and VO

The ITS is the innermost detector in ALICE with a radius of only 43.6 cm.
Its main task is to reconstruct the primary vertex and secondary vertices of

heavy quark decays and hyperons. It is also involved in particle identification
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through information on energy-loss and tracking. In addition, it is capable
of stand-alone tracking of low-momentum particles.

I'TS consists of six layers of silicon detectors. The first two layers are called
the Silicon Pixel Detector (SPD). Being closest to the interaction vertex, the
SPD has to sustain a very large particle density, exceeding 50 particles per
cm?. Because of this, its readout is given in a binary form, whereas the outer
layers have an analog readout. Due to its binary readout, SPD is involved
only in tracking and measuring charged-particle multiplicity. Additionally,
it is used to trigger events. Further details on event selection and trigger-
ing will be discussed later. The third and fourth layers, called the Silicon
Drift Detector (SDD), and the two outermost layers, called the Silicon Strip
Detector (SSD), are involved in both tracking and particle identification.

The TPC is a gas detector consisting of a cylindrical 90m?® field cage
with a length of 5m. It’s divided in two sections by a central electrode at
the interaction point z = 0, where z is the beam direction. At both end-caps
there are multi-wire proportional chambers that operate as readout planes
and as anodes for the 100kV drift (electric) field stretched across the field
cage. The maximum drift time in the TPC gas is about 90 us.

The TPC is the main tracking device of the ALICE detector. It’s able to
track particles with in the full azimuth and at || < 0.9 for tracks that reach
the outer radius of the cylinder. It’s involved in particle identification, and
in determining the momentum and production vertex of charged particles.
It’s able to measure tracks with pr from 0.1 GeV up to 100 GeV and it can
reconstruct and identify up to 20 000 tracks in one event.

The VO is a small angle detector that consists of two arrays of scintillator
counters at both sides of the interaction point at z = 3.4m and z = —0.9m.
It’s primary task is triggering events, but it also participates in the measure-
ment of luminosity in p + p collisions and provides e.g. centrality and event
plane measurements in the heavy ion collisions.

Not all events that occur during an experiment are useful. To select
desired events, triggers are employed. The minimum-bias trigger [44] aims
to trigger all inelastic interactions to impose the least possible bias. The

minimum-bias trigger can be set to require a signal from either the VO or the
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SPD, or from both. Despite of the sizable extent of the triggering cabability
in rapidity, the minimum bias trigger sees only a fraction of in-elastic cross
section, although it is a very sizable one [45]. However, the correlation mea-
surements are simpler in a sense that one considers per-trigger measurements,
and hence, the absolute normalization to the number of in-elastic events is

not needed.

3.2 Track selection

Trajectories and energies of the particles produced in collisions are stored as
tracks. They are defined by five track-parameters, which give the transverse
momentum and curvature of the trajectory, the scattering angle, and the
distance from the interaction vertex in the beam direction and in the trans-
verse plane. In addition to this, tracks include a covariance matrix which
represents the precisions of each five track-parameters [43].

Tracks need to be reconstructed from the output of the detector. The first
step is to combine signals originating from the same particles into clusters.
This combining allows us to determine the exact position of the traversing
particle and reduce the effects of random noise. Clusters are then combined
to form tracks.

The sample of tracks acquired from the reconstruction process includes
so called primary particles, as well as secondary particles. Primary particles
are all particles produced in the collision, including products of strong and
electromagnetic decays, as well as weak decays of charmed and beauty par-
ticles. Non-primary particles are called secondary particles which include for
example feed-down products from strange weak decays, y-conversions and
products from secondary hadronic interactions with the detector material.
In what follows, primary and secondary particles will be called 'primaries’

and ’secondaries’, respectively.

3.3 Track quality cuts

To ensure that the track quality is good and to reduce the amount of sec-

ondaries, a series of cuts are performed on the sample. These cuts can be
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Accepted pseudorapidity range In| < 0.8

Maximal DCA to vertex in XY  0.0182 cm + 0.0350 cm (pr/ [ GeV/¢]) ™+
Maximal DCA to vertex in Z 2 cm

Minimal number of TPC clusters 70

Maximal x? per one TPC cluster 4.0

Do not accept kink daughters

Require TPC refit

Require ITS refit

Table 1: Track quality cuts used in this analysis.

applied by imposing quality criteria on the properties of the track. The cuts
used in the data and in my analysis are presented in Table 1.

Quality criteria can be imposed on the number of clusters used for the
reconstruction of a track. The quality of the track can be controlled also with
the value of x? per cluster. This value gives the quality of the fit between
the track and the contributing clusters.

If a charged particle decays inside the tracking volume into another charged
particle with the same sign, e.g. by emitting a neutrino, it appears to change
trajectory for no reason. These are called kinks. The two charged particles
appear as separate tracks, but during the reconstruction the two tracks are
identified as being related. The particles are flagged as the kink mother and
kink daughter. Kink daughters are sometimes cut to enhance track quality.

The closest point of a tracks trajectory to the primary vertex is called
the Distance of Closest Approach (DCA). As all primary particles should
originate from the primary vertex, a cut on the DCA should be an effective
way to remove secondaries from the sample. There two types of DCA-cuts
used: an absolute and a normalized DCA-cut.

The absolute DCA-cut can be applied separately in two dimensions

Ar <d, and Az <d,, (26)

(&) (&)< )
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which results in an elliptic cut. The absolute DCA-cut is favoured if the
vertex position and track parameter resolutions are imprecise.

In the normalized DCA-cut the distance to the vertex is normalized to
take into account the resolutions of the track parameters and the vertex

position. The normalized distance to the vertex is defined by

Ar \2 Az \2
ooy o) (35) 2

and 0P take into account the resolutions of the vertex posi-

DCA

where o,

tion and track parameters. The cut is then made by choosing a number of
standard deviations (IV,) of tracks allowed, assuming they were distributed

like a two-dimensional Gaussian. The cut is applied through the relation
N, = V2erf (1 — exp(—d?/2) (29)

where erf ! is the inverse error function.

In principle, the normalized DCA-cut is superior to the absolute cut, as
it uses more of the measured information. However, if the accuracy of the
resolutions is imprecise, as it is e.g. in early data-taking, the absolute cut is

favoured over the normalized cut.

3.4 Efficiency and contamination

The success of the cuts is measured through efficiency and contamination.

Both values are evaluated through simulations. In my analysis I use tracking

efficiency provided in [46]. The discussion below follows this reference.
Efficiency tells the probability that a primary particle is reconstructed

and passes the employed cuts. It is defined as a ratio

M(pr)

Glor)’ 0

efficiency =

where M (pr) is the number of reconstructed primary tracks with momentum

pr, and G(pr) is the number of true physical primaries. Contamination gives
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the percentage of secondaries in the data set. It is defined as

B(pT)
M(pr) + B(pr)’

contamination = (31)
where B(pr) is the number of secondaries.

The aim of the cuts is to have a high efficiency and a low contamination.
Selecting the cuts is thus a process of optimization. Strict cuts lead to less
contamination, but at the cost of efficiency, as we also lose more primaries.
Loose cuts ensure we don’t lose as many primaries but at the same time we
include more secondaries. The cuts employed are always fine-tuned to fit
the experiment in question. Some experiments require higher efficiency and
some lower contamination.

Efficiency and contimination are based on a Monte Carlo study where
PYTHIA events [47] are generated and particles ran through a simulation of
a detector response in ALICE. The final outcome of this full simulation is
presented in Fig. 10.

To minimize the effects caused by lost primaries and contamination by

secondaries the data is corrected for efficiency. The efficiency correction is

c
) L o b p+p\'s = 2.76 TeV
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Figure 10: Efficiency and contamination of reconstructed charged tracks se-
lected with cuts listed in Tab. 1.
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Figure 11: Inverse of the efficiency correction of reconstructed charged tracks
selected with cuts listed in Tab. 1.

defined as
M (pr) + B(pr)

G(pr)

The final efficiency correction in this analysis is presented in Fig. 11

C™(pr) = (32)

4 Analysis

In my analysis, [ used ROOT [48,49], an object-oriented data-analysis frame-
work based on C++. ROOT was developed for large scale data analysis and
simulation of particle physics. It includes a library of useful objects to analyse
and store data, and to illustrate this data.

My analysis was done on data from p + p collisions at /s = 2.76 TeV
measured by ALICE. The data was stored as histograms representing various
distributions and organized in pr¢-bins. The pr¢-range was from 4 GeV to
30 GeV and the bin borders were the following: {4,5,6,7,8, 10, 14,20, 30}.
The two last bins (14 < py < 20 GeV and 20 < pry < 30 GeV) were cut on

the account of lack of statistics. The associated pr range was 1 GeV < pr, <
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Pry-
The zg distributions had earlier been analysed in ALICE [50], and at

/s = 7 TeV proton-proton collisions preliminary results have been reached
[40,41]. Here I aim to finalize the results at 2.76 TeV collisions and compare
the results with the 7 TeV data and earlier measurements by CCOR and
PHENIX.

4.1 Underlying event background

The largest task in the analysis was the extraction of the underlying event
background. This background includes contributions from pairs where one
or both of the particles do not originate from the hard scattering, called
uncorrelated pairs.

A raw associated xg distribution, that includes correlated and uncorre-
lated pairs, is made by calculating zg with Eq. (7) between the selected
trigger particle and the particles on the away-side in the same event. This

means the raw distribution comprises of

(ﬂ) _ (ﬂ) N (ﬂ)
de raw de correlated de uncorrelated

dN dN dN
de correlated de jet—BG de BG-BG

where jet-BG is the case where the trigger or associated particle is a back-
ground particle while the other one is a jet-particle, and BG-BG is the case
where both are background particles. In leading particle correlations the
BG-BG component is small compared to the jet-BG and jet-jet component
because when one chooses a high-pr trigger particle it is likely that it’s from

a jet.

4.1.1 Analytic formula of the uncorrelated zg background

To get a better understanding of the uncorrelated background of the away

side zg distribution, I examined it analytically |[51]. In principle, the shape of
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the background can be calculated assuming that the background is isotropic
in A¢ and that the behaviour of the background as a function of pr, is
known. The assumption, dN/dA¢ = const., is well justified as underlying
events shouldn’t have any preferred direction. With these assumptions, I

could write
d*N

2 | =B
deadA¢

DTt (pTa)' (34)

PTt
Let’s now examine the background with a fixed pry. The shape of the
background is described by the form

3m/2 DT 2
Do = [ a20) [ om0 b+ 2 cos A0
™ p

drg /2 min dpradA¢ |, P
3m/2 DTt Pra
= / d(Ag) / dpraBypr, (P1a)d(xE + — cos Ag), (35)
7r/2 p%ain DTt

where the delta-function selects only pairs with given zg. The integration
limits of A¢ cover the away side. The lower limit of the pr, range is p7i"™ and
the upper limit is the momentum of the trigger particle, as I’'m considering
leading particle correlations. To integrate over pr, I wrote the delta function

as

<5(xE—|—JIE cos Ap) =

Pt 5 ( Pt
Prt

P1t 5 Pt
cos A¢p cos A¢

“cosA¢ \ cos Ap'E i pTa) ’
(36)

where the absolute values gives a minus sign because I'm examining the away

T + pTa) =

side, A¢ € [7, 37”] Now the integration over pr, gives

dNbg / S/ / b Pt Pt
= — A B
dIE 71_/2 d( ¢) p?;'n dea (pTa) COS A¢5 COS A¢xE _I_ pTa (37)

_ fmaz Pty Pty
B _2/(15 d(A9)B (_cos A¢$E) cos A¢’ (38)

'min

where the integration limits of A¢ change because the delta-function gives

non-zero results only when ppy™ < —- O’; ™ 52e < Pry. This constrains the inte-

gration limits for A¢ to ¢ = arccos(—xg) and ¢nq, = arccos (—%xE)
a
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However as arccos(x) is defined only within a range = € [—1, 1], but pfi" <

pry and zg € [0, 1], p’i,?i;:BE can have values smaller than —1. Hence the
Ta
maximum angle is

arccos(—-2Lt o) Lo <1
¢ — pTa pTa (39)
max DTt .
T LI rg > 1
pTa

Above I considered the uncorrelated background at fixed pr¢. In reality,
the distributions are examined in bins with finite width. So instead of a fixed

single value, the pr of the trigger follows some dN/dpr(pry)-distribution in

a given pry-bin piY

integrate the background distribution over the pr¢-bin and weight it with the

"< pre < pp®. To take this into account I had to

pry distribution which lead to

max

Py d)ma;v
ANy, dN —DPTt D1t
deg / dpr: / d(A¢) dp B (cos A(ﬁxE) cos Ag (40)
p%bt’" Pmin

Integration of Eq.(40) cannot be done analytically, but I could still learn
something from this formula. Looking at Eq. (40) it can be seen that as long
as p’:éﬁan < 1,orzg < p;;t

™. The higher the value of pry and smaller the cut,

the xg-background is affected by the applied

phase space cut pr, > pi

the smaller the rg-range affected by the cut.

Instead of evaluating Eq. (40) numerically, I used a Monte Carlo im-
plementation of the background determination. A clear benefit from this
approach is that I could generate histograms directly for the background
that were then very simple to subtract from the raw yield. In the following
sections, I will present the generation of the background and how it is nor-

malized. I will also present the systematic uncertainties of the measurement.

4.2 Background zg distribution form

To calculate values of zg, I needed sources to sample values of pry, pra and A¢

from. I assumed that uncorrelated particles don’t have a preferred direction,

30



so the Ag-source was a uniform distribution at 7/2 < A¢ < 37/2. For the
sources of pry and pr, I used fits of the pry distribution and underlying event
pra distribution, respectively. [ will discuss the exact nature of these fits
momentarily.

To get the form of the xg background in a single pr-bin, I calculated ten
million values of xg. In my loop within a fixed trigger bin I first sampled pr
and pr, by taking a random value from their respective sources and checked
that the sampled value of pry was greater than the value of pr,. If this
was not true I discarded these values and sampled a new pair . When a
satisfactory pri-pr. pair was sampled the loop then continued to sample a
value of A¢ by taking a random value from a uniform distribution with range
[0.5,1.5] and multiplied this with 7. I then used these values to calculate zg
according to Eq. (7) and finally inserted this value into a histogram. After ten
million iterations of the above loop, I normalized the now formed background

distribution to unity. I repeated this procedure for each pr¢-bin.

4.2.1 Trigger particle pr distribution

The source for pry was a fit of the trigger particle pp-distribution. These
distributions were compiled by identifying the leading particle of each event
and then inserting it into a pr-histogram in the corresponding pr¢-bin. It
was required that the trigger particle has a minimum transverse momentum

of 4.0 GeV'’s.

pre-bin | n | Stat. error | x2/NDF
4—5 1|5.09 0.05 0.90
5—6 |5.20 0.09 0.59
6—7 5.4 0.2 1.13
7—8 5.9 0.3 1.98
8—10 | 5.7 0.2 0.82
10—-14 | 5.4 0.2 1.29

Table 2: Magnitudes of the power-law exponent n extracted from fits of pr
distributions and the corresponding x?/NDF values.
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Figure 12: Trigger py distribution with a power law fit at 8 < ppy < 10 GeV
from p + p collisions at /s = 2.76 TeV

The pr¢ distributions are expected to follow a power law function

f(pre) o< pry- (41)

In Fig. 12, I present an example of these fits in ppy bin 8 < ppy < 10 GeV.
All pry distributions with power law fits can be found in Appendix A. The
exponents n of each fit with errors and x?/NDF values can be found in Tab. 2.
As one can see from Fig. 12 the power law follows the pr distribution nicely
throughout and in all the distributions. The last bin 10 < ppry < 14 GeV
begins to show some signs of running out of statistics but the fluctuations

are still reasonable. The x?/NDF values also show that the fits were quite
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successful. The fits give a slightly rising trend for n, but the variation is

small.

4.2.2 Underlying event pr, distribution

The source for pr, was a fit of the underlying event pr, distribution. In com-
piling this distribution it was assumed that particles moving perpendicular
to the trigger particle were most likely to be uncorrelated particles origi-
nating from underlying events. This means that the underlying event pr,
spectrum was estimated by the pr spectrum of particles close to the min-
ima of the correlation function. I've illustrated this range in Fig. 13. The
difficulty was how to choose this range. A small range has less statistics
but if the range is increased the contamination by correlated particles also
increases. In my analysis, the underlying pr, distributions were compiled
by selecting particles from A¢ ranges of 0.325 < A¢ < 0.475 rad/m and
1.525 < A¢ < 1.675 rad/.

In Fig. 14b, T show an example of the underlying event pr, distribution
at pri-bin 8 < pry < 10 GeV. From these one can see that the used data set
didn’t have an abundance of statistics. Only the first two distributions have
statistics from the whole available pr,-range. These two exhibit a rapidly

falling tail at the range corresponding to the pr¢-bin borders. These tails

an ; izati
a0 [rWrad] (arbitrary normalization)

-0.2 0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

Ao [rad/Tq

Figure 13: Example of an azimuthal correlation function illustrating the A¢
ranges which were used to estimate the pr, distribution of underlying events
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Figure 14: Underlying event pr, distribution at 8 < pry < 10 GeV a) with
re-binning and b) without re-binning

are an effect of the requirement pr, < pr¢. Fortunately the contributions
from these tails to the final xg background distribution are so small that the
limited knowledge of the tails does not lead into substantial uncertainties in
the final results.

To further combat the lack of statistics, I attempted to enhance the pr,
distributions by re-binning them. The original distributions had equally wide
bins. My general approach was to widen the bins as pr, grows to make the
high-p, tail more useful.

The outline of the bin borders can be found in Tab. 3 (left). I then
attempted to further fine-tune the borders by combining and dividing bins.
I evaluated the quality of the choice of borders visually and by examining
the x?/NDF values of the fit T performed on the p, distribution. Details of
these fits will be discussed later. Fine-tuning was difficult as usually when
one distribution was enhanced the others became worse.

Fig. 14 shows the positive effects of the re-binning at 8 < pry < 10 GeV.
It is clear that the original distribution on the right seems to become unreli-
able at pr, > 4 GeV. On the left side, it can be seen that the re-binning has

successfully stretched the useful pr,-range almost up to 8 GeV.
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Now that [ had better binned pr, distributions, I could start fitting them
with an appropriate function. I used the Kaplan function for the fit. It’s of

the form

(Pra = a1)” ‘“>2>_B . (42)

G(pra) = Ao (1 +

as
When fitting with a function of four parameters it’s important to remember
that one set of initial parameters can give a different fit than another set.
Due to this I experimented with the initial parameters of the fit and finally
settled on the following initial parameters: § = 3.0, a; = 0, as = 2.0. The
initial value for parameter Ay was determined by the maximum of each pr,
distribution.

The range of my fit to the pr, distributions was from 1 GeV to the lower
border of the corresponding pr¢-bin. This leaves the range influenced by the
requirement pr, < pr out of the fit. The range also excludes the first pr, bin,
because the bin border of the histogram didn’t match the cut on soft particles.
Fortunately, despite having quite small statistics, each distribution had some
contributions in the range of the fit, excluding the last bin whose statistics
run out at pr, ~ 8 GeV. This gives reassurance that the fits describe the
distributions correctly.

In Fig. 15, I show an example of the Kaplan fit to the pr, distributions
at 8 < pry < 10 GeV. Rest of the fits and pr, distributions can be found in
Appendix A. In these figures I've plotted the fitted function all the way to
the upper border of the pr¢-bin. From these it can be seen that the fit follows

pra-range | Bin width [ GeV] pre-bin | x* | NDF | x?/NDF
0—2 0.05 4—5 1450 56 0.80
2—4 0.1 5—6 |41.7 40 1.04
4-—5 0.2 6—7 |44.3 | 44 1.01
5—28 0.25 7T—8 |38.2] 46 0.83
8 —10 0.5 8—10 | 44.1 47 0.94
10— 16 1.0 10— 14 | 43.2 47 0.92

Table 3: Left: Outline of bin widths of the underlying event pr distribution
after re-binning. Right: y? values of the Kaplan fits of underlying event p,

spectra.
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Figure 15: Fit of the Kaplan function to the underlying event pr, distribution
at 8 < pry < 10 GeV at /s = 2.76 TeV

the distribution well with, of course, the exception of the tails in the first
two pr-bins. Based on x?/NDF presented in Table 3 (right), the Kaplan

function fitted the data very well in all ppy bins.

4.3 Normalization

For the normalization, I needed to figure out the number of uncorrelated
pairs. For this I assumed that the pairs where the associated particle is un-
correlated with the trigger in azimuth, form also the background in xg-space.
This means the number of uncorrelated pairs of the away side of the corre-
lation function and xg are equivalent. As the uncorrelated particles should

be distributed isotropically in azimuth the question was how to estimate the
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number of pairs which form the underlying event pedestal i.e. the constant
part below the correlation function.

The approach I used was to fit the correlation function with a sum of
two functions, parametrizing the near (Py(A¢)) and away side (P4(A¢))
peaks, and a constant U which is the background amplitude, representing

the underlying event pedestal
G(A¢) = Py(A) + Pa(Ag) + U (43)

The number of uncorrelated pairs would then be given by the area under the

away side peak given by the integral

3m/2

Ny = / d(A¢) U = 7U. (44)
w/2

In this case A¢ was measured in units of rad /7, so the number of uncorrelated

pairs was in fact Ny, = U.

4.3.1 Fits of the correlation functions

The original CFs had a really tight binning and hence I aimed to reduce
statistical fluctuations by re-binning. Unlike with the pr, distributions I
didn’t define the borders of the bins explicitly, but combined existing bins. [
re-binned all the CFs by combining two bins into one. Even after the first re-
binning the first pr¢-bin correlation function exhibited some heavy statistical
fluctuation near its minima, which dropped the underlying event pedestal
significantly. To decrease this fluctuation I combined three bins into one in
the first pp¢-bin. This cleaned the data near the minima sufficiently.

The functions Py and P4 describing the two peaks are not known from
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theory. I used a sum of two gaussians to parametrize each peak

oo |y (S522) | [y (4522)
_ 1 [(Ap— 2
5(%)] (19

(1 (Ad— s\’
Pa(A¢) = Agexp | = (M)
The gaussians were centered around the same mean value: uy = 0 rad for

+ Asexp

+ Ajexp

2 03

the near side and 4 = 7 rad for the away side. The idea behind this sum
is that the other gaussian is narrow and it fits the top of the peak and the
other is wider and fits the bottom of the peak.

[ estimated the initial values of parameters p; (i = 1,2,3,4) according
to the widths of the peaks near the top and bottom. The initial values of
A;, T estimated by the amplitudes of the peaks. I calculated these amplitude
estimates by subtracting the estimate of the background from the bin content
of the CF at A¢ = 0 rad and A¢ = 7 rad for the near and away side peaks,
respectively. I acquired the initial value for the background by calculating
the average bin content of the CF at interval 0.37 < A¢ < 0.57 rad.

I've present the result of the fit at pr¢ bin 8 < ppy < 10 GeV in Fig. 16.
Results for the other pry bins can be found in Appendix A. Fig. 16 also
shows the background amplitude and its statistical error. From these it can
be seen that especially at high pr¢ there is a significant amount of statistical
fluctuations. Overall the used parametrization seems to describe the data
well. A small anomaly can be seen in the tip of the away side peak at
6 < pry < 7 GeV. There the transition between the wide and narrow peak
isn’t as smooth as with the others. This however shouldn’t influence the
background level significantly.

I present the x?/NDF values of the fit of each pri-bin in Tab. 4. Dve
also presented the values and errors of the background level U and of each
pre-bin. The 2 statistics support the claim that the fits were successful. The
first bin has a slightly higher value, but this was due to the looser binning
discussed earlier. The wider bins also resulted in a smaller statistical error

compared to the other fits as can be seen by the relative errors 6U/U.
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Figure 16: Fit of the azimuthal correlation function at 8 < pry < 10 GeV
and /s = 2.76 TeV with function according to Eq. (43) and (45). The blue
dashed line represents the underlying event pedestal and the light blue band
its statistical error.

pri-bin | U (x103) | Stat.error 6U (x103) | §U/U | x*/NDF
4—-5 250.4 1.5 0.006 1.54
5—06 88.9 1.1 0.012 1.17
6—7 36.8 0.5 0.014 1.19
7T—38 17.1 0.4 0.022 1.04

8§ —10 13.4 0.3 0.026 0.93
10—-14 7.1 0.2 0.026 1.16

Table 4: Values of the background amplitude U with their errors and the
x%/NDF values extracted from the fits of the azimuthal correlation functions
of each pr¢ bin.

Based on Fig. 16 and the CF’s in Appendix A the background levels set
near the average minima of the data and of the fit. The acquired background
levels seem realistic. The relative errors are also small.

After the acquiring the background levels U, I scaled the previously com-
puted background forms with them to get the normalized background distri-

butions.
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4.4 Measured, signal and background zg

In Fig. 17 I present the measured away side xg distribution and the Monte
Carlo -generated background distribution at 8 < pry < 10 GeV without ac-
ceptance correction. The rest of these distribution can be found in Appendix
A.

The background shows a peak at low zg. This is caused by the require-
ment pp, > phi" = 1 GeV, which affects the upper integration limit ¢,,q, in
Eq. (40). The peak marks the point where the cut stops affecting the back-
ground i.e. when xgpri/pR™ = 1 and ¢pee = arccos(—zgpri/pH™) turns
to m. The slight downward bending is caused by the lower integration limit

Gmin = arccos(—xg), as when g goes approaches 1 the lower limit ¢, ap-

B | T T T T ‘ T T T T | ]
10 o0, E
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Figure 17: Measured away side xg distribution and the corresponding Monte
Carlo -generated background distribution at 8 < pry < 10 GeV without
acceptance correction.
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Figure 18: Signal away side xg distribution and measured xg distribution at
8 < pry < 10 GeV without acceptance correction.

proaches 7 rapidly which results in the integration range approaching zero
Pmaz — Pmin — 0.

Comparing the measured xg and the background shows that the back-
ground contributions to the measured distribution are most significant at low
xg. This was to be expected as pairs with high xg are more likely to originate
from the hard scattering. Also as pr; increases the background contributions
seem to become less significant, which was also expected since underlying
events are less significant in high trigger bins.

The signal zg distribution I acquired by subtracting the normalized back-
ground from the measured xg. In Fig. 18, I show the measured away side xg
distribution and the signal xg distribution at 8 < pry < 10 GeV without ac-

ceptance correction. The rest of these distribution can be found in Appendix
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A. I cut the points below zg = pf."/pry = 1/pr¢ to eliminate the contribu-
tions affected by the lower cut on pr,. I also cut the tail to discard some of
the contributions where pr, € (p%™, p#*). With cos(A¢) = —1, the lowest

min

point that can be affected by the pp¢ bin borders is when pr, = pT{" and
pre = P, where pe® (piin) is the upper (lower) limit of the pr. Based
on this I cut the points above zg = pii™ /pma®.

These figures reinforce the previous observations that the background is
most significant at low xg and pr¢. In the first two pp¢ bins the measured
and signal distributions are clearly distinct throughout xg. As pr¢ grows, the
two distributions start to converge. However, even at the highest pr¢ bins
at low zg the difference between the signal and measured zg is significant.
This causes the shape of the xg distribution to become less steep when the

background is removed.

4.5 Systematic errors

During my analysis of the xg distributions, I encountered several sources of
systematic error. These errors arise from the fact that in each stage I had
several equally valid options that yielded different results. To account for
the systematic error that comes from these choices I calculated the signal
xg distributions using these alternatives. In the following I will describe the

systematic errors that were considered.

4.5.1 Systematic error sources

The underlying event pr, distribution dNyg/dprt, was compiled by choosing
associated tracks near the minima of the correlation function. These regions
are the least affected by the tracks from the hard scattering, but they’re
still not completely free of these tracks. The amount of contamination from
hard scattered tracks depends on the chosen A¢ range. To study the effects
of this choice I compiled dNyg/dpt, from A¢-range that was half of the
original, A¢ € (0.3625,0.4375) & (1.5623,1.6375)rad/m. I've shown the pr,
distributions from both A¢ ranges in Fig. 19. From it is can be seen that the

shape of the distribution doesn’t change significantly, whereas the amount of
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Figure 19: Underlying event pr, distributions compiled from A¢range A¢ €
(0.325,0.475) & (1.525,1.675) rad/7 (red dot) and A¢ € (0.3625,0.4375) &
(1.5623,1.6375) rad /7 (black square) at 8 < pry < 10 GeV.

statistics drops as expected.

In calculating the shape of the zg background, I used the Kaplan function
to fit the underlying event pr, distribution. However, the correct parametriza-
tion of this distribution is yet unknown. Indeed several other functions can
be used for the fit. To assess the sensitivity to this I tested an extreme case
where I sampled pr, directly from the measured histogram. The same ap-
plied to pri. The power law function is considered to be a reliable fit for the
trigger pr distribution. Nevertheless, I tested the sensitivity of this fit again
by sampling pr from the measured pr histogram.

The absolute normalization depends on the function used to describe the
peaks of the dN/dA¢ distribution. The correct parametrization of the peaks
is unknown so I tested how the normalization changes when the peaks are

parametrized by a different function. I used the familiar Kaplan function

k(x) = A1+ az?®)™" (46)
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Figure 20: Measured zp distributions that has been scaled with (0.959 —
0.08959z5) ! (red dot) and the original (black square) at 8 < pry < 10 GeV.

for this, as Kaplan functions can develop stronger tails than the Gaussian
function. This makes it possible for the background level to drop lower. In
addition to this, I also examined the extreme case where the background
level was determined assuming zero yield at minimum (ZYAM). I did this by
taking the minimum of a fourth order polynomial that was fit to dN/dA¢ in
the range A¢ € (0.24,0.65)rad /7.

Corrections on reconstruction efficiency and contamination are calculated
using event generators. In my analysis these corrections were calculated
using PYTHIA. However one event generator can give different results than
the other. Here I studied the difference in xg in the case that the efficiency
calculation would be based on PHOJET [52] instead of PYTHIA.

It has also been found [46, 50|, that in the Monte Carlo data the ratio
between simulated zg distributions obtained from final efficiency-corrected
data and directly determined input data is not flat but slightly tilted. This
indicates that the efficiency correction might not correct for detector effects

perfectly. Here I assess this ratio as a possible source of a systematic error. In
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the /s = 2.76 TeV data the xg tilt could be parametrized by a linear function
0.959 — 0.08959x and the correlation function was found to be decreased by
a constant of 0.95. To study the effects of these I calculated the signal
rg scaling the measured zg with (0.959 — 0.08959x5) ! and the correlation
function by 1/0.95. To show how much the tilting affects the measured zg,
I’ve presented the original and tilted zg distributions at 8 < pry < 10 GeV in
Fig. 20. It shows that the distribution becomes less steep, as expected from

the scaling function. The change is clearly noticeable but not dramatic.

4.5.2 Signal zg distribution

After I had calculated the signal xg distributions for each systematic error
set, I calculated the difference between them and the signal xg from reference
data. I then summed these differences to get the final systematic errors.
Regarding absolute normalization, there was a possibility that both Kaplan
and ZYAM cases had the same sign of deviation from reference. If this was
the case, I considered only the error from the Kaplan case and discarded the
ZYAM error.

In my analysis [ made some fits to the signal xg distribution. Naturally
the systematic errors transfer into the parameters obtained from the fits.
I calculated the systematics error to these by obtaining the values of the
relevant parameters in each of the cases described above and subtracted

these values from the reference values, as before.

5 Results

In Fig. 21 I present all the signal away side xg distributions with systematic
errors. | have truncated the distributions as in Fig. 18 and normalized by
negative powers of four for clarity. From Fig. 21 it is apparent, that at the
higher pr¢ bins the distributions start to suffer from lack of statistics when
xg > 0.5. Especially with triggers ranging from 6.0 GeV to 14.0 GeV, the
distributions fluctuate significantly.

The distributions appear to be nearly exponential, but at low xg the dis-
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tributions seems to be steeper than at high xg with the exception of the first
bin. This behaviour can be seen most clearly at triggers ranging from 6.0 GeV
to 14 GeV. These distributions thus show similar behaviour as documented
by PHENIX in Fig. 7.

To get a better understanding of the contribution of each systematic
error source to the final errors, I calculated the relative differences between
the signal xg distributions from the reference data and the systematic error
sets. In Fig. 22, [ present the differences at 8 < pry < 10 GeV. The rest of
the relative differences are shown in Appendix A.

The most notable contributions are given by the tilted set. One can
see that in most cases it’s contributions are, at its lowest, greater than the
other contributions at their highest, except the Kaplan. It also has a clear

linear form whose slope seems to remain roughly the same regardless of pry.
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Figure 21: Signal away side xg distributions at /s = 2.76 TeV in each
pry bin. The distributions have been scaled with negative powers of four.
Systematic errors are shown as light grey squares.
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Figure 22: The relative differences of the signal xy distributions between the
reference data and each source of systematic error at 8 < pry < 10 GeV.

This undoubtedly comes from the fact that in the tilted set we modified the
measured zy distribution with a linear function.

The sets with a modified absolute normalization (Kaplan and ZYAM)
seem to have similar shapes, with the exception of the bins between 7 <
pri < 10 GeV. Both sets have strong differences at low zg that quickly fade
out. With the ZYAM set this effect is weaker, which reflects the fact that the
Gaussian fit of the correlation function gives results very near to the ZYAM
method. Based on the Kaplan set results, the choice of function used to
parametrize the correlation peaks is not a trivial one.

As expected the use of the pr¢ histogram instead of the power law fit
didn’t create much deviation from the reference. The use of pr, histogram
caused more differences that grow as pry grows, undoubtedly due to decrease
of statistics at high pry.

The PHOJET set also didn’t exhibit overtly high deviations. Except for
the first pry bin the difference is roughly constant throughout xg and pry.

The A¢ range set, where the underlying event pr, distribution was com-
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Figure 23: Signal away side g distributions at /s = 2.76 TeV in each pry
bin with exponential fits. The distributions have been scaled with negative
powers of four.

piled from a smaller A¢ range, exhibited the most erratic behaviour. At
10 < pry < 14 GeV we can see that the differences drop dramatically. This
is likely due to the lack of statistics in the pr, distribution.

The final systematic errors seem to be of reasonable size. They also seem
to be mostly inclined upward, which is because the outstanding differences,

e.g. Kaplan and tilted sets, were mostly positive.

5.1 High-xr exponential fit

From the signal distributions in Fig. 21, it appeared that they might exhibit
uniform slopes at high zg. To study this closer I fit the signal distribution

with an exponential function dN/dxg < exp(—azg) in the region 0.4 <
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rp < 0.8. I present the results of the fits in Fig. 23. The x?/NDF values
and the slopes of the fit with errors can be found in Tab. 5. From Fig. 23,
it is apparent that generally the fit follows the data well. The good x?/NDF
values also indicate that the exponential function describes the tail well.

Already from Fig. 23 it can be seen that the slopes of the fits are close to
one another. The values of the slopes in Tab. 5, support this observation. The
two distributions between 6 < ppy < 8 GeV are noticeably less steep than
the others. If the fit range was slightly bigger these slopes would probably
grow closer to the others.

In Fig. 24 I show the relative differences of the exponential fit slope pa-
rameters a. As expected the tilted set shows a regular difference throughout
pre. Recall that tilting makes the slope of the xg distribution less steep. The
effect of this is seen directly here.

Using the pr¢ histogram shows again almost no difference whereas the
pra case shows significant differences at pry > 6 GeV. The difference is also
always below 0. This is because the pr, histograms had poor statistics at
high pr,, resulting in that low values of p, were more likely to have been
sampled, which made the slope less steep.

The Kaplan set shows again rather strong differences. They seem to
follow the behaviour exhibited in the relative differences of . The steeply
falling differences, e.g. in Fig. 22, translates to a steeper slope. The ZYAM

case also behaves accordingly. When the zg difference increases the slopes

pre-bin | Slope « | Stat.error da | x?/NDF
4—-5 5.38 0.14 0.56
5—06 5.99 0.21 0.32
6-—7 4.93 0.30 0.73
7—38 4.88 0.43 0.64

8§ —10 5.42 0.43 0.87

10— 14 5.89 0.76 1.04

Table 5: Values of the negative exponential slope parameters with their errors
and the xy?/NDF values extracted from the fits of the signal xg distributions
of each pr¢ bin.
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Figure 24: The relative differences of exponential fit slope parameter « be-
tween the reference data and each source of systematic error.

are less steep (4 < pry < 6 GeV), and when decreasing they’re steeper (6 <
pre < 14 GeV).

The PHOJET and reduced A¢ range sets also behave according to the zg
difference as with the Kaplan and ZYAM sets. The PHOJET sets differences
are not as strong as the A¢ range sets, and the PHOJET set is less randomly
distributed.

5.1.1 Slopes of the exponential fit

The negative slope parameters a from the exponential fits as a function of
pry are shown in Fig. 25 (left). With the current statistics, the errors are
fairly sizeable. Also systematic errors would reduce with significantly more
statistics, since many of them result from various fits into data that suffered
from limited amount of statistics.

[ am unable to say anything conclusive about the behaviour of the slopes
a as a function of pr¢, based on Fig. 25. The data can be interpreted to

exhibit either a rising trend or to being flat within the errors.

50



e PR R T
I o 10- jet-h* gluon
10— p*p2.76 TeV o r
I <
S L
o | 1 2 q
g 8 w 8_
mLu 3 1 ><'-'-' L
x = L
e 6 % } o 9
=] | 1 L | el
S [ el + | o ¢ 1
g | "= I
4 ><l“ 4— ppevents at\s =7 TeV @ —
- é [ . w/c_> isolgtion E |
I = | ° wisolation ALICE Preliminary |
TS T R AN RS RN ET S R S} N | P P I T R R |
2 5 10 15 D 10 20 30
p,, [GeVic] p,, (GeVic)

Figure 25: Left: negative slopes extracted from exponential fits to the signal
xg distributions as a function of pry from p + p-collisions at /s = 2.76 TeV.
Right: negative slopes extracted from dN/dxg with a non-isolated (solid)
and isolated (hollow) trigger /s = 7 TeV data [40]. The grey areas denote
systematic errors. All fits were done in the range zg € (0.4,0.8)

The ALICE collaboration has done similar research with /s = 7 TeV
data using a non-isolated and an isolated leading particle as a trigger [40].
This was done to test the idea that the tail of the xg distribution would be
sensitive to the mean fraction of energy carried by the trigger (z;). Evidence
supporting this claim was indeed found.

In Fig. 25 (right), I show the preliminary results for negative g slopes
by the ALICE Collaboration. The coloured belts are simple fragmenta-
tion model predictions for xg slope that were calculated using the KKP
parametrization for fragmentation functions [17|. The two belts in Fig. 25
are based on the following Monte Carlo simulation on simplified kinematics:
first a back-to-back pair of partons is generated from a power law distribu-
tion, where the power is taken from asymptotic behaviour of the inclusive
spectrum. This simulates ideal two-to-two kinematics with kt = 0. In the
upper bands the trigger side is not fragmented, i.e. (z;) = 1, correspond-
ing to an ideal direct photon trigger. In the away side random values from

gluon (quark) fragmentation function are generated and then g is filled into
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histograms according to the trigger. Finally the slope is determined in the
region 0.4 < g < 0.8 just like in the data which gives the upper (lower) limit
for gluon (quark) FF. Lower bands represent analysis for di-hadron correla-
tions, i.e. both back-to-back partons are fragmented and the resulting larger
momentum is chosen as a trigger.

First from Fig. 25 it can be seen that the xp slopes without isolation
cuts seem to be constant as a function of pry. They are also situated within
the yellow belt meaning their (z) ~ 0.5, which further supports the result
by PHENIX that the slopes of the xg distribution are not sensitive to the
fragmentation functions. However, this simple Monte Carlo model seems to
very well catch the main features of the di-hadron data.

The isolated particles were chosen by examining the charged hadron activ-
ity inside a cone with radius R = 0.4 rad, R = \/m It was required
that within this cone the activity of tracks with pr > 0.5 GeV should stay
under 10% of the particles py. The slopes with isolated triggers seem to
behave differently than in the non-isolated case. They appear to exhibit a
rising trend with increasing pri. At about 2 < pry < 4 GeV the slopes are
very near the yellow belt and at ppy > 10 GeV they are near the blue belt.
This shows that in the isolated case increasing pry also increases (z). Unfor-
tunately, as isolated leading particles are quite rare, sufficient statistics went
only as far as 13 GeV. It appears plausible that increasing pry further would
result in the trigger fraction to reach (z;) = 1.

The results shown in Fig. 25 (right) are comparable to my results (left).
It appears that the slopes from the /s = 2.76 TeV data are on the upper
border of the yellow belt. The difference to the /s = 7 TeV slopes could be
explained by the smaller total energy /s of the collisions.

5.2 The imbalance parameter (7y)

As stated previously the mean imbalance parameter in the partonic level (Zy,)
can be obtained from a fit to the zp distribution with Eq. (24).

H(aw) = mn = (1 25) (47)
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Parameter n was a fixed parameter that originated from the exponential slope
from the trigger parton spectrum. However, based on the parent-child rela-
tionship the slope of the inclusive spectrum of charged tracks 1/(27wpr)dN/dpt
should be the same. The spectrum was fit in the range pr € (5,15) GeV and
the resulting slope was n = 6.38 |53]. The xg distributions were fit in full
range.

I present the modified Hagedorn fits to the xg distributions in Fig. 26. The
acquired values of (73,) and x? statistics I present in Tab. 6. The fits seem to
follow the the distributions excellently in the lowest three pry bins. With the
highest three pr bins, the lack of statistics starts to show in the distributions,
but the fit still describes the data within the statistical uncertainties. The

x? statistics were also very small with x?/NDF staying below 1.3 in all py

bins.
10" Is =276 TeV 1<p, <p,
- IAn|<0.8
1 o 4<p <5(x47)
w
5 B = 5<p <6(x4")
Z 10
© - 3
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= o2l
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1-4 . . . . 1 1
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Figure 26: Signal away side zp distributions at /s = 2.76 TeV in each pry
bin with fit by the modified Hagedorn function Eq. (47). The distributions
have been scaled with negative powers of four.
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pri-bin | (2y,) | Stat.error 62y, | x?/NDF
4—-5 10.62 0.02 1.29
5—6 | 0.57 0.02 0.78
6—7 |0.57 0.02 0.63
7—8 1048 0.02 1.19

8§ —10 | 0.52 0.02 0.84

10 —14 | 0.51 0.03 0.74

Table 6: Values of (i1,) with their errors and the x?/NDF values extracted
from the modified Hagedorn function fits of the signal xp distributions of
each pr bin.

I calculated the systematic errors for (Zy,) as described in section 4.5.2.
The Hagedorn fit had one extra source of systematic error, which was the
slope n of the inclusive spectrum of charged tracks. This slope depends on the
pr range of the fit done on the spectrum dN/dpt. To assess this effect I fit the
dN/dpr spectrum also in the ranges 8 < pr < 25 GeV and 4 < pr < 10 GeV
which gave the exponents n; = 6.41 and ny = 6.32, respectively [53]. I then
acquired the (zy,) using these exponents as before.

The relative differences of the (Zy,) I present in Fig. 27 seem to be near
those of the exponential slope. The strongest difference is with the Kaplan
set, which exhibits noticeably bigger differences than the other sets.

The PHOJET set shows only a slight constant deviation from the ref-
erence. Using the pp¢ histogram caused also only a slight difference that
seems to diminish with pr¢. The pr, case and the tilted set show very sim-
ilar behaviour as with the exponential slopes, except the deviation of the
tilted set is of the opposite sign. The last point of the reduced A¢ range set
shows again the lack of statistics that resulted from using a smaller range.
Otherwise the A¢ range set behaves as erratic as before.

Changing the power of the inclusive charged hadron spectrum seems to
affect (z),) as a constant. It appears that even a slight change in the power
causes noticeable differences in (7). The differences in the powers were
An; = 0.03 and Any = 0.06 and they caused almost 1% and 2% changes in

(Zn) respectively. In my case the difference was small but in general it is
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Figure 27: The relative differences of the imbalance parameter (Zy,) from
the modified Hagedorn fit between the reference data and each source of
systematic error. Labels n; = 6.40896 and ny = 6.31638 refer to the power
of the inclusive charged hadron spectrum.

possible for the differences of the power to go at least as high as 0.27 [50],
which can lead to significant systematic errors.

Looking at the values of (zy,) in Tab. 6, they seem to decrease with pr.
In Fig. 28 I show (2},) as a function of pr¢. It shows that the decrease with
prt is not very strong. It should be pointed out that while the statistical
errors are small, the systematic errors are, as with the xg slopes, quite large.
With this few points to consider and large systematic errors it’s difficult to
say anything conclusive on the behaviour of (Zy,) other than that it decreases
with pr¢, at least up to a point.

The most relevant observation that can be made from Fig. 28 is that it
is always below 1. This is strong evidence for trigger-bias. It shows that
already the trigger parton is always harder than the associated parton. So

trigger bias is present already at the partonic level.
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Figure 28: Mean partonic imbalance parameter () as a function of pry,
with 1 GeV < pr, < pry. The () were obtained from the modified Hage-
dorn function (Eq. (47)) fits to the zg distributions. The grey areas denote
systematic errors.

6 Conclusions

I extracted the away side signal distribution of h* — h* xg in p+ p collisions
at /s = 2.76 TeV from raw distributions measured by ALICE. T then used
the signal distributions to study away side fragmentation and momentum
imbalance.

I removed the background by calculating the form of the background
distribution, normalizing it and then subtracting it from the measured zg
distribution. The form [ calculated using the Monte Carlo -method, by cal-
culating values of xg by sampling the necessary momentum and angle values
from the appropriate distributions. I determined the normalization from the
azimuthal correlation function by evaluating the magnitude of the constant

part under the correlation peaks. The acquired signal xg distributions rein-
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forced the observation made by PHENIX that the xg distributions are not
sensitive to the fragmentation function in the case of h* — h* correlations.

I studied jet imbalance by extracting the partonic imbalance parameter
from the zg distributions through a fit. The resulting values suggested that
the trigger partons transverse momentum pry is always larger than that of the
associated partons pr,. This gave clear evidence that this so-called trigger-
bias is present already at the partonic level.

The slopes of the tails of the xg distribution have been found to be sensi-
tive to (z;) = pr¢/pre- The zg slopes that I acquired were of the same order
as those previously measured in ALICE [40], in which they corresponded
to (z;) ~ 0.5. This gave further evidence that zy distributions at di-hadron
correlations do not measure directly the shape of the fragmentation function,
but instead the measured values are a convolution over two fragmentation
functions - one in trigger side and other away side.

The xp distribution should describe the fragmentation function in the
case of isolated v — h™ correlations. The above analysis done in the case of
isolated trigger hadron does indeed result in slopes that are closer to ideal
gamma-hadron correlations, where (z;) ~ 1. This clearly reflects the increase
of the (z) when the trigger is required to be isolated. The analysis of isolated
triggers is not yet performed in the /s = 2.76 TeV. Also the gamma-hadron
analysis is on-going in ALICE but there are no final results available at the

time.
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Figure 31: Azimuthal correlation function from p + p collisions at /s =
2.76 TeV that have been fit with a function according to Eq. (43) and (45).
The blue dashed line represents the underlying event pedestal and the light

blue band its error.
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Figure 32: Measured away side xg distribution (solid, black) and the cor-
responding Monte Carlo -generated background distribution (hollow, blue)
from p + p collisions at /s = 2.76 TeV and |An| < 0.8.
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