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Abstract

In the work presented in this thesis density functional theory calculations are carried out to study Pd-catalyzed decomposition of ethene and hydrodechlorination of trichloroethene. The focus is in the search of active surface structures, and in the identification of probable reaction mechanisms.

Our results show that under low coverage ethylene dehydrogenates over Pd(111) via \( \text{CH}_2\text{CH}_2^* \rightarrow \text{CH-CH}_2^* \) \( \text{CH}_2\text{CH}_3^* \rightarrow \text{C-CH}_3^* \rightarrow \text{C-CH}_2^* \rightarrow \text{C-CH}^* \). The step edges scramble the picture only at the very end of the reaction coordinate by facilitating C-C bond breaking over dehydrogenation at C-CH level. Although the steps do not promote selectivity among the C-H and C-C activations, they bring down the barriers for the elementary reactions. Steps also facilitate the incorporation of carbon into the immediate subsurface area, from where the atoms move to decorate the step edges.

Trichloroethene hydrodechlorination mechanism is found to follow \( \text{CCl}_2\text{C-ClH}^* \rightarrow \text{CCl-CClH}^* \rightarrow \text{CCl-CH}^* \rightarrow \text{C-CH}^* \rightarrow \text{C-CH}_2^* \rightarrow \text{CH-CH}_2^* \rightarrow \text{CH}_2\text{CH}_2^* \). Surface chlorine resulting from the dehalogenations weakens the binding of the adsorbates and reduces the gap between the dechlorination and hydrogenation barriers, but is not expected to affect the overall reaction route. The change in Gibbs free energy between the gas phase molecule and the activated surface species explain the experimentally observed reactivity ordering among chlorinated ethenes: Although vinyl chlorine has a stronger C-Cl bond than TCE, it dechlorinates faster when introduced from the gas phase to the catalyst surface.

The active and resistant Pd/Au core-shell structures for room temperature TCE HDC were identified as 2D Pd islands on Au nanoparticle. According to the formation energies, these structures are the most stable ones, if no intermixing of Pd into the Au is allowed. Although the mixed structures are found energetically more favorable, they bind reactants poorly. Thus, the barriers for intermixing are presumably not crossed at room temperature, which is in unison with several experimental studies. The Au(111) supported Pd island was calculated to offer clearly more reactive ground for TCE HDC compared to pure Pd(111) in terms of activation barriers and reaction energies.
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### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANEB</td>
<td>adaptive nudged elastic band</td>
</tr>
<tr>
<td>ASE</td>
<td>Atomic Simulation Environment</td>
</tr>
<tr>
<td>BEP</td>
<td>Bronsted-Evans-Polanyi (relation)</td>
</tr>
<tr>
<td>BFGS</td>
<td>Broyden-Fletcher-Goldfarb-Shanno (numerical optimization scheme)</td>
</tr>
<tr>
<td>CINEB</td>
<td>climbing image nudged elastic band</td>
</tr>
<tr>
<td>DCE</td>
<td>dichloroethene</td>
</tr>
<tr>
<td>DFT</td>
<td>density functional theory</td>
</tr>
<tr>
<td>DOS</td>
<td>density of states</td>
</tr>
<tr>
<td>ELF</td>
<td>electron localization function</td>
</tr>
<tr>
<td>GGA</td>
<td>generalized gradient expansion approximation</td>
</tr>
<tr>
<td>GPAW</td>
<td>grid projector augmented wave</td>
</tr>
<tr>
<td>HDC</td>
<td>hydrodechlorination</td>
</tr>
<tr>
<td>HK</td>
<td>the Hohenberg-Kohn theorem</td>
</tr>
<tr>
<td>IUPAC</td>
<td>International Union of Pure and Applied Chemistry</td>
</tr>
<tr>
<td>KS</td>
<td>Kohn-Sham</td>
</tr>
<tr>
<td>KSDFT</td>
<td>Kohn-Sham density functional theory</td>
</tr>
<tr>
<td>LDA</td>
<td>local density approximation</td>
</tr>
<tr>
<td>LDOS</td>
<td>local density of states</td>
</tr>
<tr>
<td>MAE</td>
<td>mean absolute error</td>
</tr>
<tr>
<td>MD</td>
<td>molecular dynamics</td>
</tr>
<tr>
<td>MEP</td>
<td>minimum energy path</td>
</tr>
<tr>
<td>ML</td>
<td>monolayer</td>
</tr>
<tr>
<td>NEB</td>
<td>nudged elastic band</td>
</tr>
<tr>
<td>PAW</td>
<td>projector augmented wave</td>
</tr>
<tr>
<td>PBE</td>
<td>Perdew-Burke-Ernzerhof (energy functional)</td>
</tr>
<tr>
<td>PES</td>
<td>potential energy surface</td>
</tr>
<tr>
<td>RLS</td>
<td>rate limiting step</td>
</tr>
<tr>
<td>RPBE</td>
<td>a revised Perdew-Burke-Ernzerhof (energy functional)</td>
</tr>
<tr>
<td>TCE</td>
<td>trichloroethene</td>
</tr>
<tr>
<td>TS</td>
<td>transition state</td>
</tr>
<tr>
<td>TST</td>
<td>transition state theory</td>
</tr>
<tr>
<td>PCE</td>
<td>perchloroethene</td>
</tr>
<tr>
<td>VC</td>
<td>vinyl chloride</td>
</tr>
<tr>
<td>XC</td>
<td>exchange correlation</td>
</tr>
</tbody>
</table>
1 Introduction

1.1 About chemistry on metal surfaces

My first encounter with the concept of catalysis dates back to the late 1980’s. While traveling in my aunt’s car, I was told that the unpleasant smell filling the cabin originated from a device called a catalytic converter. Later on I learned that this device is in fact very important in modern days, as it makes the poisonous by-products of gasoline combustion less harmful. The automobile "cat" provides an excellent, everyday example of a phenomenon called heterogeneous catalysis. Catalysis in general refers to a process where the rate of a chemical reaction increases due to a substance called catalyst, which lowers the energy input needed to trigger the reaction. The process is called heterogeneous, if the reactants and the catalytic material are in different phases. In the automobile catalytic converter, the reactants including hydrocarbons, carbon monoxide, and nitrogen oxides, come from the gas stream exiting the combustion engine, whereas the catalytic material, finely dispersed platinum group metal on a substrate, is in a solid phase. The unsaturated surface metal atoms bind the impinging molecules providing them first of all a ground to interact. Moreover, adsorption on the metal surface loosens, and in some cases directly breaks the existing bonds in the molecules, thereby speeding up the reaction. The product molecules desorb from the surface back to the gas phase freeing sites for the new reactants.Returning to our example, in one of the reactions catalyzed by the converter in a car, an O$_2$ molecule dissociates upon adsorption forming two oxygen atoms. Oxygen then reacts with adsorbed CO forming CO$_2$, which leaves the metal surface.

The impact of heterogeneous catalysis to modern society is far from being restricted only to pollution control. The principles are applied in the industrial scale production of innumerable chemical compounds including fuels, fertilizers, and fine chemicals. Thus, it is not surprising that the area has attracted lots of attention in the form of Nobel prizes, the latest one being granted for German physicist, Gerhard Ertl in 2007 (see his Nobel Lecture, Ref. [1]). The huge potential of heterogeneous catalysis, realized already in many ways, has been an important motivation and boost for the development of surface science (see e.g. Refs. [2, 3]). This research field was long grounded exclusively on the experimental methods, such as scanning probe techniques, electron-, and vibrational spectroscopy. Even though the measurements are sophisticated, their data can sometimes be hard to interpret. This is where the necessity of quantum mechanical modeling of the systems steps into the picture. The data
obtained from the “computer experiments” involving explicit treatment of individual atoms of the studied system, has successfully complemented experimental results, as well as provided independent information. In fact, the intensive interplay between experiment, theory, and computational modeling has reached a point where industrially relevant catalytic reactions can be described from fundamentals [4]. The real progress in computational chemistry has been made during the last two decades along with the growth of computer power and improvements in methods and algorithms. One method stands out as superior to the others when modeling a surface of a catalyst - the Kohn-Sham density functional theory (KSDFT). The power of the theory lies in its simplicity compared to wave function based methods, making it applicable to large quantum mechanical systems. In 1998 the Chemistry Nobel prize was granted for one of the developers of KSDFT, Walter Kohn (see his Nobel lecture in Ref. [5]).

1.2 Background for this thesis

The ability of Pd to catalyze reactions involving organic molecules has long been acknowledged. Palladium’s moderate propensity toward holding on to molecules allows the reactants to first rearrange into products, then secondly lets them leave the surface. The motivation for the work conducted in this thesis arose from the incompleteness in current understanding of how palladium surface catalyzes the decomposition of ethylene and the hydrodechlorination of trichloroethylene. This study contributes on one hand to the knowledge of the entire field of related reactions by treating prototypes of olefinic (chlorinated) hydrocarbon chemistry over closed packed platinum group metal surfaces. On the other hand these particular reactions are relevant subjects for study already in themselves, as explained in the following discussion concerning the current understanding of the reactions.

1.2.1 Ethylene decomposition over palladium

The ongoing interest toward ethylene interaction with platinum group metals owes to the fact that ethylene is involved in many catalytic reactions proceeding over transition metals, such as polymerization, synthesis of functionalized olefins, and acetylene hydrogenation. Moreover, hydrocarbon interaction with metals is known to produce strongly held carbonaceous residues, “coke”, which can affect the catalyst performance. For some reactions the effect might be beneficial and for some detrimental [6]. Some residues, such as ethylidyne (C-CH₃), may also act as spectator species, which do not contribute to the function of the catalyst [7, 8, 9].

Figure 1.1 shows the experimentally derived temperature dependence of ethylene de-
composition over Pd(111) catalyst [10]. Five distinct evolution steps have been identified: below room temperature ethylene adsorbs molecularly onto the surface (1). Spectroscopic measurements [11, 12, 9, 13, 8] and DFT calculations [14, 9, 15, 16] have identified two main chemisorption modes: di-σ-mode, where two metal atoms participate to the bonding, and π-mode, where one metal binds the molecule. If a Pd surface is exposed to ethylene at room temperature, the adsorption results in immediate formation of ethylidyne (2). Upon heating beyond 350 K ethylidyne dehydrogenates to C-CH$_x$ (3), whose exact chemical composition is not known. Further heating leads to complete decomposition to carbon atoms (4) which beyond 440 K start to penetrate into the lattice (5).

\[ \text{CH}_2=\text{CH}_2 \text{(gas)} \]

\[ \text{CH}_2=\text{CH}_2 \rightarrow \text{CH}_3 \]

\[ \text{CH}_2=\text{CH}_2 \rightarrow \text{CH}_x \]

\[ \text{CH}_2=\text{CH}_2 \rightarrow \text{C} \]

Figure 1.1: Experimentally derived scheme for ethene decomposition over Pd(111) surface as function of temperature. Adapted from the study by Gabasch et al. [10]

The ethylene decomposition over Pd is an example of a surface catalysis problem best resolved by combining experimental and computational expertise. The measurements outline the reaction mechanism, but e.g. the gap related to the transient ethylene-ethylidyne conversion can only be attained by a theoretical examination. The mechanism for this particular step on Pd has been addressed by DFT studies [14, 17] which show that the reaction most likely proceeds via the formation of vinyl (CH-CH$_2$) and ethylidene (CH-CH$_3$) intermediates, and that the ethylene dehydrogenation to vinyl is the rate-determining step. From ethylidyne forwards the C-C framework has been computationally shown to stay intact during the dehydrogenation to C-CH [18]. The investigations conducted in the present thesis consolidate the reaction scheme, and furthermore shed light on the role of ever-present defects, such as step edges, in the metal surface on the reaction mechanism and energetics.
1.2.2 Pd-catalyzed hydrodechlorination of trichloroethene

A chlorinated form of ethylene, trichloroethene (TCE, \( \text{Cl}_2\text{C} = \text{CClH} \)) is synthesized in large quantities for versatile industrial use e.g. as a solvent. Poor handling and disposal practices of the compound have contaminated groundwater at numerous sites worldwide. As the exposure to TCE has been linked to severe health effects such as liver damage and cancer [19], there has been an ongoing effort to remove it before it enters the drinking water. Conventional treatment methods, such as activated carbon adsorption, often merely relocate the contaminant from one site to another. With help of catalytic hydrodechlorination (HDC), the compound can be eliminated once and for all:

\[
\text{C}_2\text{Cl}_3\text{H} + 4\text{H}_2 \rightarrow \text{C}_2\text{H}_6 + 3\text{HCl}
\]  

To date, Pd-catalyzed water phase HDC of TCE has been studied extensively [20, 21, 22, 23, 24, 25], and potential of Pd catalysts for commercial applications has been demonstrated [26]. However, there are still unresolved issues concerning the reaction mechanism and catalyst deactivation.

Regarding the mechanism for TCE HDC over Pd, the scientific community appears to divide into two schools. The absence of chlorinated by-products from TCE HDC has been explained by a direct reaction pathway comprised of a removal of multiple chlorines without the formation of partially chlorinated intermediates, dichloroethene (DCE) and highly toxic vinyl chloride (VC) [20, 21, 27]. Another school of scientists supports the sequential pathway proceeding through DCE and VC [28, 29]. They explain the non-appearance of lesser chlorinated compounds by their higher reactivity, which is observed when the molecules are introduced onto the surface from either water [24] or gas phase [30]. The TCE \( \rightarrow \) DCE conversion would then be the rate-determining process followed by fast reductions to ethene and ethane. Interestingly, the reactivity ordering of chloroethenes does not follow the supposed ease of C-Cl bond breaking: C-Cl bond(s) get stronger the less there are chlorines in the ethene. This has raised speculations that the addition of hydrogen, rather than the cleavage of Cl, would determine the rate of TCE reductive dechlorination. The C-H bond formation would be followed by an instant C-Cl bond breaking and re-establishment of the double bond to prevent the formation of chlorinated ethanes.

Other unresolved questions, closely related to transitioning the Pd-catalyzed HDC into practice, deal with the tendency of the catalyst to deactivate over time. Chloride is a known poison in Pd-based catalysis and is present in natural groundwater as well as released from the reaction [31, 32, 33]. It lowers the TCE conversion dramatically [34], and for VC it has been suggested to change the preferred reaction mechanism from hydrodechlorination to hydrogenation [35]. Thus, it is important to promote the Cl
removal from the surface. HCl discharge may be facilitated by using bases (see Ref. [36] and references therein), but a very promising alternative to enhance the deactivation resistance, is to alloy Pd with another metal. A catalyst composed of Pd decorated Au nanoparticles (NP:s) has been shown to exhibit very good resistance against chloride and sulfide poisoning [37]. Moreover, the activity of TCE HDC greatly improves on Pd supported by Au nanoparticles [38, 39, 37]: the rate constant is over 70 times higher compared to a Pd/Al₂O₃ catalyst [38]. Catalytic activity was discovered to be specifically sensitive to a Pd coverage showing a volcano-shape coverage dependence as depicted in Figure 1.2. While the optimal catalyst was suggested to have 70% Pd coverage, its exact composition and the contribution of gold to the function of Pd has remained speculative. However, a recent X-ray absorption spectroscopy study provides evidence of mainly 2-dimensional Pd islands surrounding the Au particle [29].

Our work aims at shedding light on the unresolved issues of TCE HDC reaction mechanism and the structure and function of Pd/Au bimetal catalyst.

![Figure 1.2: Volcano-shaped dependence of initial TCE HDC turnover frequency on the coverage of palladium on gold particle. The open diamonds beyond 100% coverage correspond to values normalized to exposed Pd atom content. Adapted from Ref. [39].](image-url)
2 Theoretical aspects of reactivity in heterogeneous catalysis

The rational design of more efficient catalysts for the future calls for recognizing the active sites and key intermediates for the reaction. Using computational methods, these can be identified through systematic scanning of possible reaction sites and relative stabilities of the species presumably involved in the reaction. These are directly related to the ability of the catalyst surface to bind molecules and break and/or form bonds. The binding strength of the intermediates (adsorption energies) often correlate with the facility of the corresponding elementary reaction (activation energy), which is why the reactivity of the catalytic material can be often described by the concepts of adsorption. These types of relations are most useful since they simplify the theoretical problems and thereby reduce the computational cost when screening the potential catalysts.

The following discussion has been divided to address first the physics and chemistry of adsorption; second, the relevant concepts related to molecule activation; third, the ways to link the energetics of these processes together; and finally, the boundary conditions for a catalyst to maximize the reaction rate.

2.1 Adsorbate-surface interactions and the d-band model

Within this thesis the reactions are considered to be of Langmuir-Hinshelwood type, i.e. all the reactants are first adsorbed on the surface where they vibrate and bonds are broken/formed. Thus, the primary step of all the studied reactions is the adsorption of the reactants from gas or liquid phase onto the surface of condensed material. According to the degree of perturbation in the atom’s/molecule’s electronic structure upon adsorption, the process can be roughly classified to be either physi- or chemisorptive. An atom/molecule is considered chemisorbed if there is a formation of covalent bonding between the adsorbate and the surface, whereas physisorption is characterized by weak Van der Waals-type of interaction.

The energy change related to the adsorption is called adsorption energy (E_ads). Through-
out the thesis, the quantity is given as

\[ E_{\text{ads}}(A) = E(SA) - E(S) - E(A), \]  

(2.1)

where \( E(SA) \) is the energy of the surface with the adsorbate, \( E(S) \) is the energy of the surface, and \( E(A) \) is the energy of the isolated adsorbate. Note, that the adsorption energy corresponding to an exothermic adsorption process has a negative sign. A term binding energy is used as an opposite of the adsorption energy value.

2.1.1 The d-band model of adsorption

Let us take a look at the simple qualitative scheme of the chemisorption process with the aim to get a grasp on the essentials of this physico-chemical phenomenon. The discussion follows the theoretical work of Hammer and Nørskov, who formulated the d-band model of adsorption [40] to explain the binding and activity trends on a variety of metal surfaces.

When an atom/molecule from gas phase approaches the surface of a metal, its states start to interact with the valence states of the surface atoms. The valence states form bands of different widths; the s-band is a broad one while much narrower band is
formed by the d-states. Coupling to the broad s-band leads to chemisorption, where the adsorbate level merely broadens and shifts down in energy. The narrower the metal band, the stronger the interaction between the states, and the more the situation resembles a simple two-state problem; Coupling to the narrow d-band gives rise to the formation of bonding and antibonding states. Figure 2.1 illustrates the mixing of an atom and metal orbitals as a two-step process. First, the sharp adsorbate state is coupled to the metal s-states resulting in a single resonance well below the Fermi-level. Next the formed hybrid states interact with the metal d-band giving rise to two levels, the lower bonding, and the higher antibonding with respect to the adsorption.

One of the assumptions made in the d-band model is that the coupling to the broad s-band is independent of the transition metal, and the contribution from the d-electrons determines the variations in binding strengths. In the d-coupling step the bonding state is populated while the occupation of the antibonding state depends on the position of the metal d-band relative to the Fermi energy. If the d-band starts to rise above the Fermi level, the resulting antibonding state ends up above the Fermi-level and becomes unoccupied. This means that a high-lying d-band is associated with stronger binding.

2.1.2 Factors governing the interaction strength

Let us next take a look at the effects that determine the shape and position of the d-band. As explained above, the d-band is closely related with the ability of the metal to bind adsorbates and is thereby linked to the reactivity of the surface. Often even the simplest d-band descriptor, the center of gravity of the d-band (ε_d), has been shown to correlate well with the reactivity parameters for various systems (see Ref. [41] and references therein).

Varying the element

Moving from left to right across the transition metals in the periodic table, the ε_d decreases. Coupling this trend to the position of the antibonding state accounts for the better binding ability of early transition metals compared to noble metals. Chemisorption gets weaker also when moving down within a group. This is explained by the higher orthogonalization energy cost for more extended d-orbitals.
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Figure 2.2: Schematic illustration of the effect of tensile strain or reduced coordination on the d-band of a late transition metal. a) d-band is more than half-filled; b) exposure to the strain of reduced coordination results in decreasing band-width; c) d-band shifts up to maintain the number of d-electrons.

Straining and coordination

The d-band of the metal surface can be modified without varying the element. This is done by introducing a strain to the lattice, or by changing the coordination of the metal atoms. These effects have been shown to alter the electronic and catalytic properties of transition metal surfaces [42, 43, 44, 45, 46, 47]. A tensile straining is obtained for example by growing a metal pseudomorphically on a substrate that has a larger lattice constant. This results in narrowing of the d-band due to the reduced overlap of the states. Band narrowing occurs also when the metal atoms become less coordinated, i.e. have fewer nearest neighbors. Low-coordinated sites, such as steps, kinks, and metal particle corners, are always present in the working catalysts, and even the crystals used in the surface science experiments are never entirely perfect. If the active metal is a late-transition metal, the band narrowing leads to the up-shift of the d-band. The reasoning for this is illustrated in figure 2.2, which shows the schematics of a d-band of a late transition metal subjected to a tensile strain or a reduction in the atom coordination. When the bandwidth decreases, the only way to preserve the degree of d-band filling and thereby satisfy the charge conservation is to shift the d-band upwards in energy, which leads to stronger interaction with the adsorbates. For an early transition metal the effect is exactly the opposite [48].
## 2.2 Accessing the kinetic parameters

### Alloying

Yet another method to modify the reactivity of the metal surface is by alloying it with other metal(s) [49, 50, 51]. The catalytic properties of multimetallic nanoparticles or clusters can be tuned by varying the chemical composition, atomic ordering, and size all at the same time. This provides a flexible ground for the search of active and selective materials. Often the nanoalloy exhibits synergistic properties that cannot be identified as an intermediate property of the constituent metals, but rather something beyond. For instance, when a Pd layer is deposited on top of Au(111), the tensile strain and the weak interaction between Pd and Au makes the Pd overlayer more reactive compared to the pure Pd(111) surface [51].

As one can see, the reactivity of the surface can result from a quite complex interplay between various electronic and geometric effects. The complexity calls for a systematic categorization of different factors governing the adsorption strength. The influence of alloying is typically discussed in terms of ensemble and ligand effects [52, 53]. While these concepts are frequently used in the literature, their definitions are not always transparent. In the present thesis the following definitions for the different effects are used.

Ligand effects account for the changes in adsorption strength due to the variations in the elements surrounding the fixed adsorption site. The ensemble effect on the other hand is a direct effect, related to the variations in the composition of the binding site itself. Let us take an example to make the sorting more clear, and consider an ethene adsorption on palladium-gold alloy. A Pd-Pd bridge represents one possible ensemble to which the adsorbate could bind to. This Pd dimer could be bound only to gold atoms, or it could have other Pd atoms in the neighborhood. These different ligand surroundings affect the electronic structure of the Pd dimer leading to different adsorption strengths for ethene. On the other hand, if the surroundings are kept fixed, and the other Pd in the ensemble is replaced by Au, one would be dealing with the ensemble effect. In practice, the ligand and ensemble effects are often difficult to decouple, and moreover, they are usually accompanied by the strain and coordination effects introduced earlier. Computational methods are well-suited to disentangle these effects and examine them separately.

### 2.2 Accessing the kinetic parameters

So far we have mainly been considering (meta)stable atomic arrangements of atomic or molecular species adsorbed on the metal surface. Next we will extend our discussion to concern unstable atomic configurations, which need to be crossed in order for a
transition to take place. A transition can be a chemical reaction where a bond forms or breaks or a diffusion of an atom on a catalyst surface.

In principle the transitions could be simulated directly via electronic structure calculations using molecular-dynamics (MD). In this method atoms and molecules are allowed to interact with each other for a period of time to obtain required statistics. The severe drawback in direct simulation for treating many systems of interest is the so-called rare event problem: the transitions occur on time scales much longer than the periods of atomic vibrations. There can easily be $10^{10}$ vibrational periods between the relevant transition events, meaning that the required MD simulation might take thousands and thousands of years!

2.2.1 (Classical) transition state theory

Fortunately one can access the chemical kinetics also by other techniques. The rate constant, $k$, which describes how efficiently the reactant is converted into product, can be calculated by treating the studied system with equilibrium statistical mechanics. This is in fact possible because the transitions are so rare - thermodynamic equilibrium can be thought to prevail among reactants for all degrees of freedom between the events of interest. This so-called strong-coupling assumption is the first one of the key presumptions made in the transition state theory (TST). The other basic assumption of the theory has to do with the concept of the transition state (TS). It is often referred as a single configuration of the atomic system, but within the formulation of TST, the transition state should be thought of as “a set of states that all reactive trajectories must pass through and which is never encountered by any nonreactive trajectories” [54]. This set of states forms a “dividing surface” separating reactants from products, and in TST it is assumed to represent a “point of no return”: once the transition state is reached, the reactants form products. Other approximations of TST are the Born-Oppenheimer treatment of nuclei-electron system (see the beginning of chapter 3.1.1), and the classical treatment of motion - quantum mechanical tunneling effects are neglected.

The powerful discovery made in 1930's by Eyring was that all the quantities needed for the formulation of the TST rate constant are available from the potential energy surface (PES) [55] which is constructed by associating every atomic configuration with the corresponding energy. Figure 2.3 portrays a PES of a fictitious transition. If the system consists of N atoms, the energy surface becomes $3N$ dimensional, expressing the energetic information for each set of x-, y-, and z-coordinates of N nuclei. In a conventional TST scheme, the $(3N-1)$-dimensional dividing surface passes through the saddle point of the PES. Note that traditionally the saddle point atomic configuration is referred as a transition state of the system, even though the meaning of TS in the formulation of the TS theory is something different, as explained earlier. This
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nomenclature is adopted also in the studies enclosed by the present thesis. The term “activated complex” is also used in this thesis for the saddle point configuration of the atoms.

Let us next take a look at the cursory derivation of the transition state theory rate constant under the harmonic approximation. For more information, see references [56, 57, 58].

The rate constant for elementary reaction according to the TST is obtained from the product

\[ k_{TST} = P_{TS} \cdot r_{TS}, \]  

(2.2)

where \( P_{TS} \) is the probability of finding the system (initially in the reactant region R) in the infinitesimal TS region, and \( r_{TS} \) is the rate of crossing the TS from reactant side to the products.

Since the reactant is assumed to have reached equilibrium conditions, the probability
factor can be calculated using a ratio of the partition functions over TS (dividing surface with an infinitesimal width) and reactant region R. For the same reason the velocity can be evaluated from the Boltzmann distribution, and equation 2.2 can be written

\[ k_{TST} = \frac{Z^{TS}}{Z^R} \cdot \sqrt{\frac{k_B T}{2\pi \mu}} \cdot \int_{TS} e^{-V(r_1,\ldots,r_N)/k_B T} dr_1 \ldots dr_N \cdot \sqrt{\frac{k_B T}{2\pi \mu}}, \] (2.3)

where V is the potential energy, k_B is the Boltzmann constant, T the temperature, \( r_1,\ldots,r_N \) the atomic positions, and \( \mu \) is an effective mass of the system in motion across the transition state.

The harmonic approximation for TST rate constant applies well to systems such as molecules on the solid surface, where atoms vibrate around stationary points. Since the statistical weight is greatest at the minimum of the reactant region (\( V_{\text{min}} \)), and at the saddle point of the TS region (\( V_{SP} \)), it is best to carry out the harmonic expansion of the potential energy about these points. Once this is done, one can plug these functions into the configuration integrals in equation 2.3, and the harmonic TST rate constant can be written

\[ k_{HTST} = \prod_{i}^{3N} \nu_{\text{min},i} e^{-\frac{(V_{SP} - V_{\text{min}})}{k_B T}}, \] (2.4)

where \( \nu_i \) are the positive normal mode frequencies. The quantity

\[ V_{SP} - V_{\text{min}} := E_{\text{act}} \] (2.5)

is referred to as the activation energy throughout the thesis. In terms of (Gibbs) free energy of activation (\( \Delta G^\ddagger \)), the TST rate coefficient can be recasted as [56]

\[ k_{HTST} = \frac{k_B T}{h} e^{-\frac{\Delta G^\ddagger}{k_B T}} = \frac{k_B T}{h} e^{\frac{\Delta S^\ddagger}{k_B}} e^{-\frac{\Delta H^\ddagger}{k_B T}}, \] (2.6)

where h is the Planck constant, \( \Delta S^\ddagger \) refers to entropy of activation, and the enthalpy of activation \( \Delta H^\ddagger \approx E_{\text{act}} \). Note that we arrived to Equation 2.4 by classical considerations. The harmonic TST rate coefficient can be tuned into a more accurate version by replacing the partition functions by their quantum mechanical counterparts, and by treating also zero-point vibrations and tunneling effects.
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The harmonic TST approximation has the same form with the empirically observed behavior of rate coefficient

\[ k = Ae^{-E/k_B T}, \]  

which was introduced already in 1880's by S. Arrhenius and J.H. van’t Hoff. The prefactor \( A \) having a unit \( 1/s \) is related to vibrational entropy (compare to Eqs. 2.4 and 2.6 for motive), and is called the frequency factor or attempt frequency of the reaction. The rate constant is thus often interpreted as a total number of reaction attempts per second multiplied by a Boltzmann probability factor corresponding to the energy barrier for the reaction. (Note that conventionally the activation energy of the reaction is identified as \( E \) from fitting experimental data to equation 2.7, and following the International Union of Pure and Applied Chemistry (IUPAC) guidelines, the potential energy gap between the reactants and the transition state should rather be called the threshold energy.)

2.2.2 Comparing the measured and calculated energies of activation

Arrhenius expressions are valid solely for elementary reactions. This raises a question: how can one relate the experimentally obtained, apparent activation energy, \( E_{\text{app}} \), of a composite reaction (including e.g. adsorption of the reactants and the bond activations on the surface) to the features of PES?

Basically the apparent activation energy can be considered to consist of three contributions: i) the activation energy \( E_{\text{act}} \) corresponding the rate limiting step (RLS) for the reaction (sometimes referred to as a real or intrinsic activation energy as distinct from the \( E_{\text{app}} \)), ii) formation energy of the reactants that participate to the RLS (the liberated heat is used to overcome the intrinsic barrier), and iii) desorption energy of the reaction intermediates on the surface multiplied by the number of sites used for the RLS. This represents the cost needed for freeing the adsorption sites.

The third contribution means essentially that the apparent activation energy is not a constant, but depends on the surface coverage, which in turn is governed by the pressure and the temperature of the gas. To piece together the analytic expression for the \( E_{\text{app}} \), one needs a kinetic model describing the reaction of interest. As a simple illustrative example, consider a dissociative adsorption

\[ AB + * \rightleftharpoons AB* \] (2.8)
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\[ AB \ast + \ast \rightleftharpoons A \ast + B \ast, \]  
(2.9)

where * denotes a surface site. According to the kinetic model introduced in Ref. [59], the apparent activation energy for this reaction can be written

\[ E_{\text{app}}^{\text{act}} = E_{\text{act}}(\text{diss}) + \Delta E_{\text{ads}} - 2\Delta E_{\text{ads}}\theta_{AB}, \]  
(2.10)

where \( E_{\text{act}}(\text{diss}) \) is the real activation barrier for dissociating the bond, \( \Delta E_{\text{ads}} \) is the adsorption energy of the AB, and \( \theta_{AB} \) is the coverage of the reactant on the surface.

The equation 2.10 can be rationalized as follows: For a relatively empty surface (low pressure or high temperature, \( \theta_{AB} \approx 0 \)), the apparent activation energy is an amount \( |\Delta E_{\text{ads}}| \) lower than the real activation energy of the dissociation because the released energy can be used to overcome the barrier (assuming exothermic adsorption). For high coverages (high pressure of low temperature, \( \theta_{AB} \approx 1 \)) the apparent activation energy is obtained by adding \( |\Delta E_{\text{ads}}| \) to the intrinsic barrier. This is because there are no available sites for dissociation, and it costs \( |\Delta E_{\text{ads}}| \) to free a site from the surface.

2.3 Linear energy relations and reactivity optimization

Since the determining of the activation energies is far from being a simple task, correlations have been developed to map the reactivity information to easily accessible descriptors, such as the binding energies of atoms.

The widely used family of relations links the reaction activation energy and the binding strength of reaction intermediates (\( \Delta E \)) together. These Brønsted-Evans-Polanyi (BEP) relations in chemistry date back to the first half of the twentieth century [60, 61], but it is not until recently, by utilizing systematic DFT calculations, that BEP dependence has been shown to apply also to heterogeneous catalysis. As an example, dissociations of diatomic molecules over various transition metals establish phenomenal universality in the BEP behavior [62, 63], see Figure 4.16.

The linear correlation between the transition state energy and the intermediate state or reaction energy arises from the fact that the activated molecule has properties of the reactants (\( \rightleftharpoons \) early TS) and/or the products (\( \rightleftharpoons \) late TS). Variations in the intermediate states will thus be reflected in the transition state. The universality for a certain type of reaction, for example a bond dissociation on a fcc(111) surface, is explained by the independence of the transition state structure of the atoms present. However, the BEP line for instance in the case of \( \text{N}_2 \) dissociation on a number of
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Figure 2.4: Bronsted-Evans-Polanyi relationship between the transition state energies and final state energies for bond dissociation reactions on various stepped transition metal surfaces. Each data point is associated with the corresponding reactant undergoing the C-C, C-O, C-N, N-O, N-N, or O-O dissociation. The MAE stands for the mean absolute error. The Figure is taken from Ref. [63].

Different metals is seen to shift downwards when moving from close-packed facets to more open surfaces, such as the ones containing steps [64]. The discrepancy in this case arises at least partly from the geometric effect: the stabilization offered by the low-coordinated step sites is more pronounced for the transition state, because on the step the activated molecule is bound to five atoms whereas on the terrace four atoms contribute to the stabilization of the activated species [65].

Another linear correlation relates the adsorption energy of molecule on a given surface to the adsorption energy of the atom via which the molecule is adsorbed on the same surface. [66, 67, 68] Combined with the BEP relation, this scaling scheme provides a tool for constructing a potential energy surface for reactions from easily accessible quantities, namely the binding energies of the atoms. This has been done, for example, to model ethanol decomposition energetics on several transition metals [69].

The most catalytically active surface is not the one that holds on to the molecules the strongest and lowers the activation barriers the most. For sure it cannot be the
The surface giving the maximum activity for a desired reaction provides an optimal trade-off between the ability to bind reactants/reaction intermediates and break/form bonds, and the inertness for allowing the products to desorb from the surface. The proper degree of inertness also assures that the surface stays clean from fragments poisoning the active sites. However, the strongly adsorbed atoms/molecules on the surface do not necessarily inhibit the catalytic turnover if they are mobile enough in order to “step aside” and free sites for new reactants. The mobility can be a consequence of the adsorbate induced restructuring of the metal surface [70].

The above described trade-off, referred to as Principle of Sabatier, is manifested in the volcano-shaped curves, which result if the activity of catalyst for a certain reaction is plotted against a parameter describing the ability of the catalyst to bind molecules. The volcano plots offer useful guidelines in the search of active catalysts. Combined with the universality of the BEP line for a class of reactions, it turns out that the optimal catalysts are the same for reactions belonging to the same class [71], and the adsorption energies turn into a criterion in the search of the most active catalyst.
3 Computational methods

All the results presented in this thesis have been obtained from calculations performed by codes based on density functional theory (DFT). DFT describes the electronic states of materials in terms of the 3-dim. electron density. This is a great simplification to the wave function theory treatment, which involves a 3N-dim. antisymmetric wave function of a system with N electrons.

In this chapter an overview of the density functional theory applied in the form introduced by Kohn and Sham, and its implementations used in the calculations of this thesis, is given. For a detailed derivations and discussion concerning the KSDFT, see e.g. Refs. [72, 73, 74, 75]

3.1 Density functional theory

3.1.1 The electronic many-body problem

Underlying most formulations of the theories treating molecules and solids is the Born-Oppenheimer approximation which rests on the fact that the masses of the nuclei are large compared to the masses of electrons [72]. Consequently, the nuclei move substantially slower than the electrons, allowing the latter to be considered to remain in their ground state configuration. The many-electron system can then be treated separately from the nuclear framework and the problem to be addressed is finding the ground-state energy of the electronic system in external potential set by the nuclei. This can be done by solving the lowest eigenvalue of equation

\[ \hat{H} \Psi = E \Psi, \]

where \( \hat{H} \) is the Hamiltonian operator, \( \Psi \) is the many-body wave function with all the electron coordinates as variables, and \( E \) the total energy of the system.

Applying atomic units \( (e = a_0 = m_e = \hbar = 1) \) the Hamiltonian for a system of N electrons is
\[
\hat{H} = -\frac{1}{2} \sum_{i=1}^{N} \nabla_i^2 + \sum_{i=1}^{N} V_{\text{ext}}(r_i) + \sum_{i=1}^{N} \sum_{j>i}^{N} \frac{1}{|r_i - r_j|},
\]

(3.2)

where the first term represents the kinetic energy of the electrons \(T\), the second term stands for the interactions with the external charges \(V_{\text{ext}}\), and the last term incorporates the repulsion energy between the electrons \(W\).

The systems having practical relevance may consist of \(10^{23}\) electrons and solution to the eigenvalue problem 3.1 for Hamiltonian 3.2 turns out to be beyond reach. Fortunately, one does not need the 3N-dimensional antisymmetric wave function \(\Psi(r_1, r_2, ..., r_N)\) to calculate the energy. It is possible to get along in terms of the three-dimensional electronic density

\[
n(r) = \int |\Psi(r, r_2, ..., r_N)|^2 dr_2 ... dr_N.
\]

(3.3)

3.1.2 The Hohenberg-Kohn theorems

In the formulation of the density functional theory the use of the particle density as a basic quantity determining properties of the many-particle system was put on a firm theoretical basis. This was done in 1964 by Hohenberg and Kohn [76] who derived and proved the theorems that lie in the heart of DFT. The first of the HK theorems states that there exists an invertible mapping between the set of potentials and the set of ground state densities. Since the \(V_{\text{ext}}\) and thereby the Hamiltonian is uniquely determined by the ground state electron density (except for an irrelevant constant shift), the expectation values of all the ground state observables are obtained from knowing the ground state density. Particularly the total energy can be written as

\[
\]

(3.4)

The expectation value of \(\hat{T} + \hat{W}\) defines the so called Hohenberg-Kohn functional \(F_{\text{HK}}[n] = T[n] + W[n]\) which is independent of the external potential and is therefore the same for all Coulomb systems. The second HK theorem states that the ground state density minimizes the functional \(E[n] = F_{\text{HK}} + V_{\text{ext}}[n] = F_{\text{HK}} + \int dr V_{\text{ext}}(r)n(r)\), and the minimum is obtained when the condition

\[
\frac{\delta F_{\text{HK}}[n]}{\delta n(r)} + \frac{\delta V_{\text{ext}}[n]}{\delta n(r)} = 0,
\]

(3.5)
or equivalently

\[
\frac{\delta F_{HK}}{\delta n(r)} = -V_{\text{ext}}(r)
\]  

(3.6)

is fulfilled.

### 3.1.3 The Kohn-Sham construction

The HK theorems as such do not offer any practical scheme for calculations. Kohn and Sham [77] resolved the problem by constructing a fictional non-interacting system, for which the HK theorems can be applied, since they do not involve any special properties of the particle-particle interaction. The idea is that the density of the real system with interacting particles could be reproduced in a non-interacting system experiencing some external potential. When this density is obtained, it can be plugged into the energy functional to obtain the ground state energy as stated by the first HK theorem.

The Kohn-Sham (KS) system is described by Hamiltonian

\[
\hat{H}_s = \hat{T}_s + \hat{V}_s[n],
\]  

(3.7)

where \( \hat{T}_s \) corresponds the kinetic energy of the non-interacting particles, and \( \hat{V}_s \) is the external potential.

The ground state wave function \( \Psi_s[n] \), that can be written as a Slater determinant of the single particle states \( \phi_i \) (KS orbitals), satisfies

\[
\hat{H}_s \Psi_s[n] = E_s \Psi_s[n].
\]  

(3.8)

It can be shown that the energy \( E_s \) is a sum of the eigenvalues \( \epsilon_i \) of the single particle Schrödinger equation, which for a spin-compensated system is

\[
(-\frac{1}{2} \nabla^2 + V_s[n](r))\phi_i(r) = \epsilon_i \phi_i(r)
\]  

(3.9)

density being given by
\[ n(r) = 2 \sum_{i=1}^{N} |\phi_i(r)|^2. \quad (3.10) \]

The task now is to find the potential \( V_s \), in which the single particle system reproduces the density of the interacting system. Kohn and Sham rewrote the universal functional with the help of the non-interacting system as

\[ F_{HK}[n] = T_s[n] + V_H[n] + E_{xc}[n], \quad (3.11) \]

where \( V_H \) is the classical Coulombic interaction energy, and \( E_{xc}[n] \) is the exchange-correlation functional including all the many-body effects excluded from \( T_s \) and \( V_H \).

Applying the second HK theorem (substituting the equation 3.11 to the equation 3.6) one gets

\[ \frac{\delta T_s[n]}{\delta n(r)} + \frac{\delta V_H[n]}{\delta n(r)} + \frac{\delta E_{xc}[n]}{\delta n(r)} = -V_{\text{ext}}(r). \quad (3.12) \]

The functional derivatives can readily be calculated for the known functionals \( V_H[n] \) and \( T_s[n] \), while approximations for the unknown exchange-correlation part must be found. The connection to the sought-after single particle potential \( V_s(r) \) of the KS system is obtained from the kinetic energy derivative which can be shown to be

\[ \frac{\delta T_s[n]}{\delta n(r)} = -V_s(r). \quad (3.13) \]

Denoting the derivatives of the classical Coulomb energy and the exchange-correlation energy as \( V_H[n](r) \) and \( V_{xc}[n](r) \) and combining Eqs. 3.12 and 3.13 one can express the searched potential as

\[ V_s[n](r) = V_{\text{ext}}[n](r) + V_H[n](r) + V_{xc}[n](r). \quad (3.14) \]

Using this expression in the KS equations given in 3.9 and 3.10 leads to a determining equations for the ground state density.

Since the KS equations are coupled and highly non-linear, they need to be solved numerically. In practice, one starts by generating an initial density, which is used to construct the \( V_s[n] \). The equations 3.9 are then solved with this potential, and new
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guess for the density is calculated from the obtained eigenstates via equation 3.10. The procedure is repeated to self-consistency, i.e. until the density does not change in the iteration. Finally the density is inserted into the energy functional that yields the total energy of the system. The remaining task is to find good approximations for the exchange-correlation energy and potential.

3.1.4 Exchange and correlation energy

The exchange-correlation (XC) energy is the Coulomb interaction between each electron and an exchange-correlation hole (missing charge density) surrounding it. The hole is created by self-interaction correction, that is a classical effect forbidding the electron from interacting with itself, the Pauli exclusion principle, and Coulomb repulsion. The first two effects account for the exchange energy, $E_x$, which is present even for non-interacting system, and the last effect is responsible for the correlation part, $E_c$ [74]. The parts are usually treated separately, and the total XC-energy is obtained from the sum $E_{xc} = E_x + E_c$.

Several different type of functionals have been developed to incorporate the XC effects. The quality of the descriptions has a strong influence on the accuracy of the calculations, since the exchange-correlation is the only part that is approximated in the Kohn-Sham DFT. A typical strategy for constructing a functional is to proceed by fulfilling different physical constraints, such as the known properties of the XC-hole.

Local density approximation

Consider an electronic system where the density variations are relatively smooth. If the space is divided into small boxes with volume $d\mathbf{r}$, a box at the coordinate $\mathbf{r}$ can then be approximated to contain homogeneous electron gas of density $n(\mathbf{r})$. Each box contributes to the XC energy by amount that is equal to the XC energy per particle in the box, $\epsilon_{xc}^{\text{hom}}(n(\mathbf{r}))$, times the number of electrons in the box, $n(\mathbf{r})d\mathbf{r}$. The total XC energy is the sum over all boxes:

$$E_{xc}^{\text{LDA}}[n] = \int d\mathbf{r} n(\mathbf{r}) \epsilon_{xc}^{\text{hom}}(n(\mathbf{r})). \quad (3.15)$$

This is called the local-density approximation (LDA) of the XC energy [78]. Owing to the construction of LDA, it is exact for one system - the homogeneous electron gas. Surprisingly, LDA works reasonably well also for systems with strong electron density variations, such as atoms and molecules. The most notable of the LDA deficiencies
is its tendency to overbind. The errors in binding energies can be well over 1 eV (see Ref. [75] for the review of the LDA performance).

**Generalized gradient approximation**

As one climbs higher in the “ladder of functionals” [79], i.e., derives corrections to LDA, the XC description becomes less and less local. The next step from the LDA is to include the local gradients of the density into the picture which leads to XC energy of the form

\[
E_{xc}^{GGA}[n] = \int d\mathbf{r} n(\mathbf{r}) \epsilon_{xc}^{GGA}[n(\mathbf{r}), \nabla n(\mathbf{r})].
\]  

(3.16)

In practice this means carrying out a Taylor expansion of the LDA XC functional relative to density variation. However, at the same time one has to enforce some constraints on the gradient expansion in order to preserve a physically well-behaving XC-hole. This procedure leads to generalized gradient approximation (GGA).

The calculations carried out in the present thesis employ GGA functionals PBE [80] and RPBE [81]. The construction of these functionals follows the same logic, and thus they incorporate the same physics and satisfy the same physical constraints. The only difference is in the mathematical form of the exchange energy [81]. In general, the choice for the proper XC functional depends on the investigated system as well as on which properties of the system one is interested in. Whereas one functional works well for predicting binding energies, however, it might fail to give good approximations for lattice constant. The PBE family of functionals is known to give good estimates for adsorption energies on transition metal surfaces, and are thus a rational choice for the problems dealt within this thesis. The overbinding of PBE and RPBE are reported to be around 0.5 eV and 0.3 eV, respectively [81].

### 3.2 DFT implementations and numerical schemes

There are various schemes within which to perform the self-consistent solution of the KS equations. Besides the proper XC functional, one has to select a model to describe the surface, the representation of the KS orbitals, and a way to treat the core electrons of the atoms. Some basic aspects related to these topics are covered within this section.
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3.2.1 Modeling the catalytic surface

Let us consider a catalyst surface we wish to model. Typically there is some substrate material on top of which the active metal particles are distributed. The metal facets might be very regular, or contain steps and other defects. Moreover there are possibly many different metals present, or there are some non-metallic atoms incorporated into the metal lattice. In any case, the real catalyst surface might subsume a great deal of complexity.

The first step in the modeling of the surface is to choose representative areas of the supposed catalyst structure. Then there are basically two methods to limit the system size treatable by DFT calculations with a bearable cost: a cluster method and a slab method. In the cluster method the interesting part of the surface is treated as an isolated cluster of atoms that has the same symmetry with the bulk surface. The electronic structure of a metal cluster, especially if there are too few atoms, might however differ a great deal compared to the extended metal surface. In the slab representation put to use in the calculations of this thesis the problem is avoided by making use of the periodicity of the crystal.

Even though the periodicity is naturally invoked within the plane of the metal surface, the symmetry breaks in the direction normal to the surface plane. Some calculations schemes, such as the plane-wave approach introduced later, calls for the appliance of periodic boundary conditions in every direction. Thus the unit cell to which these conditions are applied, has to contain vacuum in the vertical direction to minimize the interactions between the successive metal slabs (see Figure 3.1b)). This kind of cell is referred to as a supercell. The size of the supercell in the surface plane defines the adsorbate coverage. Figure 3.1 also illustrates how to model an isolated cluster of atoms (Fig. 3.1a)) and a bulk of a material (Fig. 3.1c)) within a periodic calculations scheme.

3.2.2 Wave function representations

The Kohn-Sham states are commonly expanded into a basis set to express the problem with numerically accessible matrix equations. The basis functions can be localized atomic orbitals, or fully delocalized plane-waves. The discretization of equations can also be done by representing the functions with a real-space grid. In this scheme, the values of the wave functions are given on the points of a three-dimensional grid in real space instead of in terms of a basis set.

Describing the fast varying core wave functions or the core region of the valence wave function is inefficient leading to high computational cost. Therefore the plane-
The pseudopotential plane-wave method

Plane-wave basis is a natural choice for expanding the KS single-particle eigenstates when dealing with extended systems with periodicity. Plane-waves are the exact solution of the homogeneous electron gas, and following the Bloch’s theorem [90] the periodic potential modifies the eigenfunctions so that one can write the expansion as

$$\phi_{i,Kn}(r) = \sum_G c_{iG} e^{i(k+G)r}, \quad (3.17)$$

where the vector $k$ is a reciprocal vector in the first Brillouin zone, and $G$ is a reciprocal lattice vector. Solutions corresponding to the same $k$ are labeled with the band index $n$. The allowed values for $k$ form a continuum, and thus the $k$-space needs to be
discretized for calculations. In this thesis, the Monkhorst-Pack [91] sampling for k-points has been used. Also the number of $G$ vectors is infinite, but since the coefficients $c_k^G$ for the plane-waves with lower kinetic energy are more important, the number of plane-waves used in equation 3.17 can be truncated by introducing a cutoff energy $E_{\text{cut}}$: Only those wave vectors $(k + G)$ satisfying the condition

$$\frac{1}{2} |k + G|^2 \leq E_{\text{cut}}$$

are taken into account. The required size of a basis set is then simply tested by checking the convergence of the total energy against varying the $E_{\text{cut}}$.

Since expanding the oscillatory core wave functions or the core region of the valence wave function into plane waves is very inefficient, the plane-waves are often used in conjunction with pseudopotentials [72, 82, 83]. The idea is to replace the effective all-electron potential within a radius $R_{\text{cut}}$ from the nucleus by a much weaker new potential that has a nodeless ground state wave function (see Figure 3.2). It is required that the new potential produces exactly the same energy eigenvalue as the original all-electron state, and that the pseudo wave function matches the all-electron wave function outside the $R_{\text{cut}}$.
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**Figure 3.2:** Schematic illustration of an all-electron wave function ($\Phi$), pseudo wave function ($\Phi_{\text{pseudo}}$), the corresponding Coulomb potential ($V$), and pseudopotential ($V_{\text{pseudo}}$).

Since the core electron states interact very little with the states of surrounding atoms,
it is justified to construct the pseudopotential for an isolated atom (frozen core approximation). The construction scheme used in the present work was introduced by Vanderbilt [92]. His so-called ultrasoft pseudopotentials are non-norm-conserving meaning that they do not preserve the charge enclosed inside the $R_{cut}$, but on the other hand they are very smooth, and thus further reduce the number of plane-waves needed.

**Grid-based projector augmented wave approach**

In a real space grid method the wave functions, densities, and potentials are represented by their values over a set of points in three-dimensional space. The accuracy of the scheme is controlled by the value of grid spacing (typically around 0.2 Å), and the finite difference approximations used for calculating derivatives.

Although the memory needed for representing a wave function with certain accuracy is typically one order of magnitude larger in a real space grid compared to a plane wave basis, there are some aspects by which the grid-based description surpasses the use of plane waves. Whereas the boundary conditions for a plane-wave calculation are necessarily periodic, a real-space method provides an option to employ both free and periodic boundary conditions. However, the size of the unit cell has to be large enough towards vacuum to provide enough space to fit the wave function. Another advantage has to do with the fact that within a grid-based scheme, the parallelization of operations can be conducted efficiently via a simple domain decomposition.

Due to the relatively large memory footprint of the real-space grid representations, it is especially important to describe the core region as "softly" as possible - the smoother the pseudo wave function, the coarser the grid on which it can still be accurately represented. One way to achieve this is to use ultrasoft pseudopotentials, or, as done for example in the GPAW code, the projector augmented wave method (PAW) [84, 85, 86]. The PAW formalism is closely related to the pseudopotentials in a sense, that it was developed by combining ideas from pseudopotential and LAPW (linearized augmented-plane-wave) methods. Unlike the pseudopotential method, the PAW is an all-electron method allowing access to the true wave functions. At the root of the PAW formalism lies a linear transformation, $\hat{\tau}$, which maps the true all-electron KS wave functions $|\Psi_n\rangle$ onto numerically convenient, auxiliary wave functions $|\tilde{\Psi}_n\rangle$ ($n$ labels the band index and $k$-point of the state):

$$|\Psi_n\rangle = \hat{\tau} |\tilde{\Psi}_n\rangle. \quad (3.19)$$

Now the KS equations are expressed formally as
\[ \hat{\tau} \hat{H} \hat{\tau} | \tilde{\Psi}_n \rangle = \hat{\tau} \hat{\tau} | \tilde{\Psi}_n \rangle \epsilon_n, \]  

(3.20)

where \( \hat{H} \) is the effective one-particle Hamilton operator.

The linear transformation operator modifies the auxiliary wave function in each atomic region yielding a wave function with a correct nodal structure. Thus, the operator has a form "identity plus atomic contributions",

\[ \hat{\tau} = 1 + \sum \hat{\tau}^a, \]  

(3.21)

where \( \hat{\tau}^a \) accounts for the difference between the true and the auxiliary wave function within a so-called augmentation sphere with a certain cut-off radius around the nucleus \( a \).

As in the pseudopotential scheme, the wave functions of the core electrons are treated separately in a frozen-core approximation, and the valence pseudo wave functions are orthogonal to the core states.

### 3.3 Probing the stationary points of PES

So far the discussion has revolved around how to obtain a correct electronic structure for a fixed arrangement of nuclei. The rest of the chapter is dedicated on how to find stable arrangements and transition state structures for a given set of atoms. As discussed in the chapter 2.2.1, these correspond to the local minima and first order saddle points in the potential energy surface \( E(R) \).

Both DACAPO and GPAW program packages are designed to work together with the Atomic Simulation Environment (ASE) [93] interface, which provides optimization methods used in the present thesis.

#### 3.3.1 Optimizing the atomic structures

The relaxation of a metal lattice or a molecule starts with an educated guess for the nuclei locations \( R \), for which one calculates the electron density and the total energy \( E(R) \). This total energy represents the potential energy of this atom ensemble, since the system is frozen. The forces acting on the ions \( I \) are obtained from the gradient
\[ F_I = -\frac{\partial E(R)}{\partial R_I}. \] (3.22)

Geometry relaxation algorithms locate the extrema of the PES by minimizing this quantity below some predetermined maximum value. The method used in the present thesis is based on the Quasi-Newton scheme, and more specifically, its BFGS approximation (named after the inventors, C.G. Broyden, R. Fletcher, D. Goldfarb, and D.F. Shanno).

Quasi-Newton method is based on the ideas introduced by Sir Isaac Newton, who proposed an iterative solution for finding extrema for nonlinear functions. In his method one looks at a local quadratic approximation to the function by expanding the first terms of the Taylor series. If the function is quadratic to begin with, one arrives at the extremum in a single step. If not, the extremum of the quadratic approximation function serves as a point for generating a new local approximation and so on. The calculation of the second derivatives (Hessian) is computationally expensive. The Quasi-Newton method provides a way to produce the Hessian more cheaply, using the information from the current iteration by analyzing the gradient vectors. For further details, see for example Ref. [94].

### 3.3.2 Finding the transition states

There are various different methods for locating the saddle points of PES. Due to the nature of the first order saddle point, these methods usually involve some type of maximization of one degree of freedom and minimization with respect to all the others. The task comes down to tracing the so-called minimum energy path (MEP). The MEP is the path with the greatest statistical weight connecting the initial and final states. At any point along the MEP, the force acting on atoms has a non-zero component only along the path, and the energy is stationary for all the perpendicular degrees of freedom. The maxima on the MEP are saddle points on PES.

An important part of locating the transition state structures is the validation of the supposed saddle point. This is done via vibrational analysis, where the normal modes related to the reaction coordinate are calculated. If one of these is imaginary, the curvature of the PES in the corresponding direction is negative, and the system is at transition state. All the transition states found in the present thesis are verified through vibrational analysis.

The methods used for searching the transition states in the present thesis, the drag method and the nudged elastic band method, are addressed in the following pages.
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Figure 3.3: A schematic contour plot of the PES, reconstructed using the model potential $H$ from Ref. [95]. The potential is applied to a system, where atoms A, B, C, and D are confined to a line, atom B can form a bond with either one of two fixed atoms A or C, and atom D is coupled in a harmonic way to atom B. The horizontal and vertical axes give the A-B and B-D distances, respectively. The deeper shade of the gray corresponds the lower value of the total energy. Whereas the reaction path found by the drag method (simple solid line) fails to go through the saddle point, the MEP is traced by the NEB method (line with the squares). The dashed line shows the direct interpolation between the end points of the calculations. This can be used as a starting guess for the MEP.

The drag method

The most intuitive and simplest method to solve the problem starts off by choosing an initial configuration corresponding to a local minimum in the PES, and a reaction coordinate, such as a distance between two atoms. Then the system is removed from the equilibrium by “dragging” stepwise along the chosen reaction coordinate. Within every step, the reaction coordinate is kept fixed while the other degrees of system are allowed to relax. At some point the system reaches another local minimum, after which the configuration corresponding the highest energy is tested for the normal modes.
While this so-called drag method works well for several cases, sometimes it fails to bring the system to the saddle point. The failure of the drag method is illustrated in Figure 3.3. The shown PES is reconstructed using the model potential II from Ref. [95]. The relaxed systems with one degree of freedom frozen tend to fall to the valley bottom, i.e. along the direction of least curvature starting from the minimum. This is shown with the simple solid lines across the model PES. The saddle point region of the MEP (depicted by the line with squares) exists “sideways” from this valley path, which is why the direction of the reaction coordinate remains at a large angle to the direction of the unstable mode at the saddle point, and the most important region of the MEP is completely missed. Moreover, the traced path is not unambiguous, but depends on whether one starts from the reactant or product state.

The nudged elastic band -method

The nudged elastic band method (NEB) [95, 96, 97] is among the most efficient ways to trace the MEP. It makes use of a two point boundary condition, i.e. the starting point for a NEB calculation is the fixing of the initial and final state configurations. Let us denote the atomic configurations of these states as \( R_0 \) and \( R_N \), respectively. Next, N-1 “images” are interpolated between these states giving a set of images \( \{ R_0, R_1, R_2, ..., R_N \} \). The images are then coupled via virtual springs with force constant \( k \), and the resulting “band” is strung between the two fixed end points. Minimizing an object function

\[
S(R_1, R_1, R_2, ..., R_{N-1}) = \sum_{i=1}^{N-1} E(R_i) + \frac{1}{2} k \sum_{i=1}^{N} (R_i - R_{i-1})^2. \tag{3.23}
\]

with respect to the intermediate images \( R_1, R_2, ..., R_{N-1} \) would then set the elastic band to lie on the MEP. However, there are some problems with this simple approach. Imagine a bumpy 2D landscape with two pits connected by a chain of strings. The force from the landscape gradient would lower the chain to follow the valleys, and the harmonic force would assure, that there are images also in the saddle point region. Now it is easy to picture in mind the difficulties that one might face. In the regions where the MEP is curved, the elastic band tends to cut corners and get pulled off from the minimum energy path due to the spring forces. Also, the images tend to slide down toward the endpoints due to the potential energy gradient, resulting in lowest resolution in the most relevant region i.e. near the saddle point.

Both of these problems can be dealt with using a force projection, termed “nudging”. The corner-cutting is caused by the component of the spring force perpendicular to the path, whereas the the parallel component of the true force accounts for the down-
sliding. In the NEB method, the force acting on each image only contains the parallel component of the spring force and perpendicular component of the true force. If the local unit tangent to the path at each image is \( \hat{\tau}_i \), the NEB force on image \( i \) to be minimized is

\[
F_i = -\nabla E(R_i)|_\perp + F_i^s \cdot \hat{\tau}_i \hat{\tau}_i,
\]

where \( F_i^s \) is the spring force, and \( \nabla E(R_i)|_\perp = \nabla E(R_i) - \nabla E(R_i) \cdot \hat{\tau}_i \hat{\tau}_i \).

While the “nudging” provides an effective improvement to the plain chain-of-states methods, there might still emerge problems if too few images land in the neighborhood of the saddle point. This could happen for example if the energy barrier is narrow compared to the length of the MEP. A so-called climbing image NEB [98] (CINEB) fixes the problem by making one of the images to climb up along the band to converge on the highest saddle point. This is done by first running a few iterations with regular NEB, and then modifying the force on the image corresponding to the highest energy. The rewritten force makes the image move up the PES along the band, and down in the direction perpendicular to the band. The CINEB method also makes use of variable spring constants to increase the density of images near the top of the energy barrier. Another modification to the NEB method is the so-called adaptive NEB [99] (ANEB), which increases the resolution in the neighborhood of the saddle point. The method starts with only three intermediate images (total five images with the end points included) and lets the NEB calculation converge to some given accuracy. Next, the image corresponding the highest energy is identified, and the two adjacent images are chosen as a starting point for the next calculation. This procedure is repeated until there is an image at the saddle point.
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This chapter is divided into three main sections. The first one covers the ethene decomposition on Pd, and the other two deal with the trichloroethene hydrodechlorination. The focal points are in the identification of the reactive sites and the most probable reaction paths based on the energy profiles. Details concerning the computational setups and geometries of the surface species are mostly left out from the discussion, but can be found in the attached articles.

Let us begin by looking at the general picture of the (chlorinated) ethene adsorption on palladium, the starting point of the studied reactions. At low coverage (chlorinated) ethenes adsorb on closed packed Pd in di-σ fashion, illustrated in Figure 4.1. The adsorption mode is characterized by a C-C bond elongation and partial hybridization toward $sp^3$ character. The planar chloroethene restructures to resemble an eclipsed chlorinated ethane with two sigma bonds made to the metal atoms. In general, the preferred binding mode of (chlorinated) hydrocarbon species is always characterized by the tendency of carbons to satisfy the tetravalency. Figure 4.1 shows also an isosurface of the electron localization function (ELF). The function plots the probability of finding paired electrons in certain part of space, and can therefore be interpreted as an indicator of covalent bonds in the system. It is seen that upon adsorption the ELF reduces between the carbon atoms and appears between the carbon and Pd atoms, consistent with the shift to $sp^3$ character.

Following the (chlorinated) ethene adsorption, there are several alternative routes for fragmenting the adsorbate to its atomic constituents (as in ethene decomposition) and an even larger amount of ways to replace chlorine atoms with hydrogen (as in trichloroethene hydrodechlorination). This is a direct result from the possibility of bonds to either form or to dissociate at every intermediate stage. The way to trace the most probable reaction route is by carefully examining the kinetic barriers of all possible elementary steps at each stage; then picking the one with the lowest barrier, and choosing this to be along the reaction coordinate. Often the information from earlier studies helps to limit the calculations to address only a certain subset of all possible reaction mechanisms. We acknowledge that our calculations apply only to the low coverage regime since the coadsorbates affect the binding energies and activation barriers [17]. However, when it comes to a qualitative analysis of the most probable reaction pathway, e.g. identifying the slow and fast reaction steps by comparing the barrier heights, the coverage can be expected to play less integral role.
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Figure 4.1: Adsorption of TCE (C=blue, Cl=green, H=white) onto Pd (light blue) dimer located on top of Au(111) surface (gray). The upper molecule is not interacting with the surface, and the lower one is chemisorbed onto the surface. An isosurface of the electron localization function (value 0.70) is shown in light gray.

4.1 Ethene decomposition on flat and stepped palladium

First, ethene decomposition to its atomic constituents on closed-packed Pd surfaces is addressed. We did not confine ourselves to study reactions over an ideal Pd(111) interface, but decided to model a typical defect within it, a step. This one-dimensional discontinuity within a Pd(111) terrace was modeled with a Pd(211) surface. Both surface models are built using a supercell of 4 atomic layers, each layer containing 6 atoms. This gives adsorbate coverage of 1/6. Figure 4.2 shows a top view of the unit cells.

The summary of the calculated reaction energetics is given in Table 4.1 and the proposed reaction scheme based on the kinetic barriers is illustrated in Figure 4.3. The following discussion is arranged to follow the reaction coordinate starting from the ethylene-ethylidyne conversion, and proceeding toward the Pd/C phase formation.
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Figure 4.2: Top view of the unit cells (shown as white quadrilateral) used in modeling the Pd(111) and Pd(211) surfaces.

4.1.1 Ethylene-Ethylidyne conversion

Ethylene adsorbs to the adjacent Pd atoms in a di-σ fashion (see Figs. 4.4a and c)), with adsorption energies of -0.36 and -0.69 eV on a flat and stepped surface, respectively. (The measured ethylene desorption energy at low-coverage regime is 0.56 eV [100].) Close behind in stability (≈ 0.1 eV for both flat and stepped surface) follows the top site, where the ethylene is found to bind through the π orbital (see Figs. 4.4e) and g)). However, molecular adsorption of ethylene on Pd(111) occurs only at temperatures below 300 K. At room temperature or higher, the ethylene dosing leads to instant formation of ethylidyne. The conversion must involve a breaking and formation of C-H bond. According to our calculations, the C-H activations are surface-mediated, because direct H-1,2-shifts have very high barriers. Based on the calculated activation energies of all alternative elementary reactions we propose that ethylene disproportionates to yield vinyl (CH=CH) and ethyl (CH₂-CH₃) on Pd. Both of these can further produce ethylidyne through the formation of ethylidene intermediate as depicted in Figure 4.3. The initial and transition state geometries belonging to the suggested reaction scheme are illustrated in Figures 4.4 and 4.5. The potential energy profile showing the energetics for the coexistent reaction paths is given in Figure 4.6. The route \( \text{CH}_2\text{CH}_2^* \rightarrow \text{CH}-\text{CH}_2^*+\text{H}^* \rightarrow \text{CH}-\text{CH}_3^* \rightarrow \text{C-CH}_3^*+\text{H}^* \) (1), is depicted in the left part of the PES, and the route \( \text{CH}_2\text{CH}_2^*+\text{H}^* \rightarrow \text{CH}_2\text{CH}_3^* \rightarrow \text{CH}-\text{CH}_3^* \rightarrow \text{C-CH}_3^*+\text{H}^* \) (2) is shown on the righthand side. The (apparent) activation energy for the reaction \( \text{C}_2\text{H}_4(g) \rightarrow \text{CH}-\text{CH}_2^* + \text{H}^* \) over Pd(111) is 0.89 eV. Assuming that at temperatures \( T > 0 \) the entropy loss upon adsorption increases the free energy of activation \( \Delta G^\ddagger=\Delta H^\ddagger-T\Delta S^\ddagger \) when compared to the reactions between the surface species, this dissociative adsorption step represents the bottleneck for the overall reaction on Pd(111) since the barriers for subsequent reactions are 0.90 and 0.34 eV. The route (2) requires the hydrogen from the route (1), and thus the ethylene dehydrogenation is expected to be the limiting step for both reaction paths.
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Table 4.1: Reaction Energies, $\Delta E$, and activation barriers, $E_{\text{act}}$, both in eV, for all the computed reactions in the ethylene decomposition to atomic C and H on Pd.

<table>
<thead>
<tr>
<th>Step no.</th>
<th>$\Delta E$ (111)</th>
<th>$E_{\text{act}}$ (111)</th>
<th>$\Delta E$ (211)</th>
<th>$E_{\text{act}}$ (211)</th>
</tr>
</thead>
<tbody>
<tr>
<td>dehydration</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H$_2$C-CH$_2$<em>+</em> $\leftrightarrow$ HC-CH$_2$* +H*</td>
<td>1</td>
<td>0.38</td>
<td>1.25</td>
<td>0.47</td>
</tr>
<tr>
<td>H$_2$C-CH$_3$<em>+</em> $\leftrightarrow$ H$_2$C-CH$_2$* +H*</td>
<td>2</td>
<td>-0.29</td>
<td>0.65</td>
<td>-0.29</td>
</tr>
<tr>
<td>H$_2$C-CH$_3$<em>+</em> $\leftrightarrow$ HC-CH$_3$* +H*</td>
<td>3</td>
<td>0.05</td>
<td>0.96</td>
<td>0.06</td>
</tr>
<tr>
<td>HC-CH$_3$<em>+</em> $\leftrightarrow$ HC-CH$_2$* +H*</td>
<td>4</td>
<td>0.04</td>
<td>0.94</td>
<td>0.18</td>
</tr>
<tr>
<td>HC-CH$_3$<em>+</em> $\leftrightarrow$ C-CH$_3$* +H*</td>
<td>5</td>
<td>-0.68</td>
<td>0.34</td>
<td>-0.10</td>
</tr>
<tr>
<td>C-CH$_3$<em>+</em> $\leftrightarrow$ C-CH$_2$* +H*</td>
<td>6</td>
<td>0.5</td>
<td>1.35</td>
<td>0.51</td>
</tr>
<tr>
<td>C-CH$_2$<em>+</em> $\leftrightarrow$ C-CH$_2$* +H*</td>
<td>7</td>
<td>0.74</td>
<td>1.48</td>
<td>0.52</td>
</tr>
<tr>
<td>C-CH* +* $\leftrightarrow$ C-C* +H*</td>
<td>8</td>
<td>0.74</td>
<td>1.59</td>
<td>0.24</td>
</tr>
<tr>
<td>CH* $\leftrightarrow$ C* +H*</td>
<td>9</td>
<td>0.46</td>
<td>1.48</td>
<td>-0.23</td>
</tr>
<tr>
<td>C-C splitting</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C-CH* +* $\leftrightarrow$ C*+CH*</td>
<td>10</td>
<td>-0.01</td>
<td>1.50</td>
<td>-0.20</td>
</tr>
<tr>
<td>C$_2$* +* $\leftrightarrow$ 2C*</td>
<td>11</td>
<td>0.29</td>
<td>1.43</td>
<td>-0.67</td>
</tr>
<tr>
<td>H$_2$C-CH$_2$<em>+</em> $\leftrightarrow$ 2CH$_2$*</td>
<td>12</td>
<td>1.16</td>
<td>2.12</td>
<td>0.96</td>
</tr>
<tr>
<td>C-CH$_3$<em>+</em> $\leftrightarrow$ C*+CH$_3$*</td>
<td>-</td>
<td>1.38</td>
<td>$&gt;2.50$</td>
<td>0.41</td>
</tr>
<tr>
<td>C-CH$_2$<em>+</em> $\leftrightarrow$ C*+CH$_2$*</td>
<td>-</td>
<td>1.14</td>
<td>2.76</td>
<td>0.35</td>
</tr>
</tbody>
</table>

In addition to the particularly low barrier for ethylidyne $\rightarrow$ ethylidyne conversion over Pd(111), the process stands out also because it is the only one having a significantly higher barrier on the stepped surface. This reflects the fact that the product species is less stable on Pd(211) (by $\sim$0.1 eV when calculated with respect to a gas-phase C-CH$_3$ radical). The best adsorption geometries of ethylidyne on Pd(111) and Pd(211) are shown in Figures 4.7a) and c). In both cases the structures have the lower carbon bonding to three Pd atoms and the internuclear axis is pointing directly away from the plane defined by these Pd atoms. However on the stepped surface, two of the bonds are formed to atoms on the low-coordinated edge. This suggests the binding should be stronger compared to the flat surface and shows that although the d-band center descriptor works well in many cases, it might sometimes fail to predict the adsorption trends. This is understandable since the $\epsilon_d$ is the simplest parameter describing the electronic structure and neglects the detailed structure of the $d$ states that interact with the adsorbate. Understanding why the $\epsilon_d$ parameter fails to predict the ethylidyne binding would require elaborate electronic-structure analysis, such as conducted in the work by Vojvodic [101].
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Figure 4.3: Proposed reaction steps from ethylene to atomic carbon on Pd surfaces. The numbering for reactions corresponds to the one used in Table 4.1.
**Figure 4.4**: Optimized initial and transition state geometries for (a)-(d) ethylene dehydrogenation, (e)-(h) ethylene dissociation, and (i)-(l) ethylene hydrogenation on flat (left block) and stepped (right block) palladium surface. In the calculations, the hydrogen atom (not shown in the figure) is considered adsorbed in its most stable configuration infinitely far from the ethylene prior to the hydrogenation reactions. Brown color stands for palladium, blue for carbon, and white for hydrogen. In the step site illustrations, the lower terrace is marked with the lighter shade of brown.
Figure 4.5: Optimized initial and transition state geometries for (a)-(d) vinyl hydrogenation, (e)-(h) ethyl dehydrogenation, and (i)-(l) ethyldene dehydrogenation on flat (left block) and stepped (right block) palladium surface. In the calculations, the hydrogen atom (not shown in the figure) is considered adsorbed in its most stable configuration infinitely far from the ethylene prior to the hydrogenation reactions. Brown color stands for palladium, blue for carbon, and white for hydrogen. In the step site illustrations, the lower terrace is marked with the lighter shade of brown.
Figure 4.6: Potential energy diagram for ethylene decomposition to ethylidyne on Pd(111) and Pd(211) surfaces. Black (green) line represents the adsorption energies of the different hydro-carbon species on Pd(111) (Pd(211)). Transition state energies for C-C bond breaking, dehydrogenation, and hydrogenation reactions are illustrated with blue, red, and green lines, respectively. The solid line refers to a Pd(111) and dashed line to the Pd(211) surface. Note that the curved lines are drawn only to guide the eye, and only the top of the curves have an actual meaning depicting the transition state energies. The zero of energy is two ethylene molecules far away from the clean surface. Another ethylene molecule is needed to provide a hydrogen atom for ethylene hydrogenation step. It is assumed that there is a reservoir of molecules on the terrace, i.e. those molecules or fragments that are not involved in a particular reaction step sit on a terrace. The numbering for reactions corresponds to the one used in Table 4.1.
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To summarize, our computational evidence shows that the kinetics of room temperature ethylene-ethylidyne conversion on Pd(111) is governed by the ethylene dehydrogenation to vinyl with the reaction route passing through the ethylidyne intermediate and agrees with predictions made by other computational groups [14, 17]. Although there is no experimental evidence concerning the exact reaction path on Pd, the activation energy has been estimated for the whole \( \text{CH}_2\text{CH}_2(g) \rightarrow \text{C-CH}_3^* \) conversion near room temperature using kinetic models with measured data. Interestingly enough, the same data set seems to be used to derive two different activation energies for the process, \( 0.95 \pm 0.04 \text{ eV} \) [8] and \( 0.51 \pm 0.05 \text{ eV} \) [102]. If we compare our results with the previous experimental activation energy, our terrace result (0.89 eV) agrees reasonably well. If we do the comparison with the more recent value, the step result (0.44 eV) is compatible.

The articles do not provide explanation for the discrepancy but perhaps the analyzes employ different kinetic models. In the latter publication the good agreement with the computational barrier 0.48 eV calculated by Moskaleva et al. with PW91 functional was pointed out. However, question arises whether the excellent agreement is at least partly fortuitous. First, the experiments are performed in low pressure, implying that the barriers should be compared with the low-coverage PW91 value (0.1 eV [17]). Second, it is well-known that the PW91 functional overbinds molecules and lowers the intrinsic reaction barriers when compared to the RPBE functional [81, 4]. Indeed, the minimum ethylene binding energy with PW91 (for the highest coverage) is 0.74 eV, which is still 0.4 eV larger than our low-coverage RPBE value for the binding strength. Consequently, the apparent activation energy (the TS energy with respect to the gas-phase ethylene) calculated using PW91 shifts down remarkably compared to the RBPE result. Our RPBE barrier on Pd(111) with respect to the gas phase ethylene is 0.89 eV, ~0.8 eV higher than the low coverage barrier calculated by Moskaleva et al. with PW91 functional. Finally, the effect of defects in the Pd(111) surface may well play a role in the reaction. Even though the fraction of step sites in the close-packed surface can be very small, the steps may still play a significant role in the reaction kinetics (see for example [65, 103] and references therein).

4.1.2 Ethylidyne decomposition and onset of PdC phase formation

Measurements show that the ethylidyne adlayer resists heating on Pd(111) up to 350 K, after which it starts to decompose, and at temperatures around 440 K complete carbon coverage is attained [10]. Just like in the case of ethylene-ethylidyne conversion, the exact mechanism for ethylidyne decomposition is not known from the experiments. Thus, computational studies are needed to explain this reaction mechanism.
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The potential energy surface depicting the suggested reaction path for the full ethylene decomposition to atomic carbon and hydrogen is presented in Figure 4.8. Our results support the experimental finding that decompositions come into action sequentially with increasing temperature: Barriers related to the ethylidyne decomposition to atomic carbon are $\sim 0.5$ eV higher compared to the activations during the ethylene-ethylidyne conversion on Pd(111). The calculations show that the surface species preceding the formation of CCH$^*$ prefer to dehydrogenate than go through the C-C bond cleavage. The majority of the calculated C-C bond cleavage barriers exceed 2 eV and even the lowest barrier (1.7 eV) associated with the ethylidyne decomposition to carbon and methylidyne fragment on Pd(211), does not compete with the reactions involving C-H bond activation. For ethynyl species on Pd(111), the opposite trend occurs, and the C-C cleavage actually costs $\sim 0.1$ less energy than CCH dehydrogenation. The persistence of C-C bond down to C-CH$^*$ species is further supported by previous experiments [10, 104] and DFT calculations [18]. Note that C-C bond cleavage has been found to compete with the C-H bond activation on Ni in the presence of steps already at adsorbed ethylene level [103]. The transition state for C-C dissociation in ethylene over Ni(211) was calculated to be $\sim 0.5$ eV lower in energy compared to the transition state for C-H breaking over Ni(111).
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Figure 4.7: Optimized initial and transition state geometries for (a)-(d) ethyldyne dehydrogenation, (e)-(h) vinylidene dehydrogenation, (i)-(l) ethynyl dehydrogenation, (m)-(n) ethynyl dissociation, (q)-(t) carbon dimer dissociation, and (u)-(x) methylidyne dehydrogenation on flat (left block) and stepped (right block) palladium surface. Brown color stands for palladium, blue for carbon, and white for hydrogen. In the step site illustrations, the lower terrace is marked with the lighter shade of brown.
Figure 4.8: Potential energy diagram for ethylene decomposition on Pd(111) and Pd(211) surfaces. Black (green) line represents the adsorption energies of the different hydrocarbon species on Pd(111) (Pd(211)). Transition state energies for C-C bond breaking, dehydrogenation and hydrogenation reactions are illustrated with blue, red and green lines, respectively. The solid line refers to a Pd(111) and the dashed line to the Pd(211) surface. The zero of energy is ethylene far way from the clean surface. The numbering for reactions corresponds to the one used in Table 4.1.
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Most of the reactions are associated with lower activation barriers on the step compared to the terrace. Outstanding pronounced lowering is seen for the dehydrogenations from vinylidene forwards. The step brings the barrier down by 0.34, 0.57, and 0.68 eV for C-CH$_2^*$ → C-CH$^*$+H*, C-CH$^*$ → C-C$^*$+H*, and CH$^*$ → C$^*$+H*, respectively. The reason behind the observed step effect is illustrated in Figure 4.7 showing the initial and transition states for the reactions from ethylidyne forwards on Pd(111) and Pd(211) surfaces. As the number of H atoms in adsorbed hydrocarbons decreases, the adsorbates begin to favor the 4-fold site under the step edge, where the hydrogen deficient carbons can form more bonds to the metal atoms. Whereas the C$_2$H$_x$, $x \geq 3$ species favor adsorption on the upper terrace of the Pd(211), the hydrocarbons C$_2$H$_x$, $x=0$-2, bind to a 4-fold site. This means that the geometric step effect really manifest itself for the dehydrogenated fragments. Steps also scramble the reaction route from ethynyl forward. While the ethylene decomposition to ethynyl can be expected to follow the path ethylene → vinyl (or ethyl) → ethylidene → ethylidyne → vinylidene → ethynyl regardless of the surface geometry, the C-CH$^*$ dehydrogenates to yield carbon dimer wherever step sites are available instead. On Pd(111) the preferential reaction of C-CH is the C-C bond cleavage and the production of methylidyne (CH).

At temperatures beyond 440 K the palladium starts to lose its bulk properties due to the migration of carbon atoms into the Pd lattice [10]. This eventually leads to the formation of a PdC phase displaying catalytic properties different from those of pure Pd. Our DFT calculations show that there is a thermodynamic driving force toward for subsurface diffusion. The carbon incorporates the first Pd interlayer with the migration barrier of around 0.5 and 0.1 eV on Pd(111) and Pd(211), respectively. The barriers are smaller than those associated with the lateral diffusion on top of the surface or within the immediate subsurface region, and considerably lower than the barriers needed to accommodate the second interlayer region. This implies that once there carbon produced on the surface, it accesses the region between the first and second Pd layer fast and remains there. Once again, the step sites show pronounced tendency to trap the carbon atoms, and since the 4-fold hollow site under the step edge is found to bind the carbons strongest, the steps can be expected to be readily populated. If the steps play a role in the catalytic reactions at hand, the site blocking by C can be expected to lead to considerable changes in the catalytic properties.

4.1.3 The BEP behavior

While the BEP relations are well established among similar reactions over variety of different elements, fewer studies address the linear trends involving different reactions taking place on the same transition metal. Our results indicate that the response of the changes in activation energies for C$_2$H$_x$ ($x=1$-5) dehydrogenation over Pd shows linearity against varying the reaction energies (see Figure 4.9). The higher degree of
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dispersion around the Pd(211) line reflects the more complex surface structure. The asymmetry provided by the step edge opens up more possible ways for the atoms in the reaction intermediates and activated complexes to organize themselves compared to the planar terrace. If the stabilization effect of the step edge is systematically more pronounced for the transition state structure compared to the reaction intermediates, the BEP line for stepped surface shifts down from the terrace line. This is seen for example in the studies concerning N$_2$ dissociation [64, 65], where the transition state stabilization offered by the step site results mostly from geometric effects, as described in section 2.3. In our case the downshift of the BEP line is very modest, only around 0.1 eV. It is difficult to say whether this negligible change in the line intersects actually originates from some geometric or electronic effects, or whether it is just an artifact.

![Figure 4.9: Bronsted-Evans-Polanyi type of relationship for the dehydrogenation steps of ethylene on Pd. The energies are given with respect to the initial state of the elementary reactions. Black (green) circles stand for terrace (step) reactions. The numbering for reactions corresponds to the one used in Table 4.1.](image)

The data points characterizing the C-C bond scission deviate notably from the BEP lines for C$_2$H$_x^+ \rightarrow$ C$_2$H$_{x-1}^+ +$H* reactions. Also the points for CH* $\rightarrow$ C* + H* diverge somewhat. Thus, it can be concluded that the BEP behavior only realizes for certain
4.2 Pd-catalyzed hydrodehalogenation of TCE

Next, the trichloroethene hydrodechlorination process over Pd(111) is studied with aim to map the energy landscape for the reaction, and shed light on the reaction pathway under debate. Our adsorbate coverage is 1/12 from performing the calculations in the unit cell marked with a solid line in Figure 4.18. To take into account the effects of possible chlorine coadsorbates at the catalyst surface (see the following discussion), the studies have been conducted both on clean and Cl-covered surface. As discussed in the introduction chapter the removal of chlorine from the catalyst surface is essential to maintain its activity. We start by addressing the effect of reaction environment (gas vs. water phase) to the presence of chlorine on the surface.

4.2.1 Effect of reaction environment on surface Cl content

The chlorine from the TCE reduction can be expected to accumulate on the surface if the reaction environment is not appropriate, i.e. the Cl solvating water lacks, or the gas phase reaction temperature is below \( \sim 460 \) K [35]. In order to verify this theoretically, we calculated the desorption and solvation enthalpies for HCl from Pd surface. The energy input might of course depend on kinetic effects, but these have been neglected to a first approximation. Since chemisorbed HCl desorbs recombinatively from Pd(111) [107], we calculated the energy change between a system, where H and Cl are initially chemisorbed infinitely far from each other, and system where HCl is in a gas phase. This choice gives us a desorption enthalpy of 1.30 eV.

![Figure 4.10: Optimized fourfold water bilayer on Pd(111) from the a) side and b) top.](image)
For estimating the effect of water phase to the HCl removal energetics, we incorporated explicit water molecules into our computational cell. The hexagonal ice-like structures with bilayer geometry are suggested to form near the closed-packed transition metal surfaces \[108\], and have been successfully used to describe the effect of water to the surface chemistry \[109\]. Thus, we stacked four water layers in an arrangement illustrated in Figure 4.10. Based on the previous DFT calculations, surrounding water molecules ionize HCl into separated Cl\(^-\) and H\(_3\)O\(^+\) species \[110\]. Thus, for our final state of HCl solvation, we substituted one H\(_2\)O in the third water bilayer by chlorine, and formed a hydronium species from one of the water molecules in the second bilayer, in line with the previous work. The HCl solvation energy is calculated as

\[
E_{\text{solv}} = [E_{4BL}(Cl^- + H_3O^+) + E_{4BL}] - [E_{4BL}(Cl^*) + E_{4BL}(H^*)],
\]  

(4.1)

where \(E_{4BL}(Cl^- + H_3O^+)\) is the total energy of the system of Cl\(^-\) and H\(_3\)O\(^+\) in the water layers, \(E_{4BL}(Cl^*)\) corresponds a system where chlorine substitutes a water molecule in the adsorbed bilayer, \(E_{4BL}(H^*)\) gives the energy when hydrogen is located in a 3-fold hollow site within the hexagonal H\(_2\)O ring, and finally \(E_{4BL}\) stands for the total energy of the mere slab+water -system. The structures correspond the most stable geometries reported in Ref. \[111\]. The obtained value for \(E_{\text{solv}}\) is 0.56 eV, which is less than half the desorption energy of HCl into the gas phase. Thus, basing on the enthalpy changes and neglecting the coverage effects, our results indicate that the water phase indeed promotes the removal of HCl from the catalyst surface.

As a first approximation we assume that water phase contributes to the TCE HDC mainly through its coupling with the surface chlorine content. Surrounding water might also affect for example the reaction energetics, but these effects have not been addressed in the present work.

### 4.2.2 Reaction pathway and the effect of coadsorbed chlorine

Next, the most probable reaction mechanism on the grounds of intrinsic activation energies over clean and Cl-covered Pd(111) is discussed. Figure 4.11 shows the constructed reaction network and all the calculated reaction parameters are listed in Table 4.2. The optimized initial, transition, and final states for the studied reactions on the clean slab are illustrated in Figures 4.12 and 4.13.

On Cl-free Pd(111) dechlorinations are clearly preferred over hydrogenations. The highest barrier in the course of TCE dechlorination (0.55 eV) is still \(\sim 0.15\) eV below the lowest hydrogenation barrier of chlorinated species within the reaction network. The initial length of the dissociating C-Cl bond is identified as a fair descriptor of the activation energy. Figure 4.14 shows that the increase in initial bond length leads
4.2 Pd-catalyzed hydrodehalogenation of TCE

Figure 4.11: The reaction network summarizing the studied candidate elementary steps in the hydrodechlorination of trichloroethene. The black numbers give the calculated activation energies on the clean Pd(111), and the green numbers are the corresponding figures in the presence of coadsorbed chlorine.

to decrease in activation energy. Following the dechlorination steps CHCl-CCl* → CHCl-CCI* → CH-CCI* → C-CH*, the C₂ framework hydrogenates to form ethene via vinylidene (H-C=CH₂) and vinyl (CH-CH₂). The bottleneck of the overall TCE → ethene conversion is the step C-CH₂*+H* → CHCH₂* with activation energy of 0.83 eV. Note, that the evolution through DCE and VC intermediates requires competition between dechlorination and hydrogenation before the formation of the -CCH. Thus, our calculations for Cl free Pd(111) at low adsorbate coverage support the direct reaction pathway, supporting the interpretations from Refs. [20, 21, 27].

Next the effect of coadsorbed chlorine on the reaction energetics is addressed. Our models employ the suggested maximum Cl coverage [112], where the interhalogen separations reach twice the van der Waals radius of Cl. Figure 4.15a) shows the chlorine covered surface, and Figures 4.15b) and c) illustrate the hydrogen and TCE coadsorbed with Cl. The surrounding halogens weaken the binding for both species, but for TCE the effect is strong: binding energy drops ∼0.6 eV resulting in thermoneutral chemisorption. This owes to the fact that TCE requires a relatively large surface area forcing the three chlorines to move closer and maximize the repulsive interactions in the final state of the chemisorption onto the Cl-covered surface. Our
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Table 4.2: Reaction energies, $\Delta E$, and activation energies, $E_{act}$, both in eV, for calculated elementary reactions over clean and chlorine-covered Pd(111) (latter given in parenthesis). The activation energies estimated from the Brønsted-Evans-Polanyi fitting (see 4.16) are marked with an asterisk. The $\Delta G^\ddagger$ (see 4.2) counterparts of the activation energies marked with a letter are a) 0.34 eV b) 0.21 eV c) 0.74 eV d) 1.27 eV e) 0.70 eV.

<table>
<thead>
<tr>
<th>Dechlorinations</th>
<th>$\Delta E$</th>
<th>$E_{act}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCIH-CCl$_2^<em>$ → CCIH-CCl</em> + Cl*</td>
<td>-1.08 (-0.38)</td>
<td>0.23$^a$ (0.43)</td>
</tr>
<tr>
<td>CCIH-CCl* → CH-CCl* + Cl*</td>
<td>-0.96 (-0.23)</td>
<td>0.08 (0.05)</td>
</tr>
<tr>
<td>CH-CCl* → C-CH* + Cl*</td>
<td>-0.24 (0.13)</td>
<td>0.55 (0.70)</td>
</tr>
<tr>
<td>CH$_2$-CHCl* → CH$_2$-CH* + Cl*</td>
<td>-0.38 (0.02)</td>
<td>0.46$^b$ (0.71$^c$)</td>
</tr>
<tr>
<td>CH-CCIH* → CH-CH* + Cl*</td>
<td>-0.86 (0.08)</td>
<td>0.21$^<em>$ (0.60$^</em>$)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hydrogenations</th>
<th>$\Delta E$</th>
<th>$E_{act}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCl$_2$-CCIH* + H* → CCIH$_2$-CCl$_2^*$</td>
<td>0.19 (-0.21)</td>
<td>1.05$^d$ (0.79)</td>
</tr>
<tr>
<td>CCIH-CCIH* + H* → CCIH-CCHI*</td>
<td>-0.20 (-0.25)</td>
<td>0.70 (0.63)</td>
</tr>
<tr>
<td>C-CH* + H* → C-CH$_2^*$</td>
<td>-0.82 (-1.10)</td>
<td>0.58 (0.46)</td>
</tr>
<tr>
<td>C-CH$_2$ + H* → CH-CH$_2^*$</td>
<td>0.21 (-0.05)</td>
<td>0.83 (0.63)</td>
</tr>
<tr>
<td>CH-CH$_2^<em>$ + H</em> → CH$_2$-CH$_2^*$</td>
<td>-0.34 (-0.56)</td>
<td>0.73 (0.60)</td>
</tr>
<tr>
<td>CH$_2$-CHCl$^<em>$ + H</em> → CH$_3$-CHCl*</td>
<td>0.01 (-0.25)</td>
<td>0.87$^*$ (0.51$^c$)</td>
</tr>
<tr>
<td>CH-CCl$^<em>$ + H</em> → CH-CCIH$^*$</td>
<td>0.04 (-0.18)</td>
<td>0.91 (0.77$^*$)</td>
</tr>
<tr>
<td>CH-CCIH$^<em>$ + H</em> → CH$_2$-CClH$^*$</td>
<td>-0.28 (-0.61)</td>
<td>0.70$^<em>$ (0.60$^</em>$)</td>
</tr>
<tr>
<td>CHCl-CCIH$^<em>$ + H</em> → CH$_2$-CClH$^*$</td>
<td>-0.81 (N/A)</td>
<td>0.90$^*$ (N/A)</td>
</tr>
</tbody>
</table>

Results show that the chlorine also modifies the reaction energies and activation barriers. In general, chlorine hinders dechlorinations by increasing the activation barriers and making the chlorine cleavage thermodynamically less favorable. Exactly the opposite effect is seen for hydrogenations, which become more feasible in the presence of halogens. The observation can be rationalized from the BEP-behavior of the obtained reaction energetics, depicted in Figure 4.16. While it can be assumed, that the coadsorbed chlorine weakens the binding of both initial and final state adsorbates of the elementary reactions, the effect is stronger in that side of the reaction (reactant or product), where the repulsive interactions are more pronounced. In the case of dechlorination, the final state with an extra Cl accommodated on the surface shifts more upward in energy than the initial state, compared to the chlorine-free surface. This reduction in the exothermicity is reflected in the higher barrier through the BEP rule. The opposite holds for hydrogenation process, where the Pd atoms are more shared in the initial state compared to the final state, and the reactions become more exothermic compared with those taking place on bare Pd(111).

Despite of the converging trend of the activation barriers between C-Cl breaking and C-H forming, coadsorbed chlorine does not have a strong effect on the TCE HDC mechanism. Regardless of the amount of halogens on the surface, TCE loses two chlorines relatively easily forming chlorinated acetylene. However, whereas on the surface of low chlorine loading the next step is clearly the breaking of the last C-Cl bond, the high amount of coadsorbed chlorine triggers competition between the Cl cleavage and C-H bond formation from the CH-CCl* level based on the insignificant differ-
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Figure 4.12: The optimized initial, transition, and final state geometries (columns marked with IS, TS, FS accordingly) of the dechlorination of a) TCE, b) $\text{C}_2\text{Cl}_2\text{H}$, c) $\text{C}_2\text{CH}_2$, and d) vinyl chloride over Pd(111).

ence (0.05 eV) between the activation energies. This might lead to partial formation of DCE, VC, and acetylene, assuming that CH-CHCl* acts as a precursor for these compounds.

4.2.3 The reactivity ordering among chlorinated ethenes

So far the calculations have suggested that the TCE HDC proceeds via direct pathway, and the rate limiting step (RLS) in the course of bond activations is among the hydrogenations taking place after the chloroethene is dechlorinated to C-CH. Based on the late location of the RLS in the reaction coordinate, the HDC rate dependence on concentration of the reactant should be complex. This implies that the rate constant for the overall reaction cannot be deduced reliably from experiments assuming first order kinetics with respect to the chloroethene disappearance from the gas phase or solution. However, this is what is normally being done, and thus in order to make comparison to experiments, the reactivity ordering among the chlorinated ethenes needs
Figure 4.13: The optimized initial, transition, and final state geometries (columns marked with IS, TS, FS accordingly) of the hydrogenation of a) TCE, b) C₂Cl₂H, c) C₂CH, d) C-CH, e) C-CH₂, and f) CH-CH₂ over Pd(111). The dotted white line connecting the carbon and hydrogen is added to guide the eye.
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Figure 4.13: The optimized initial, transition, and final state geometries (columns marked with IS, TS, FS accordingly) of the hydrogenation of a) TCE, b) C₂Cl₂H, c) C₂CH, d) C-CH, e) C-CH₂, and f) CH-CH₂ over Pd(111). The dotted white line connecting the carbon and hydrogen is added to guide the eye.

to be evaluated from adsorption energetics. For doing this, we have considered the apparent activation energies of dissociative (-Cl) and associative (+H) adsorption with vibrational energy and entropy corrections. The free energy of apparent activation is calculated via
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\[ \Delta G^\ddagger = E_{TS}^{ZP} - [E_{gas}^{ZP} + E_{slab}^{ZP}] - T\{S_{TS} - [S_{gas} + S_{slab}]\}, \]  

(4.2)

where \( E_{TS}^{ZP}, E_{gas}^{ZP}, \) and \( E_{slab}^{ZP} \) are the zero-point energy corrected DFT total energies of the activated complex, chlorinated ethene in gas phase, and the slab, respectively. The entropies of these systems in same order, denoted as \( S_{TS}, S_{gas}, \) and \( S_{slab} \), were obtained at 298 K. The entropy for the gas phase species was taken from Ref. [113], and the other two values were calculated using the procedure from Ref. [114].

The \( \Delta G^\ddagger \) values for TCE dechlorination and hydrogenation over bare Pd are 0.34 and 1.27 eV, respectively. This confirms that TCE is dechlorinated prior to the first H addition step. The calculated \( \Delta G^\ddagger \) of VC dechlorination is 0.13 eV less than the 0.34 eV obtained for TCE dechlorination. So even though the intrinsic reaction barriers and C-Cl bond strengths suggest otherwise, VC dechlorinates faster than TCE when introduced onto the surface. Also, the experimentally observed shift in the VC reaction pathway as reaction conditions change [35] can now be rationalized from the calculated free energies. At low temperatures in the gas phase, when chlorine can be assumed to be present on the surface, VC has been observed to hydrogenate to ethyl chloride rather than hydrodechlorinate to ethane. The calculated \( \Delta G^\ddagger \) values

**Figure 4.14**: Activation energy of the dechlorination steps plotted as a function of the interatomic distance of the activating C-Cl bond in the initial geometry.

**Figure 4.15**: The optimized structures of a) chlorine covered Pd(111), b) hydrogen and c) TCE coadsorbed with chlorine on Pd(111).
Figure 4.16: The calculated activation energies of the elementary reactions plotted as a function of the corresponding reaction energies. Blue color is used for hydrogenations, and violet for dechlorinations. The point with the largest deviation (reaction $CClH - CCl^* \rightarrow CH - CCl^* + Cl^*$ in the presence of Cl, marked with an open circle) is excluded from the linear fit.

for the VC dechlorination and hydrogenation activations on chlorine-covered surface are 0.74 and 0.70 eV, respectively. Thus, coadsorbed Cl clearly induces competition between C-Cl breaking and C-H forming reaction reactions for VC, supporting the interpretations from measurements [35].
4.3 Characterization of active Pd-Au structures for TCE HDC

Next we aim at explaining the mechanism by which Au promotes the Pd-catalyzed TCE HDC reaction. Given that the precise structure of the Pd/Au bimetallic TCE HDC catalyst lacked evidence by the time we worked with the subject, the essential part of our study consists of identifying the potential Pd/Au structures based on their stabilities and ability to bind the reactants.

![Figure 4.17: The optimized geometries of the Pd/Au structures. (A) Pd$_1$/Au, (B) Pd$_2$/Au, (C) Pd$_3$/Au, (D) Pd$_4$/Au, (E) Pd$_7$/Au, (F) Pd$_8$/Au$_{5-}$mix-$s$, (G) Pd$_1$-mix-$s$, (H) Pd$_3$-mix-$s$, (I) Pd$_1$-mix-$s$, and (J) Pd$_3$-mix-$s$. Note that in structures (A)-(E) the Pd ensembles consist of adatoms located on top of Au(111) whereas in structures (F)-(J) Pd's are embedded in the Au(111) lattice replacing Au atoms. The study also covers structures, where the atom marked with “1” in figures (E) and (F) has been replaced by Au. The illustrations of Pd$_6$/Au$_1$/Au and Pd$_7$/Au$_{5-}$mix-$s$ are referred to as 1E$^{(1)}$ and 1F$^{(1)}$.]

4.3.1 Modeling the Pd-on-Au catalyst

We have outlined the studied structures to represent compositions of a Au-rich core and Pd-rich surface as suggested by the experiments [39, 115]. The measurements indicate that the most active compositions are Au nanoparticles surrounded by an incomplete shell of Pd atoms and that this shell is most likely in the form of 2D Pd clusters [29]. The most active catalyst is suggested to have 70 % Pd coverage at least when the particle size is varied between 4 and 20 nm [39].

We model the gold nanoparticle facet with a four atom layer thick Au(111) slab, where varying amounts of Pd atoms per unit cell either sit on top of the lattice or replace atoms in either first or second Au layer. Figure 4.17 depicts the set of surface structures chosen to represent the different possibilities, and introduces the used nomenclature. The chosen unit cells are shown in Figure 4.18. In order to rank
the different compositions according to their thermal stability, we have calculated their formation energies defined here as the

\[ E_f = \left[ E_{PdAu} + N_{Au}E_{Au-bulk} - (E_{Au-slab} + N_{Pd}E_{Pd-atom}) \right] / N_{Pd}, \]  

(4.3)

where \( E_{PdAu}, E_{Au-bulk}, E_{Au-slab}, \) and \( E_{Pd-atom} \) are the total energies of the PdAu surface, bulk Au (per atom), clean Au(111) slab, and isolated Pd atom, respectively. \( N_{Pd} \) is the number of Pd atoms in the alloy structure (per unit cell), and \( N_{Au} \) is the amount of gold atoms replaced by Pd (per unit cell). Note that for the Pd islands and the overlayer, \( N_{Au} \) equals zero. The more negative value of \( E_f \) translates to the more stable configuration.

Figure 4.19 illustrates the stability of the Pd atom in different atomic environments. There is a clear thermodynamical driving force into intermixing of Pd and Au. Among the islands, the Pd atoms are more stable in larger clusters, the flat overlayer being the most energetically favored structure. To test the tendency of Pd atoms to form 3D instead of 2D clusters, we calculated a formation energy for a Pd\(_4\) structure, where the fourth Pd atom is in a 3-fold hollow site on top of a Pd\(_3\) cluster (tetrahedral structure). The obtained formation energy is almost 0.2 eV less negative for the piled structure. Calculations show also that although isolated Pd atoms are not likely to be present on a Au(111) surface, they are preferred in the mixed compositions. The change in the stability can be seen by comparing the formation energies of Pd\(_1\) and Pd\(_3\) mixed structures.

---

**Figure 4.18**: Top view of the fcc(111) unit cell(s) used for modeling the Pd/Au(111) surfaces. The larger unit cell (extended by dashed line) was used for setting up the seven atoms containing islet on Au to ensure adequate distance between the cluster and its periodic image, while the smaller cell was employed in the rest of the calculations.
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4.3.2 Adsorption on the Pd/Au surfaces

Next, the abilities of the different Pd/Au surfaces to bind H, Cl, and the ethenes with varying chlorine content are compared. The calculated adsorption energies of TCE, DCE isomers, VC, ethene, chlorine, and hydrogen are collected in Tables 4.3 and 4.4. As expected from the inert nature of gold, pure Au(111) shows low tendency to bind TCE. Replacing Au atoms by Pd on the top layer of Au(111) does not really increase the adsorption ability of the surface. Even if the fraction of implemented Pd atoms is twice as much as that of Au atoms in the surface layer (see Fig. 4.17F), the resulting adsorption energy remains modest, -0.36 eV. Since surface alloy structures bind TCE weakly, it is unlikely that these type of surfaces are responsible for hydrodechlorinating TCE. The Pd islet structures on the other hand exhibit good binding properties, passing also the pure Pd(111). Figure 4.20 shows that the smallest Pd clusters are the most effective for capturing TCE. However, the smallest Pd clusters cannot offer the needed space for the HDC reaction, and this limits the cluster size from below. Note that since the Au clearly promotes the binding of Cl, the effect of alloying to prevent poisoning by chlorine remains unclear.
Table 4.3: Adsorption energies of TCE ($E_{ads}(\text{TCE})$), d-band centers ($E_d$), and formation energies ($E_f$) corresponding to the different surface compositions. All energies are in eV.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Related Fig(s)</th>
<th>$E_{ads}(\text{TCE})$</th>
<th>$E_d$</th>
<th>$E_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au(111)</td>
<td>-</td>
<td>-0.05</td>
<td>-3.24</td>
<td>-</td>
</tr>
<tr>
<td>Pd$_1$/Au</td>
<td>4.17A,4.20</td>
<td>-0.77</td>
<td>-1.14</td>
<td>-2.60</td>
</tr>
<tr>
<td>Pd$_2$/Au</td>
<td>4.17B,4.20</td>
<td>-1.22</td>
<td>-1.23</td>
<td>-2.74</td>
</tr>
<tr>
<td>Pd$_3$/Au</td>
<td>4.17C,4.20</td>
<td>-1.24</td>
<td>-1.31</td>
<td>-2.85</td>
</tr>
<tr>
<td>Pd$_4$/Au</td>
<td>4.17D,4.20</td>
<td>-1.26</td>
<td>-1.34</td>
<td>-2.92</td>
</tr>
<tr>
<td>Pd$_7$/Au</td>
<td>4.17E,4.20</td>
<td>-1.06</td>
<td>-1.43</td>
<td>-3.07</td>
</tr>
<tr>
<td>Pd$_{layer}$/Au</td>
<td>4.20</td>
<td>-0.63</td>
<td>-1.40</td>
<td>-3.39</td>
</tr>
<tr>
<td>Pd(111)</td>
<td>4.20</td>
<td>-0.57</td>
<td>-1.73</td>
<td>-</td>
</tr>
<tr>
<td>Pd(111)-strain</td>
<td>-</td>
<td>-0.74</td>
<td>-1.67</td>
<td>-</td>
</tr>
<tr>
<td>Pd$_8$/Au$_4$-mix-s</td>
<td>4.17F</td>
<td>-0.36</td>
<td>-1.90</td>
<td>-3.44</td>
</tr>
<tr>
<td>Pd$_1$-mix-s</td>
<td>4.17G</td>
<td>0.23</td>
<td>-</td>
<td>-3.54</td>
</tr>
<tr>
<td>Pd$_3$-mix-s</td>
<td>4.17H</td>
<td>-0.14</td>
<td>-</td>
<td>-3.49</td>
</tr>
<tr>
<td>Pd$_1$-mix-ss</td>
<td>4.17I</td>
<td>-0.02</td>
<td>-</td>
<td>-3.92</td>
</tr>
<tr>
<td>Pd$_3$-mix-ss</td>
<td>4.17J</td>
<td>-0.07</td>
<td>-</td>
<td>-3.84</td>
</tr>
</tbody>
</table>

Table 4.4: Calculated adsorption energies (in eV) of chlorinated ethenes, H, and Cl given relative to the corresponding stable gas phase species on different Pd/Au structures.

<table>
<thead>
<tr>
<th>Adsorbate</th>
<th>Pd$_7$/Au</th>
<th>Pd$_{layer}$/Au</th>
<th>Pd(111)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,1-DCE</td>
<td>-1.10</td>
<td>-0.76</td>
<td>-0.69</td>
</tr>
<tr>
<td>cis-DCE</td>
<td>-1.10</td>
<td>-0.73</td>
<td>-0.65</td>
</tr>
<tr>
<td>trans-DCE</td>
<td>-1.18</td>
<td>-0.85</td>
<td>-0.75</td>
</tr>
<tr>
<td>ethene</td>
<td>-1.17</td>
<td>-0.84</td>
<td>-0.77</td>
</tr>
<tr>
<td>Cl</td>
<td>-1.90</td>
<td>-1.94</td>
<td>-1.64</td>
</tr>
<tr>
<td>H</td>
<td>-0.64</td>
<td>-0.72</td>
<td>-0.58</td>
</tr>
</tbody>
</table>
Figure 4.20: Calculated adsorption energies of trichloroethene plotted against the Pd/Au structures with increasing Pd content from left to right. The data points are associated with the illustration of the preferred adsorption geometry. Note that in all structures the Pd atoms are located on top of Au(111), and have not replaced any of the Au atoms.

4.3.3 Explaining the adsorption trends

We now know that the Pd/Au catalyzed TCE HDC is most active over the flat Pd clusters formed on top of Au based on the thermodynamic driving force towards 2D clustering and the ability of these clusters to hold on to the reactant. Our assumption that the thermodynamically most favored Pd/Au mixing is negligible due to the kinetic hindrance is supported by experimental studies [116, 117, 118, 29]. The next interesting question relates to the reasons behind the observed tendencies. As explained in chapter 2, there are various different effects contributing to the binding ability of the bimetallic surface. Keeping the binding ensemble fixed, the total effect of coordination, straining, and ligand surroundings is enclosed in a single parameter, the d-band center of the metal surface. We observe, that the correlation between the TCE adsorption energies and the $\epsilon_d$ is very good when the d-states of the topmost metal layer (whether complete or incomplete) are taken into account and the binding ensemble is being fixed to Pd-Pd bridge (see Figure 4.21). The d-band center analysis
shows the reason behind the better binding ability of Pd clusters compared to the Pd/Au mixed structure: combining the effects of coordination, strain, and ligandic surroundings, the d-band center of the Pd clusters ends up closer to the Fermi energy, thus making stronger bonds to the adsorbates.

The correlation in Fig. 4.21 shows universality in a sense that the same plot incorporates data from the mixed Pd/Au structures, strained Pd(111) surface, and Pd clusters on top of Au(111). We have not come across studies where the d-band center would be related to binding properties over such a variety of different types of surfaces within a same graph. Our only points deviating from the otherwise linearly behaving data are the ones corresponding to the adsorption on Pd\textsubscript{layer}/Au. In short, the full adlayer turns out to bind the molecules weaker than the position of the d-band center position suggests. The fact that the Pd(111) surface strained to the Au lattice dimensions binds the molecules with more or less with the same strength compared to the Pd\textsubscript{layer}/Au(111), even though the d-band center of the latter is $\sim 0.3$ eV higher, may be explained by the repulsive interaction between the adsorbates and the underlying Au. Similar explanation has been given for hydrogen adsorption trends over Pd\textsubscript{layer}/Au(111) \cite{119}. It does not, however, explain why the adsorption on Pd\textsubscript{7}/Au structure is not weakened by the Au atoms to the same extent, and thus the reason for the somewhat anomalous behavior of Pd\textsubscript{layer}/Au remains unknown.

Last we note, that varying the ensemble from the Pd-Pd bridge to Pd-Au bridge while maintaining the other effects constant leads to $\sim 0.6$ eV weaker binding. This further supports the conclusion, that the active Pd/Au nanoparticles likely contain Pd clusters on top of Au. In mixed compositions the Pd atoms tend to be isolated between the gold atoms resulting in a reduction of needed Pd-Pd ensembles.

4.3.4 Underlying Au effect on reaction energetics

To test the effect of underlying gold on the catalytic performance of Pd, we calculated the activation energies for TCE HDC on Pd\textsubscript{7}/Au(111). This structure manifests a good trade-off between the ability to bind TCE and offer sites for the reactants and products, and has been thus selected as a representative Pd/Au islet for the reactivity studies. According to our results, the surface structure does not affect the relative easiness of the elementary reactions, i.e. the overall reaction route over Pd (see chapter 4.2.2) can be expected to be independent of the presence of gold. However, as expected from the higher lying d-band of the Pd\textsubscript{7}/Au(111), the mixed metal surface generally stabilizes the adsorbates and activated species more than the pure Pd surface throughout the whole HDC process. The stabilization is more pronounced for the transition states than for initial states resulting in a lower activation energies for Au containing surface. In fact, for some reactions the barriers differ notably for the two catalyst structures: The reactions CH-CCl* $\rightarrow$ C-CH* + Cl* and C-CH* + H* $\rightarrow$
4.3 Characterization of active Pd-Au structures for TCE HDC

Figure 4.21: The adsorption energies of trichloroethene plotted against the d-band centers (relative to the Fermi energy) of the corresponding structures.

C-CH$_2^*$ need 0.30 eV less energy to activate on Pd$_7$/Au structure. These observations are in unison with the experimental studies reporting notable increase in reactivity of Pd when alloyed with Au [38, 39, 37].
5 Summary and outlook

In the work presented in this thesis, density functional theory calculations were carried out to study Pd-catalyzed decomposition of ethene and hydrodechlorination of trichloroethene. Our results shed light on probable reaction mechanisms and active structures for these reactions.

Our results show that under low coverage ethylene most likely undergoes hydrogenation-dehydrogenations to form ethylidyne on both flat and stepped Pd. The reaction proceeds via vinyl (or ethyl) and ethylidene intermediates where \( \text{CH}_2\text{CH}_2^* \rightarrow \text{CHCH}_2^* + \text{H}^* \) represents the rate-limiting step. The formation of ethylidyne is followed by a series of dehydrogenations toward -CCH species, that finally cleaves to produce atomic carbon. The activation barriers along the reaction coordinate increase from \( \sim 1 \text{ eV} \) to \( \sim 1.5 \text{ eV} \). This agrees with the experimental findings that decompositions come into action sequentially with increasing temperature. Unlike on Ni, the steps do not introduce competition between C-H and C-C bond activation until the very end of the reaction coordinate. However, the step sites do bring down the barriers for activation thereby offering especially active sites for the reactions. Steps also facilitate the incorporation of carbon into the immediate subsurface area, from where the atoms move to decorate the step edges.

Trichloroethene hydrodechlorination mechanism was found to follow a direct pathway through radical-like species. This gives a potential explanation to the experimental product distributions that show a nominal amount of lesser chlorinated species in the presence of excess hydrogen. On a bare Pd(111) surface TCE is quickly dechlorinated to -CCH, which then hydrogenates to ethene via vinylidene and vinyl. The rate-determining step among surface reactions is identified as \( \text{CCH}_2^*+\text{H}^* \rightarrow \text{CHCH}_2^* \), which activates with 0.83 eV energy input. The chlorine from the TCE decomposition can be expected to accumulate on the surface at low temperatures or in the absence of solvating water environment. Surface chlorine weakens the binding of the adsorbates and reduces the gap between the dechlorination and hydrogenation barriers. However, it is not expected to affect the overall reaction route. The entropy and zero-point energy corrected apparent activation energies explain the experimentally observed reactivity ordering among chlorinated ethenes. Although vinyl chlorine has a stronger C-Cl bond than TCE, it dechlorinates faster when introduced from the gas phase to the catalyst surface.

The active and resistant Pd/Au core-shell structures for room temperature TCE HDC
were identified as 2D Pd islands on Au nanoparticle. According to the formation energies, these structures are the most stable ones if no intermixing of Pd into the Au is allowed. Although the mixed structures are found energetically more favourable, they bind reactants poorly. Thus, the barriers for intermixing are presumably not crossed at room temperature, which is supported by several experimental studies. The Au(111) supported Pd island was calculated to offer more reactive ground for TCE HDC compared to pure Pd(111) in terms of activation barriers and reaction energies.

The data provided by the present work contribute to the evergrowing computational database needed in the search of better catalysts. On the other hand, the story concerning the studied reactions is not entirely written: the obtained figures are now available as input parameters for microkinetic reaction modeling, hopefully this will be addressed in future studies. As for ethylene decomposition, the effect of surface coke and dissolved carbon on the activity and selectivity of the surface reactions would be natural follow-up topics to the present work. Experiments implicate a variety of ways which carbonaceous surface species and subsurface carbon may contribute to the catalytic properties of the Pd surface, such as electronic structure modification and site blocking (see e.g. Refs. [6, 120]). What would also be very interesting to address is how varying the transition metal affects the selectivity of C-C and C-H bond as they break on defects. As we have seen now the ethylene dehydrogenation needs to proceed almost completely over stepped Pd before the two mechanisms start to compete whereas on stepped Ni they compete right from the beginning [103]. As concerns the hydrodechlorination of chlorinated ethenes in groundwater by Pd, there are still many open questions: Does the water phase play a role in the HDC process other than solvating the chlorine from the surface?; Why are Pd/Au structures more resistant toward poisoning by chloride and hydrosulfides [37] as compared to pure Pd?; Could the poorer performance of pure Pd owe to the oxidation of the metal that underlying Au would prevent, as suggested in a recent experimental work? [29]; etc. I believe using computational modeling can shed light on the above mentioned unresolved issues.
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