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Kaannosprosessin tutkiminen on viime vuosina siyty ynd enemman lopputekstin
tutkimisesta itse prosessin eri osien ja piirteidatkimukseen. Tauot ovat yksi tdman
prosessin eniten tutkituista piirteistd, mutta téla&ti tutkimukset ovat keskittyneet lahinna
kahden tai maksimissaan viiden sekunnin pituiséetkdjen analysointiin. Taman tutkielman
tavoitteena on selvittda, millaista informaatiogknosprosessin kulusta ja siséllosta seka sen
kaantgjakohtaisuudesta saadaan ottamalla tutkirhtestosi aiempia tutkimuksia pidemmat
tauot seka sanakirjojen kaytt6 kdannosprosessanaik

Taman tutkielman aineisto kerattiin hyddyntamakdokoneohjelmaa nimeltd Scriptlog, joka
tallentaa Kkirjoitusprosessin tai tarkemmin ottaem saikana tehdyt lyonnit tietokoneen
nappaimistolla. Aineisto sisélsi kahden naispualisgiopisto-opiskelijan suomenkielisesta
pohjatekstista englanniksi kd&ntamien kohdeteksBeniptlog-tiedostot sek& koetilanteen
aikana muistiin merkityn sanakirjojen kayton. Taatéeistosta eroteltiin tutkimuskohteeksi
pituudeltaan kymmenen sekuntia ja sitd pidemmabttadlama tauot jaettin kahteen
paaryhmaan sen mukaan, johtuivatko ne sanakirjgitdkéisesta vai jostakin muusta syysta.

Tutkimuksessa selvisi, etta vahintddn kymmenenrgekpitkien taukojen tarkastelu toi esiin

lahes kaikki sanakirjankayttotapaukset. Se mydgagtal selkedsti kaantajien erilaiset
prosessityylit: ensimmainen heistd editoi kaanrdstéuonnosvaiheessa, kun taas toinen
kirjoitti ensin vedosmaisesti ja keskittyi editdint vasta sen jalkeen. Muut l6ydokset
mukailivat aiempia tutkimustuloksia pitkien taukoje sijainnista ja aiheuttajista

kaannosprosessissa. Aineiston suppeuden takiasttl@kvat valttamatta ole yleispatevia ja
lisdtutkimusta voitaisiin tehdd muun muassa venadlla ns. noviisikdantgjia ja

ammattikdantgjia tai valitsemalla useampia erggphjateksteja.

Avainsanat: translation process, long pauses, SBagipdictionary
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1 INTRODUCTION

Translation has been researched from the procepdanal of view for several decades. New
doors were opened to the researchers when compugeesfirst harnessed in 1985 to gather
data of the writing process by creating a programetord the key strokes the writer made on
the keyboard. This made it possible to get detanéarmation about the flow of the writing
or translation process more easily, less intrugitiehn by direct observation or videotaping
and more accurately than before. Since then, tkiesis of computer tools or text editors such
as JEdit, Translog, Inputlog and Scriptlog , inidd to think-aloud protocols and eye-
tracking technology, have been widely used in me$edo study numerous aspects of the
writing and translation process, such as writinfjialilties due to for example dyslexia,

writing development, location, amount and typesmdfne revisions.

Pauses have been a major point of interest, bedhase tools provide easy access to the
information about their length and location andythee widely considered to be indicators of

internal thought processes. Most of the researcpauses in writing or translation process

has focused on pauses from two to five secondseffample, Immonen 2006 and Wengelin

2006). Consequently, the studies have mainly rede#the differences between L1 or L2

composing and translation or the differences betvéerovice and a professional translator.

The present study aims to reveal some aspectsoointividual translation processes through
comparison done on the long pauses taken by twaadranslators during the process. It
also tries to show that by excluding the long pausem the analysis, the researchers have
actually excluded one major aspect that inducesgsin translation, that is, the use of
dictionaries or other reference material. The preséudy claims that studying long pauses
produces valuable insights on the procedural stfléhe translator as well as shows how
much of the translator’'s time is actually used omtimg and how much on translating or
finding the right words.



2 PREVIOUSRESEARCH ON WRITING PROCESSES

Translation is a complex writing process includimaj only the basic functions of writing but
also interactive use of linguistic memory of granicel and semantic aspects of two
different languages. Thus, it is important to haeene understanding of how the writing
process works. First, my aim is to present a bamkgt view of writing or composing and
translating as a process. Then | will look at theearch done on dictionary use in L2 writing
and translating. Thirdly, | will introduce in shadtte Scriptlog programme, a computer tool
used in the present study. This program or sinplagrams are also used in many of the
studies on translation and on pauses. Lastly, Il diicuss previous research on pauses in

writing and translation.

2.1 From writing processto trandation as a process

In the next chapters, | will first review studies composing in mother tongue (later L1) and
in a foreign language (later L2). Then | will dissutranslating a text into a foreign language
(L1—L2). The aim of this section is to lay out a backgrd of what lies beneath the product,
the finished target text, which is the only aspedtthe writing or translation process that the

reader or end user usually sees.

211 WritingprocessinLland L2

The process of acquiring and mastering one’s mdthregue starts at a very young age and
lasts relatively long. Writing skills start to déop several years later than speech due to the
motor skills needed to perform this function ansbadbecause the future writer needs to learn
the commonly shared system of signs, i.e. the algthdo be able to produce texts that fulfil
at least their basic communicative purpose. Funtbee, writing or composing a text even in
L1 requires quite an extensive vocabulary and ve®hctivating the short-term as well as the
long-term memory (later LTM). This complex functiohinteracting processes has intrigued
researchers since the 1980°s when Flower and Hegmestructed their model aforking
memory (later WM) that sees writing as a cognitive pracéisat includes multiple sub
processes (Hayes 1996:2). In short, WM is a cognitool that functions as a short-term



memory reserve and as an information processingrsythat uses the LTM when cognitive

tasks, such as writing, are performed.

The Flower and Hayes model drew much criticism #mgs the model has been not only
redrawn by Hayes himself in 1996 but also challenigg other models, such as Kellogg's
model (1996:57-71). Recent research in this fieldudes the studies of Vanderberg and
Swanson (2007), which debates what parts of the &Mactually important in writing, and
McCutchen (2000). McCutchen (2000:13) puts fortheelopmental model with emphasis
on the interaction between the WM and the infororastored in LTM. She states that skilled
writers are able to surpass the limitations of skerm WM and are able to capitalize the LT-
WM. While McCutchen’s model is a rough sketch basegrevious research the Vanderberg
and Swanson study (2007:746) empirically shows thagiart of WM called the central
executive was very much linked with a great nunmifethe elements and abilities employed
in writing, such as vocabulary, planning, transigti and revision. The three latter
components are the main cognitive writing proces$¢se WM model (Hayes 1996, Kellogg
1996).

If L1 composing is already as complex a procesgesasribed above, it certainly does not get
any easier when the composing is done in a foragguage. However, Jones and Tetroe
(1987) claim that composing in L2 is the same pseaes L1 composing. Uzawa (1996:283)
also found evidence of the similarity of L1 and \w#ting processes in case of metacognitive
attention which according to Uzawa (1996:279) ideks “strategies for retrieving and

organizing information and experiences relevanth® writing topic”. Furthermore, several

previous researchers, such as Bereiter and Scalidaf©@87, as cited by Uzawa 1996:282
and Nordgvist Palviainen 2007:223), have stated fRacomposing process resembles the

writing process of an inexperienced L1 writer.

On the other hand, Jones and Tetroe (1987:55) dhan L1 writing strategies or skills
transfer to L2 writing. However, according to theesearch, the use of a foreign language
does put a strain on the ‘cognitive capacity’ ahdst takes a toll on cognitive writing

processes, such as revising and monitoring in tefnganning the text which may require

! Here the terntranslationrefers to the combination of linguistic processsguired to reform an idea into
written words (Kellogg 1996:60, Hayes 1996:3).



more mental effort in L2 than L1 writing. Jones ahetroe (1987:53) also state that this
phenomenon is not affected by increased L2 profeye Furthermore, Uzawa (1996:282)
shows evidence that poor L1 writing skills or ladkpractice affect the L2 composing.

2.1.2 Trandation asawriting process

Translation differs from L2 composing in terms bétideas being already ‘translated’ into
words and the composition of the text being laitl dtwus, the translation process starts from

a different place and has a process somewhat elifeompared to L1 or L2 composing.

Jakobsen (2002, as cited by Immonen 2006:321) ebvile writing process into three stages.
The process begins with tleeientation phasevhich lasts from the start of the process to the
first key stroke of text production. The second ggh& called thelrafting phasefrom that
first key stroke of text production to the lastlfstop. The process is concluded by the
revision and monitoring phaserhich is the period after the last full stop lo¢ drafting phase
until the process is ended by the writer. Howewaueate this division may be for L1, or
even L2 composing as it is claimed to be the sameegs, Immonen (ibid.) states that in
translation the temporal distribution of these @sashanges to accommodate the increased
need of revising and monitoring in terms of prodgca proper target text. Similarly, Uzawa
(1996:282) claims that the subjects were able twugomore of their attention to the
equivalence between source and target texts asvileeg relieved from the task of idea

generation and organizing the text.

2.2 Dictionary use

Dictionary use in commonly associated with L2 cosipg and translating. While using a
dictionary to determine a correct translation fosilagle word can be useful, it also has its
pitfalls. When translating, the correct counterdarta word is not in many cases the first
option presented by the dictionary or a Googled®earhus the translator has to have regard
for the whole source text as a context and havienma and enough semantic knowledge to

make the right choice.

Atkins and Varantola (1997) present an extensivdysof dictionary use of 32 Finnish



translation students on various aspects, such eshbice between a mono- and bilingual
dictionary, the result of the dictionary searches &ow the translators coped with failed
searches. Their focus was, however, on the waylpeggnerally use a dictionary as the
subjects did not do an actual written translatiah were asked only to perform look-ups of
elements they felt necessary to consult a dictipparin order to translate the text in question
(Atkins and Varantola 1997:3). Their study statest bilingual dictionaries are used 71% of
the time in translation which means that in lesantlone third of cases the dictionary
consulted is L2 monolingual. On the other hand,idgkand Varantola (1997:21) present
evidence that it is more difficult to translaterfrd_1 to L2 than the other way around and
discuss the effect the L2 proficiency of the useghthhave on the favourable outcome of the
dictionary search. However, Christianson (199738)ms that the level of L2 skill does not
necessarily go together with the best strategiesesults of dictionary use and states in
addition that the dictionary users who are sucoéssttheir searches use a range of advanced
search methods, no matter what their level of LilsskAccording to Atkins and Varantola
(1997:26) trained translators are however, duehéar ttraining, more aware of the possible

pitfalls of translation and dictionary use compat@dovices.

While it might be obvious that dictionaries are dise most cases where the source text
presents the translator a problem, not all tralesigiroblems are solved by a dictionary look-
up. Atkins and Varantola (1997:19) show that thecess rate of dictionary look-ups on
bilingual dictionaries is 64% and on monolinguattitinaries 48%. The unsuccessful look-
ups seem to create look-up sequences, if moredhardictionary is available, as suspected

by Atkins and Varantola, and, consequently, affeetpauses related to dictionary use.

2.3 Studying pausesin writing and translation

Pauses are considered in writing research to repre®gnitive processes, such as problem
solving, mental organization or the beginning ofagnitive or translation unit (Immonen

2006:315), that take place inside the writer’s myraine result of which can manifest as text
production or in various types of externalized sexi. As evidence of that pauses are worth
studying as a feature of translation process armhasof the study’s major results, Immonen
(2006:333) states that “the effect of translatiaan de observed in pause length at all

linguistic levels of the writing process”. The difilty lies in how to define a pause and in



choosing the correct pause length for the studyquestion. According to Wengelin
(2006:111), the most common pause length used itmg/iresearch has been two seconds.
However, Jakobsen (2003, as cited by Immonen 2Q@%:¢hooses to study the pauses of five

seconds or more in length.

The research of pauses in written production wasdaed by Ann Matsuhashi with her since
much quoted study of 1981 that ventured into reagrdhe writing process in real-time to
reveal the secrets of the process. Matsuhashi (298)Lstated that the time that lapses during
writing a text is not simply used for writing theowds but also for pausing between them. She
videotaped the writing-by-hand sessions, studiedoibdy language of the writers during the
long pauses and drew some tentative conclusiongt abe mental processes that took place
during the pause. According to Matsuhashi (1981),2Bng pauses combined with certain
types of body movements were linked to complexsiens involving both micro- and macro
level decisions, that is, not only problems suclorisography but also issues with the whole
context. In another study, Matsuhashi (1987) mawmgal studying the revisions the writer did
at thepoint of inscription that is, the point in the text where the writeicurrently doing the
composing. In this study Matsuhashi (1987,213)alisced that most of the pauses that lead
to revisions were long pauses. She also pointedhatiit would be interesting to know what
kind of revisions took each percentage of the pause

Several researchers have followed the path leadlatsuhashi. One of the more recent
studies include the Wengelin (2006) study whichneix@d the writing process realized by
typing on the level of micro-context, that is, “thentext around a certain transition between
two key strokes” (2006,107). She divided these oagontexts into categories according to
their location, length and number of events. Acoaydo her data (2006:117), the longest
pauses occurred between 1) two strokes of backsg@aca letter and a deletion, and 3)
between a comma and a letter, in that order. imgesf frequency however, she found that
almost 37% of the pauses located between a lettta@omma and about 31% between a full

stop and the first letter of a new sentence.

This data backed up the results of previous reBeancboth written and spoken language
which state that pauses are usually found moreuénetdy in break points of discourse units,

such sentence or clause, and that in these pbmizauses tend to be longer than elsewhere in
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the text. (Wengelin 2006:117). In the case of mmgpial text production, this claim is also
supported by Immonen (2006) who compared pauserpatin L1 composing process and a
fluent L1->L2 translation. Although Immonen (200893 found that the general arrangement
of the pauses was similar in both tasks, she deseolvthat the pauses between paragraphs
and sentences were as a rule shorter in transidtanin L1 writing. On the other hand, they
were longer in translation than L1 writing whercégme to clauses and words. In addition,
Jakobsen states (as cited by O’Brien 2006:4) thasgs lasting more than ten seconds are
located at the beginning and end of the text segjnbetween paragraphs and more randomly

before such pieces of text that present a challéargle translator.

2.4 Scriptlog

The development of computer key stroke logging m@ognes, such as Scriptlog (Stromqgvist
and Karlsson 2002), have provided the researchrdgimgvand translation process a tool that
is objective as a data-collection method. It resditte writing process and gathers detailed
and time coded information including every singleva the writer or translator makes on the
keyboard or with the mouse as well as all inagtioit pauses between key strokes. From the
log files gathered by the Scriptlog the researdaar elicit more precise data collections by
using the analysis mode of the programme. The relseacan bring forth for example the

information on pauses of certain length, a listelletions made during the process or merely

the end result of the finished target text.

Scriptlog, or a programme similar to it, has besadiin numerous studies on L2 writing,
such as Nordqvist Palviainen’s (2007) study thangares the product and process of L2
writing task of twelve Finnish university studemisting in Swedish. Other examples of
studies utilizing this kind of computer tool incki®Rothe-Neves’ (2003) study on aspects of
WM and their influence on translation performartbe, Tirkkonen-Condit et al. (2008) on
revisions in translation process and the studyntopmdnen (2006) that makes a comparison of

pauses in L1 writing and translation from L1 int®. L
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3THE PRESENT STUDY

3.1 Research question

Translating a text from one language into another complex process. It includes writing as
well as accessing information stored in the braib®V, such as the vocabulary and
semantics or syntax, or using reference matenalh sas dictionaries. The translation task
may involve two possibly very different languageghich can make translation very
challenging. Translators also need to be awarengfaaltural information relevant for the
task. However, there is no one correct translatioany case, which means that there are as
many target texts for a single source text as thezetranslators. Every translator has his or
her own problem solving and writing strategies atsb strengths and difficulties in the
language pair in question, for instance Finnisibhsand English as L2, which amounts to
unique processes. One indicator of this can be avhrd when the writers pause during the
process as pauses in text production are consideredlicate cognitive processes such as
problem solving, internal revision or organizatioh the text. Thus, the general research
question of the present study is the following: Wkiads of insights can a Scriptlog-aided
study of long pauses in translation give us onslation as a process individual to each
translator? To be more precise, the main questoms

1) What does the data reveal about the individuaktedion styles?

2) What do the analysis of long pauses reveal about

a. the dictionary use

b. other functions, such as revision?

3.2 Subjectsand data collection

The data of the present study consist of four tediosis from Finnish into English of a single
source text written on the Scriptlog program. Thets were written by four students of
Jyvaskyla University who had completed or nearljnpteted their subject studies in English.
All were Finnish native speakers. None of the stbjéad systematic experience or formal
training in translation. Two of the subjects, themen, were acquired through an email
announcement sent to a mailing list targeting Ehgstudents. The third subject, a male, was
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recruited via friendship and the fourth, anothetenaas an acquaintance of the third subject.

The names used later in the text are changed &r todgorotect the subjects’ privacy.

Individual appointments were made for the dataectibn sessions and they took place in
November and December 2009. The locations wereechbyg the subjects themselves based
on where they would be most comfortable doing tamdiation. Thus, three of the data
sessions took place in the subject's home and déntbemn in the cafeteria of Jyvaskyla

University library. The subjects were advised teerge at least two hours to complete the
experiment in order to diminish the effects of ptetime constraints and to take the different

speeds of translation into account.

The source text (see appendix 1) was a news aptiddéshed on the Helsingin Sanomat web
pages. Originally it contained 247 words, but fbe tpurposes of the present study the
headline and one other phrase were omitted, wieithiHe target text at 229 words in length.
This text was chosen for its moderate, yet sufficievel of difficulty in order to avoid the
translation task being so easy that it could beedeithout a dictionary, only relying on

general knowledge.

The translations were written on a laptop providgdthe researcher using the Scriptlog
program to record the process. The source textpnesented via this program on split screen
view beside the window where the translation waddowritten. Copy/paste function was
disabled in the experiment settings. The processtineed by the program, but the start and
finish were in control of the subject. The subjegtse briefed in short on the experiment, but
were not given any specific purpose for the trarmtabesides following the genre of the
original, which was obvious from the source texig @0 produce a readable target text. The
subjects had two dictionaries in their use: a tradal book version ofFinnish-English
General Dictionaryby WSOY (Hurme, Malin and Syvaoja 2003) and a COMRversion of
Collins COBUILD Advanced Learner's English Dictioga (2003). These specific
dictionaries were chosen because they were readibilable in the researcher's own
bookshelf. The use of the dictionaries was obseavebrecorded, for possible later use, to the

best of the researcher’s abilities by using pepepand a stopwatch.
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3.3 Methods of analysis

Although the data originally contained four tratislas | chose to include only two of them,
the translations of the female subjects, into tlesent study. This decision was made because
the amount of data gathered from the four subjeets too extensive to be analyzed in the
present study which is a Candidate’s thesis. Tlsem target texts (see appendices 2 and 3)
were first analysed quantitatively using the Sdogptprogram analysis tools to produce lists
of time coded pauses of determined length, indasge equal or more than ten seconds, which
were then converted first to Excel sheets and thém figures so that further qualitative
analysis could be made more easily. In Tables 12gisee appendices 4 and 5), the individual
pauses are presented and numbered according tydbethey appear in the data. This data
was cross-referenced with the data collected ath@utise of dictionaries to determine which
of the pauses were created due to looking up a whydically or by changing windows on
the screen, meaning the use of the CD-ROM dictignand which were due to the writer
merely pausing to think, read or to do internalisienyy. These tables and figures were then
used to compare the two female writers and thainsiation processes. In addition, the
Sullivan and Lindgren taxonomy of online revisiomas used to aid the analysis of Table 4

(see appendix 7). This taxonomy is introduced betoehapter 3.3.1.

Henceforth, the pauses will be indentified by a&refice code such as (P,1,D,34) in which the
first capital letter P refers to the subject in sfien and the first number is the number of the
pause. The letter D identifies the pause as diatipnse and the last digit indicates the length
of the pause has been in seconds. Alternativedysdtond letter can also be O, referring to
the pause being a result of other action besidedary use.

3.3.1 Lindgren and Sullivan taxonomy on online revisions

Dividing the pauses according to whether they ctldinked to dictionary use or not created
a need for a tool that could be used to analyzdoarwhtegorize the pauses that were not
induced by dictionary use. As these other pausell gafely be assumed to be the result of a
normal writing process function, that is, revising, followed the example of Nordqvist
Palviainen (2007) and chose to use the LindgrenSariivan taxonomy (later LS-taxonomy)

on online revisions.
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LS-taxonomy (Lindgren and Sullivan 2006) was depebb by the authors in 2006 based on
previous work of their own on similar taxonomy. dbncentrates on where the revisions
happen in the text as well as how they affectéixé fThus, it takes into consideration both the
process and the product. This taxonomy was madewer only externalized revisions, but it
will be used in the present study also to expldie internal revisions, as in Nordgvist
Palviainen (2007). This is possible because ofugeof pause data as a pause preceding an
external revision can be seen as a marker of tternal revision process taking place.
According to Lindgren and Sullivan (2006:158), theormation gained from the pause data
carries more importance for the LS-taxonomy thandiher similar taxonomies. Thus, it
seemed suitable to be used also in the present tidh relies and focuses mainly on pause

data although the pause criteria used in LS-taxgnisranly two seconds or more.

In the writing process the externalized revisiangh as deletions and the following rewrites

are
REVISION
[
I |
Interna Externa
[ [
Pre-linguistic Pre-text Pre-contextual Contextual
Conceptual Conceptual Conceptual Conceptual
Form Form Form
Typo Typo

Figure 1. Division of revisions according to type and locatigindgren and Sullivan 2085

usually the only evidence of the editing proceé$swever, when combined with the pause
data, they reveal more of the internal process tthatwriter goes through when doing any

given revision recorded by the Scriptlog.

2 This paper is merely an earlier version of thedgren and Sullivan 2006 study mentioned in thédgjbaphy.
Itis only used here as a reference because the 2f)fler did not contain the original Figure 1 rated above
but referred to another chapter in the book whigisefigure was presented.
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The LS-taxonomy divides revisions as shown aboved-igure 1. On the first level the
revisions are divided into internal and externais®ns and the external revisions are divided
further intopre-contextuabndcontextual According to Lindgren and Sullivan (2006:158),
pre-contextual revision is one that done at thetpoi inscription. A contextual revision, on
the other hand, is done inside previously completection of the text and thus usually
includes mouse or cursor movements away from that pof inscription. Lindgren and
Sullivan (1006:172) divide contextual revisionsthi@r into revisions of form and revisions of
concepts. The first group contains revisions sushtypography and spelling, grammar,
punctuation and format as well as revisions thattdthange the meaning. The second group
of conceptual revisions includes the revisionseat-based micro- and macro structure or of

topic and audience.

4 COMPARING THE PROCESSES OF TWO TRANSLATORS

Computer-based analysis tools can provide the meserawith useful data, but as it is usually
in the form of tables or lists of figures, it os tiwn does not reveal much before it is analysed
also by other means. In this chapter, the dataegathby the Scriptlog and through
observation will be analyzed qualitatively by compg two of the subjects, the females Tiina
and Paivi. First, | will take a general look at f@cess. Second, | will discuss the pauses
induced by the dictionary use and, thirdly, thd tdghe pauses employing the LS-taxonomy
introduced in chapter 3.3.1.

4.1 Thegeneral style of thetrandation process

The process was recorded by the Scriptlog in tal provided general statistics such as the
total time of the task. Tiina’s total process timmas 100 minutes, whereas Paivi completed
the translation in 67 minutes. The total processetias such does not give us much
information besides showing that there is variatioetween translators. Both subjects

produced a target text that contained the same auoflparagraphs as the source text, which
agrees with Immonen’s (2006:320) observation thgpécific information on how the source

text is going to be used is not given to the tratos| they tend to produce a translation a long

the lines of the source text. In words, the tatg&ts were 380 for Tiina and 388 for Paivi
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from the 244 words of the source text. This indisdurther that the total process time does

not directly correspond with the length of the prod

While the subjects were doing in the experimerd, glocess was observed from nearby and,
while the main motive was to record by hand whed wahich dictionary they used, it also
created an opportunity to see the process unfodd fiand. During the first experiment, in
which the subject was Tiina, it became clear tlyatvhtching her writing, pausing to read or
to use a dictionary her style of approaching thedtation task could be also seen. Later, as
Paivi was doing the experiment, it became evidéat these two subjects clearly had
different styles of approaching and managing taadiation, that is, very different processes.
Furthermore, the observations were backed up bwiteal information provided by the

figures produced from the pause data (see below&sg and 3).

Merely by looking at the figures that present adkiri survey of the process, it is apparent that
these two translators plot a very different coulseugh the translation task. As | examined
the data in more detail, | found several differencehe first was the beginning of the task:
From Tiina’s chart and Table 1 (see Appendix 4)car se that she starts the task with a long,
close to two minute pause (T,1,0,116) whereas Batiart (and Table 2, Appendix 5) only

shows a half a minute pause as the first one. Wassbacked up by my visual data as | had
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Figure 2. Over ten second pauses in the translation praxdfetiga with added markers of dictionary use (D).
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Figure 3. Over ten second pauses in the translation pradfe2aivi with added markers of dictionary use (D).

observed how Tiina first read the whole source before starting to write and Paivi, on the
other hand, went almost straight to the keyboadisarted writing. Secondly, the end of the
task also shows a difference between the two as fRdes the longest pause in all the data,
about five minutes (P,60,0,300) and Tiina’s chhdves that the four last pauses are all under
40 seconds. My observations concur with this dag¢aause Paivi read the target text through
at the end whereas Tiina used the final minutab@task making minor corrections, such as

fixing typos and agreement errors.

All'in all, Tiina seemed to produce the target texth more care right from the start, reading
first the whole source text, then working througinggraph after paragraph with revisions and
finally, reviewing the product for errors or placeseding additional revising. Paivi’'s style
was more straightforward and consisted of produaimgugh version quite quickly and then
doing the necessary revising. These two styles dgeenoncur with the two writer types
identified by Galbraith (1999, as cited in Lindgramd Sullivan 2005:82) who divided writers
into high self-monitors and low self-monitors. Tim®re rapid translation style would depict
Paivi as a low self-monitor who generates the tesaugh writing. Tiina on the other hand
would likely be characterized as a high self-manaocording to her pause profile which
shows more planning or in this case pauses thatatedthat she read bigger source text

segments at a time before realizing the transldtian Paivi.
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Paivi’s strategy of producing a rough draft wassspmably, close to doing first a literal
translation. According to Dimitrova (2005, as citbg Tirkkonen-Condit et al. 2008:14)
translators can use literal translation as a metifoektending their WM as the preliminary
translation segment realized on the screen acdda@een of a larger text segment and aids the
translator to decide whether it need to be revisechot. My data suggest that Paivi
knowingly employed this strategy in her translatidiurthermore, this indicates that she
probably had more knowledge of translation stra&ggompared to Tiina.

The difference of translation styles can also ndeom the data and Table 3 (see Appendix
6), where | have gathered temporal informationhef two processes. As mentioned above in
4.1, the total process times of Tiina and PaivieMBd0 minutes and 67 minutes, respectively.
However, the time distribution over tleientation phasethe five paragraphs ahe drafting
phaseas well as time used for the final phaserefising and monitoringsghow how they
actually used their time. These phases are analpesulv in more detail excluding the
orientation phase, which was so short in both ctsEst does not provide much insight. The
time difference in the orientation phase is assutoedsult from how far the subjects read the
source text before starting to write, meaning, éaample, one sentence versus the first

paragraph or more.

In total, Tiina's pauses covered 56% of the totalcpss time and in Paivi’'s case this was
69%. From Table 3 we can see how their pauses dded between the three phases of the
process introduced in chapter 2.1.2. It shows Thiat used 55 minutes 56 seconds on her
drafting phase, which converts into 56% of totadduction time. Paivi used 42 minutes and
52 seconds or 64% of her process time draftingedms of pausing time, the two subjects did
not differ from each other significantly in thisgede: Tiina paused for 29 minutes 9 seconds,
which is 52% of the time she used in drafting phasel Paivi for 24 minutes ten seconds,
which is 56%. However, the data show a signifia@istinction between the two translators in
the final part, that is, the phase of revising amghitoring. Even though Péaivi spent less time
on this phase than Tiina, 32% of her total pro¢ess against Tiina’'s 42%, she spent 93% of

this time pausing whereas Tiina spent 59% of thasp on pauses.
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4.2 Dictionary use and pausing

As the translator’s task is mostly about finding ttorrect correspondents for the words and
concepts of the source text, it is normal and gdheraccepted that they use reference
material, such as dictionaries. In the light of W& model, dictionary use can be seen as a
cooperative action facilitating or aiding the rettal of semantic or lexical information in

addition to the information in LTM. Using referenceaterials can be more or less time-
consuming depending on factors such as the difficof the source text or the translator

knowledge on the topic, which is why | wanted teritify the long pauses created due to the

use of dictionaries in the pause data.

| have combined the manually collected data ofi@ietry use with the Scriptlog pause data in
order to demonstrate how many of the long pause® We result of this aspect of the
process. In Figures 2 and 3 presented at pagemnd6l3a the dictionary use has been
indicated by a letter D on top of the column busihot identified which dictionary has been
used in each case. This information is availabl&ables 1 and 2 (see Appendices 4 and 5)

where | have marked the use in separate colummsding to the dictionary.

| analysed the manual data and put it into charhfavhich shows how the use was divided
between the two dictionaries as number of incidants percentages (see below Charts 1 and
2). From these charts we can see that as a totalud&d the dictionaries 48 times whereas
Tiina used them 33 times. In general, | noticeéadly during the session that Paivi seemed
more comfortable using the CD-ROM version of Cdli@obuild than Tiina. From Paivi's
dictionary use, 69 % was WSOY (manual, bilinguahda31% Collins (electronic,
monolingual), whereas Tiina used the WSOY 26 aniiiro7 times, or 79 % and 21 % of the
time, respectively. This might be evidence of d&dédnce in L2 skills between Paivi and Tiina
according to Atkins and Varantola (1997: 34), winggest that the individuals with higher
L2 competence use monolingual dictionaries morquieatly than bilingual dictionaries. In
general, these results are in agreement with ttesinlts of the division in the use of a

monolingual L2 dictionary versus a bilingual dictayy.

The higher incident number in Paivi's case candrypexplained by the fact that she seemed

to use the two dictionaries back to back or togetimeseveral occasions. This behavior has
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15;31 %

= WSOY/manual m WSOY/manual
Collins/CD-ROM Collins/CD-ROM
Chart 1. Dictionary use, subject: Tiina. Chart 2. Dictionary use, subject: Paivi

been categorized as one single instance in Figuiasd 3, but has been again addressed in
more detail in Table 1 and 2 where the time codesioh instances have been placed on the
same row. In Table 2, there are also two incideviisre Paivi has used both dictionaries
more than once during one pause. In these cast®) @hd (P,51), the additional time codes
are placed under the row that has the pause itbatith number. During my observation, |
noticed 15 of these incidents, but as they didatiatoncur with a more than 10 second pause,
they do not show in the data of the present st&imilar behavior was reported also by
Atkins and Varantola (1997:12), whose data showad ¢ven if 57% of the look-ups were
single dictionary operations, one in four consisiéthe use of two dictionaries. The high-end
of this phenomenon is represented in my data byi'Rgause (P,49,D,48) which includes
four look-ups. Tiina, on the other hand, only had incidents that showed a secondary look-
up, (T,65,D,169) and (T,66,D,147), at the very ehthe revision phase. This would suggest
further that she was either unfamiliar with the w$eCD-ROM dictionary or that her L2
proficiency level was not the same as Paivi's. T¢osild only be verified by a language

proficiency test, such as TOEFL.

In terms of the use of time, the use of dictiomatmok Tiina 40 minutes 44 seconds (40.7%)
of the total process time and Paivi 39 minutes 2lideconds (58.8%). In tlieafting phase
Tiina used 23 minutes and 13 seconds or 41.5% taf triting time of 55 minutes 56
seconds for dictionary look-ups, whereas Paivi ia&adninutes 41 seconds or 48.3% of the
42 minutes 52 seconds it took her to write the fraeagraphs. In the final phaserefision
and monitoring the difference is the clearest: Tiina spent 4dutds 20 seconds in this phase

and 17 minutes 31 seconds of it was taken up byodary look-ups, which means 42.2%.
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Paivi, on the other hand, used 21 minutes 39 sacondhe revision phase and 16 minutes 46
seconds or 77.4% of it to use the dictionaries.sTtesult together with the earlier

observations on Paivi's style of approaching tlamgdlation task could suggest that she did
most of her revisions, or at least the ones inwgvdictionary look-ups, in this phase.

However, considering the low number of the look;upe data indicates more reasonably that
she devoted more time in this phase to look up rante those parts of the text she had
bigger problems with in the drafting phase, in vihghe either used a literal translation or a

rough estimate based on a quick dictionary loolegor her LTM.

Still, Figures 2 and 3 show that Tiina had a mooastant pause profile throughout the
process with recurring sequence of two or three fof®ved by one or two OPs. In drafting

phase, Tiina had 18 DPs and 22 OPs. Paivi’'s pauses mostly DPs, 31 pauses being DPs
and only 9 OPs, in drafting phase up to pause (P,28) which occurred in the end of

drafting phase. In the final phase Tiina also himdoat even numbers of DPs and OPs, the
first number being 13 and the second 14. Here Péiglithe same number of both, that is, 9
DPs and 9 OPs, but the DPs were longer than tharbiRe drafting phase. This data concurs
with the percentages presented above at the ecltbpter 4.1 and shows that Paivi's pausing

style varied more across the phases of the prolsasghe way Tiina used pauses.

One curious difference in dictionary use betweenaland Paivi is that in Paivi's case the
first long pause (P,1,D,34) includes the use diahiary as do also the only pauses that fall in
between paragraphs 1 and 2, pauses (P,4,D,53PahdD(31). In Tiina’'s case, there are two
long pauses in the beginning, (T,1,0,114) and (0,H)), and two pauses that fall in between
paragraphs, the first ,(T,6,0,32), betwe&nahd 3% and the second, (T,33,0,11), betwe&n 3

and 4", of which none is a dictionary pause (later al$?).D
4.3 Other pauses

In terms of time usage, the other pauses (hentefdR) took significantly less time of the
total process than the DPs, which was expectedaBpent 5 minutes 56 seconds (10.6%) of
writing time in drafting phase on 22 OPs and P&@uminutes 29 seconds (8.1%) on her nine
OPs. In the revision phase, Tiina had 6 minutesé&nds of OPs whereas Paivi only 3
minutes 26 seconds, that is 16.6% and 15.9% afetiision phase time, respectively.
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In Table 4 (see Appendix 7), | have gathered mawilkd information on the OPs that
occurred within the drafting phase of the five gaaphs. | have marked the actions that
occurred before and after each pause to presenmimediate context in which they took
place. This way the externalized revisions can beduto try and explain the internal

revisions, or at least they can be linked together.

The pauses that occur after punctuation concur Jdékobsen’s list (see chapter 2.4) of
probable locations of pauses of ten or more secaadbey are at the beginning or end of a
sentence or phrase. According to the LS-taxonorayses at these locations are linked to pre-
contextual revisions because the location is, ¢, the point of inscription. It is probable that
during pauses, such as (T,10), (T,18) and (T,3#haTwas reading the next source text
segment to be translated, but in pause (T,37) EHalg reviewed the segment she had just
finished and decided to revise it, which is showiTable 4 as a deletion after the pause. Paivi
also had one similar instance, pause (P,33), whleeemade a deletion after a comma and
replaced the deleted segment wiitlat. This could indicate that she had made a simple typ
due to the differences in punctuation between Bmand English but it could also be that she
decided to use a different sentence structure.eVidence of mouse movements on the other
hand indicates that both subjects did also revise téxt elsewhere than in the point of
inscription. These revisions are categorized asestmal in the LS-taxonomy. Both Paivi and
Tiina made only three contextual revisions in thaftthg phase, but it can be assumed that
their distance from the point of inscription wag geeat as the writers’ focus has most likely
been on the context close to the point of ins@iptisuch as the sentence currently in

translation.

The biggest difference between Péaivi and Tiina wawever in the number of deletions.

Tiina made eight deletions whereas Paivi made twdy This, yet again, seems to indicate
that Tiina revised more already during draftingt &si the data does not include the final part
of the process or the complete deletion data, viterce cannot be used to determine which
translator made more deletions overall. Howeverat@mpt was made to elicit the deletion
data from the Scriptlog recording but it failedTinna’s case, which could indicate that she
had made so many deletions that the program cooliccompile a file of them. But, the

number of deletions made in the drafting phase doasur with the earlier notion about the
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writer types. In other words, they correspond ime of Tiina being a high self-monitor by
Table 4 showing evidence of her monitoring the dflaton and this action resulting in
multiple deletions before she had completed thdtidga phase. However, it cannot be
determined how well this categorization work whhae tvriting task in question is in fact a
translation. It could be that the choice of tratistastrategy affects this aspect of the process
more than the translator’'s writer type as thesdewtypes are, supposedly, mainly used to

characterize the writers’ of monolingual writingka.

5 DISCUSSION

The present study set out from generally reviewvitregcharacteristics of the writing process
in the mother tongue or L1, composing in a forelgnguage or L2 and, finally, the
translation of an L1 text into L2. Then it reviewegsearch on dictionary use in L2 writing
and translation highlighting the pros and conshef ise of dictionaries as reference material
in these processes. Moving closer to the area tefdast in the present study, Scriptlog
programme was introduced as a data collecting ndeslsavell as a tool for analysis in studies
on temporal and cognitive aspects of the writingcpss. The types of data made available by
this programme then brought us to the study of gauswriting and translation processes.

The present study aimed to find out what kindsnsights studying the long pauses of ten
seconds or more could give on the individual tratish process. One of the main findings
was that focusing on pauses this long revealedteeall style of the subjects’ process as
well as the fact that dictionary look-ups take gangart of the time used on both the whole
process and its distinct sections. In addition, daa concurred with previous research

pointing out the locations of some of the long @aus translation.

It needs to be kept in mind that the data of tles@nt study includes only two translations by
two novice translators. In order to gain more geheesults, for example on how the
distribution of dictionary pauses versus other pau®flect the overall process style of the
translator, more extensive data collection coulovigle an answer, although it would also
increase the work load of the comparative analydiere are also human limitations that may

have had some effect on the results of this stgdy@ observation of the dictionary use was



24

done manually. The use of Translog instead of 8ogpwvould have made it possible to use
the dictionary integrated in the Translog programaseone of the dictionaries, but as a
number of translators, at least novice translasoich as second language learners, still use
traditional, manual versions rather than electrahationaries, | still would have chosen to

include the WSOQY dictionary in this kind of study.

Future studies could be made on the lines of pusviesearch on translation, that is, by
comparing the processes of novice translators apig@gsionals, to reveal, for example, how
the temporal aspects of the dictionary use change levels of competence or types or
difficulty levels of the source text. On the otheand, it could also be studied how the
translator’'s familiarity with the dictionary or dionaries used in the translation affect the
amount of time needed to perform the look-upsnasis study the dictionaries were chosen
by the researcher, not the translator. Also, it hhige interesting to see if there were
consistencies or differences in the writing stydésame writers/translators over writing tasks

varying from L1 writing to L2 writing to translatiofrom L1 into L2, or also from L2 into L1.
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Appendices

Appendix 1: the source text

Raha-automaattiyhdistys (RAY) on tuohtunut Appl@hone-puhelimelle tehdysta Pajatzo-pelistd. RAYtivaa

pelin tekijaa lopettamaan tuotteen kauppaamisen.

Raha-automaattiyhdistys vaatii tietotekniikkayhti@pplen sovelluskauppaan Pajatzo-pelin tehnigtids
Pietilaalopettamaan pelinsd myynnin. Yhdistyksen miel€s&iilan digitaalinen Pajatzo on nimen, ulkoasun ja
muiden tekijdiden osalta jaljitelmd RAY:n mekaasise Pajatso-pelistd. Yhdistys vetoaa vaatimuksassaa
tavaramerkkilakiin, lakiin sopimattomasta menettély elinkeinotoiminnassa ja tekijanoikeuslakiinik&ista
asiassa on, ettéd RAY:lIa ei ole voimassa olevaartanerkkid Pajatsolle. Pajatzo on puolestaan abaséka

Pietilan ohjelmoima digitaalinen peli.

Sopimaton menettely elinkeinotoiminnassa edellytdtd toinen osapuoli hyddyntaa tuotteensa maokkitissa
toisen tuotteen goodwill-arvoa, joka tarkoittaa emitonta liikearvoa ja hyvaa mainetta. Kuluttajaasea

harhauttaa tuotteen todellisesta alkuperasta.

Goodwill-arvon loukkaus pitaa usein sisallaan djatun, ettd kilpaileva tuote on laadullisesti heikdrkuin
alkuperdinen tuote, se vaikuttaa alkuperdisen dantt kysyntdédn tai tarjontaan ja haittaa toisen

elinkeinotoimintaa.

Joka kerta kun Pietilan Pajatzo-pelin kaynnistéddoitella, puhelimen ruudulle ilmestyy teksti Eliagtha
presents Pajatzo. Applen sovelluskaupassa han gligap omalla nimellaan. RAY vetoaa siihen, ettf@afBaon
littyy goodwill-arvoa, jonka yhdistys kokee itsetin tarkeaksi, koska se on suomalaisten keskuutisgaati
tunnettu rahapeli. "Pajatso on meille marginaalineote suhteessa raha-automaattiyhdistyksen koko
likevaihtoon, mutta sen brandi on meille eritté#mkea. Se tuottaa vuositasolla liikevaihtoa \éitismiljoonaa

euroa", sanoo Raha-automaattiyhdistyksen rahapmiitnan johtajalanne Perakyla

Pietila on tarjoutunut myymaan kehittdmansa PajatBAY:lle, mutta asiasta ei ole neuvoteltu. Viime
joulukuussa myyntiin tullut peli on tdhéan mennedsattanut Pietildlle liikevaihtoa 2 400 euroa. Raha
automaattiyhdistyksen pyynnosté asia on siirretgkkiskauppakamarin liiketapalautakunnan ratkaiktiva

Lautakunnan p&éatos ei ole oikeudellisesti sitoanvgen jalkeen kéasittelyd voidaan jatkaa tuomioistasa.
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Appendix 2: Tiina’s target text

The Finnish Slot Machine Association (Fi. RAY) istated by a game called Pajatzo which has besigded

for Apple Phone.RThe associationis demanding timeegaroducer to withdraw the product from the market

The Finnish Slot Machine Association s demandingsEPietila, who designed the Pajatzogame for Apple
sendselling the game. According to the associdtegoname, | theayot and other actors of digitab®aj are
similar to RAY the association’shanical Pajtso gaifiifee In its demands, tssociation is pleading éotkie law of
trademarkoplaw of inappropriatehactions the tradeket and to th the yright. A laws a matter of f&AYThe
Finnish Slot Machine Associationes not have a valdiemark for Pajatso which makes this case uhusua

Pajatzo, on the other hand, has been from the biegim digital game programmed by Pietila.

Unapproved actionsin tr theade market require dinat party takes advantage of another p’soductbivib
valuen m theirarketing. The goodwill-value meis ersiood to behe m immaterialarket value and good
reputatio. T of a product consumer cannot be kestdrom the actual origin of the product. Violatiofainst
the goodwill-value in oftencludes te idea of havangompeting product with lower quality which atfeto the

supply and demand of the original product someharddes harm foraits dide marketing

Every time whe Pajatzo- game is loaded in ionorexta&Eli'as Pietila presents Pajatso ap’pears ¢osttreen. In
Apple’s sofapplication tware store Pie,tila selle tgame by his own name. Ray The Finnish Slot game
Associationading s that Pajatso is connected wittwalue tha and the associationeriences thisitirgyd since
Pjatso is a wellidelyown gambslot machine gamelyinfinnsajatso is a marginal product to us when
considering our whole turnover but the brand is/veportant tonnually it produces sales of fivelioi euros”,

says he nne Perakyla.
from the Finnihs Slot Machine Association

Pietila has offered to sell the Pajatzo he desigoe the Finnihs Slot game Associationt the nrali@s not
been negotiated. LaThe game released It Decemiasr st far produced Pietilé turnover of 2 400 elitee
RASIot Machine Associationas requested the centraimercial trading house to solve thi issue. Theisiten
made in the commercial trading house is not legadlyd b and thushe procedure can be continuetdrcourt

of law.



29

Appendix 3: Paivi's target text

The Finnish Slot Machine Association (RAY) is indént at the Pajatzo game made for Apple iPhone. RAY

demandsthat the game makerstops selling the product

The Slo Machine Association insdemandst Elias Biettho madecreatedPajatzo game for theothe phacati
ofstore the leinformatics company Apple. , stopingehis gameAccording to the association, Pigtildigital
Pajatzo is an imitation of RAY’s mechanical Pajaggome both in relation to its name, appearanceosmer
factors. The association bases its demand on tdaveslemark, unfir procedure in the trade and dghyrWhat
is unusual about the case is that RAY does not pagsessed trademark for Pajatso. Pajatzo thein ,hga

b,een programmed by Pietila from the very start.

Unfit procedure in trade requires that one parfyl@is the other party’s goodwill value n the metikg of its
product. , which means nonmaterial business vahgegood reputation. The consumer should not bertgide
from the true origin of the product. Violating tgeodwill value often contains the idea that thalrproduct has
is ofr quality than the original product, that ffets the demand or sell of the original produud &inders the

other’s line of business.

Every time Pietild’s Pajatzo game is started oroifeh the text “Elias Pietila presents Pjatzoa” appeaon the
screen. In the Apple application store he sellsgdmme inhis own name. RAY appeals to the fact Bagatzo is
connected with goodwill value that the associafinds important because it is a widely known gganthame
among Finns. “Pajatso is a marginal product tou®iation to the entiresturnover/ales associatiomjts brand
is very important to us. It produces an annualduen of five million euros”, says the manager af th ambling

games business fo the Finnish Slot Machine Assoaidanne Perakyla.

Pietila has offered to sell Pajatzo that he invéntmut the issue hmatter been regotiatnd. The ghatewas
brought to sales last December has so far broughtdP2a 400 euros worth s turnoverDue to the estjof the
Finnish Slot Machine Association, the matter hasnbéransferrreferredved by the Cecouncil on busines
practice of the ntral Chamber of Comerce of Finlafide decision of the council of business practiceot

legally binding b,ut the handling of the matter cmncontinued in court of justice.
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Table 1. Time coded pause data and dictionary use, suljjecs.

DICTIONARY USE

DICTIONARY USE

DICTIONARY USE

Id.No | TIME PAUSE WSOY Collins Id.No | TIME PAUSE WSQOY Collins Id.No | TIME PAUSE | WSOY Collins
1 00:00 01:54 26 29:48 00:11 51 1:06:21 00:12

2 01:54 00:10 27 30:06 01:24 0:30:19 52 1:06:47 01:09 1:06:49

3 02:30 00:16 28 31:33 00:22 0:31:29 53 1:08:00 | 00:25

4 03:01 02:25 0:02:56 29 32:52 02:01 0:33:09 54 1:09:09 | 00:39

5 07:18 00:11 30 35:53 00:12 55 1:10:03 00:19 1:10:30
6 09:11 00:32 31 36:29 00:38 56 1:10:34 | 01:39 1:11:10
7 09:56 00:12 32 37:34 01:09 0:38:46 57 1:12:45 | 00:59

8 10:54 00:10 33 39:29 00:11 58 1:14:40 | 00:33

9 11:.07 00:32 34 40:42 00:19 59 1:15:16 | 00:39 | 1:15:10

10 11:45 00:16 35 41:01 01:22 0:40:55 60 1:16:31 | 00:14

11 12:51 00:10 36 42:58 00:20 61 1:17:00 | 01:03 1:17:00
12 13:11 00:17 37 44:14 00:13 62 1:21:23 | 00:49 | 1:21:20

13 14:26 01:34 0:14:35 38 45:07 01:19 0:45:09 63 1:22:17 | 00:17

14 16:26 00:35 0:16:19 39 46:39 00:17 64 1:24:39 | 01:19

15 17:05 00:14 40 47:23 00:38 0:47:27 65 1:27:23 | 02:49 | 1:27:59 | 1:27:37
16 17:54 01:22 0:17:51 41 49:12 00:23 66 1:30:25 | 02:27 | 1:30:47 | 1:29:40
17 19:39 00:55 0:19:38 42 51:31 00:10 67 1:33:53 | 01:10 | 1:33:50

18 21:05 00:17 43 51:55 03:32 0:52:22 68 1:36:30 | 00:25

19 21:40 00:15 44 55:56 02:13 0:56:11 69 1:37:20 | 00:39

20 23:05 00:32 0:23:07 45 58:50 01:34 0:58:46 70 1:38:00 | 00:16

21 23:59 00:44 0:23:54 46 1:00:36 00:21 71 1:39:23 00:11

22 24:49 00:14 47 1:01:02 01:51 1:01:20

23 25:29 00:10 48 1:03:02 00:23

24 28:02 00:25 0:27:55 49 1:03:37 00:55 1:03:30

25 28:43 00:41 0:28:41 50 1:04:46 01:06 1:04:40 Tot. 1:40:10 | 56:19 26 7

NOTE: The shaded areas indicate the pauses wititim @f the five paragraphs of the text.
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Table 2. Time coded pause data and dictionary use, sulbjéoti.

DICTIONARY USE

Id.No TIME PAUSE WSOy Collins Id.No | TIME PAUSE WSOY Collins Id.No | TIME PAUSE | WSOY Collins
1 0:00:02 00:34 00:22 26 0:24:29 00:18 24:35 50 0:50:10 { 01:56 | 50:18

2 0:00:52 01:06 27 0:25:34 01:06 25:40 26:10 51 0:52:24 | 02:02 | 52:25 53:32
3 0:02:03 00:17 28 0:26:49 00:47 26:53 27:23 53:57

4 0:03:29 00:53 03:29 29 0:27:55 00:25 27:58 52 0:54:26 | 00:12

5 0:04:28 00:31 04:05 30 0:29:11 00:20 53 0:54:42 | 00:10

6 0:05:20 00:15 31 0:29:45 00:56 29:45 30:20 54 0:54:53 | 00:54 55:07
7 0:06:13 01:45 06:20 06:32 32 0:31:01 00:36 31:07 55 0:55:47 | 00:39

8 0:08:07 00:26 08:00 33 0:32:12 00:11 56 0:56:27 | 00:25

9 0:08:33 00:10 34 0:32:57 00:24 32:55 57 0:56:54 | 00:12

10 0:08:47 00:45 35 0:33:23 00:15 33:24 58 0:57:23 { 01:10 | 57:50

11 0:10:25 00:21 10:26 36 0:34:20 00:51 34:18 59 0:58:34 | 01:36 59:05
12 0:11:01 01:01 11:06 37 0:35:15 00:43 35:15 60 1:00:18 | 05:00 { 1:00:38

13 0:12:20 00:11 38 0:37:26 01:09 37:27 61 1:05:30 { 01:33 | 1:05:50 1:06:22
14 0:12:41 00:20 12:40 39 0:40:03 00:23 40:02

15 0:13:05 00:23 13:12 40 0:41:59 00:21 42:00

16 0:13:33 00:13 41 0:42:37 00:25 42:45

17 0:13:58 00:49 14:02 42 0:43:54 00:42 43:58

18 0:14:52 00:29 14:58 43 0:45:01 00:20 45:01

19 0:15:49 00:13 15:49 44 0:45:25 00:30 45:27

20 0:17:07 01:26 17:09 18:02 45 0:45:55 00:40

21 0:18:33 00:23 18:40 46 0:46:41 00:18

22 0:18:57 01:01 19:00 47 0:47:07 00:17

23 0:21:05 00:41 21:08 21:30 48 0:47:27 00:32

24 0:22:23 00:59 22:31 49 0:48:05 02:05 48:34 48:10

25 0:23:38 00:41 23:43 49:00 48:40 Tot. | 1:07:02 | 46:20 33 15

NOTE: The shaded areas indicate the pauses wititim @f the five paragraphs of the text.
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Table 3. Time distribution of the paragraphs, used writing @ausing time and number of pauses per section.

Tiina Paivi
Writing Pausing time Writing Pausing time
time time
Orient. 2:54 0 - | 246 | 4 | 246 | 4 231 | 158 | 3 | 0 | - | 158 | 3
phase *
Draft.
phase
Paragr. Start End D 0] All Start End D 0] All
1 2:03 9:11 7:08 2:25 1 0:27 2 2:51 3 0:35 3:28 2:33 0 - 1:23 2 1:23 2
2 9:43 23:48 14.05 4:58 5 2:24 9 7:22 14 4:59 | 16:38 11:39 5:47 9 1:35 5 7:22 14
3 23:55 39:28 15:33 6:46 7 1:25 5 8:11 12 [ 16:41 | 27:42 11:01 7:24 9 0 - 7:24 9
4 39:39 49:46 10:07 3:19 3 1:31 5 4:50 8 27:43 | 38:52 11:09 5:19 8 0:31 2 5:50 10
5 49:47 58:50 9:03 5:45 2 0:10 1 5:55 3 38:53 | 45:23 6:30 2:12 5 0 - 2:12 5
e —
Sum total 55:56 23:13 18 5:56 | 22 | 29:09 | 40 Sum total | 42:52 20:41 | 31 | 3:29 9 | 24:10 | 40
:::L 4120 | 17:31 | 13 | 652 | 14 | 24:23 | 27 21:39 | 16:46 | 9 | 3:26 | 9 | 20:12 | 18
Whole
text 100:10 40:44 | 31 | 15:21 | 38 | 56:19 | 71 67:02 39:25 | 43 | 6:55 | 18 | 46:20 | 61

NOTE: Dictionary use involving both dictionariesshiaeen counted here as one incident.

* This section includes the orientation phase dad the pauses that occurred between paragraphsdethey could not be identified as part of eitherpreceding or the
following paragraph.
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Table 4. Location of pauses not related with dictionary use within the paragraphs, i.e. the drafting phase.

Tammy Phoebe
op* lenght Location between words/action oP lenght Location between words/action
Id. No (s) Before After Id. No (s) Before After
3 0:16 is deletion->has 2 1:06 Association is
5 0:11 mouse movement The 3 0:17 over deletion->at
7 0:12 demanding Elias Pietila 6 0:15 insists that
8 0:10 Apple (comma) 9 0:10 mouse movement application
9 0:32 to stop 10 0:45 mouse movement commercial
10 0:16 (full stop) According 13 0:11 (full stop) The
11 0:11 deletion has 16 0:13 mouse movement (comma)
12 0:17 deletion deletion 30 0:20 Apple application store
15 0:14 deletion their 33 0:11 (comma) deletion->that
18 0:17 (full stop) It
19 0:15 deletion Unusual
22 0:14 in trade market
23 0:10 mouse movement mouse m.+del.
26 0:11 Consumer deletion
30 0:12 to the of the
31 0:38 for trading
34 0:19 (full stop) In
36 0:20 pleading to
37 0:13 (full stop) del.->(full stop)
39 0:17 mouse movement "Pajatso
41 0:23 head of gambl
42 0:10 so far produced

*QOP = other pause

NOTE: In case of the marking del.->, the action or word written after the arrow indicates what the writer did after completing the action of deletion.



