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ABSTRACT
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Finnish summary
Diss.

The availability of different wireless access networks offers new possibil-
ities to create and use new services. Mobile users are able to use these services
whenever and wherever they choose. Also the current trend of using online social
services increases the number of users and mobile devices. The heterogeneity of
the access networks in current architectures sets also several technical challenges.
One of the key challenges is the support for mobility between different access
networks: the mobility should be seamless to the users so that there is no inter-
ruption in the services used.

This dissertation discusses research challenges and problems caused by the
heterogeneity of access networks. The work includes a study and development of
mechanisms which will enable and help to achieve seamless mobility in heteroge-
neous environment. Included is also an analysis of the current mobility manage-
ment functions and protocols. The functionalities of several standard state-of-the
art IP mobility protocols are introduced and the challenges of the heterogeneous
environment are addressed. A special focus is on solving problems caused by mo-
bility protocol handovers, handover decisions and on collecting and distributing
mobility related information. This dissertation also shows how mobility man-
agement can work as a distributed solution in the current and future network
architectures.

The work resulted in several new functionalities for mobility management:
a new mobility protocol, a new system for controlling vertical handovers and
a framework, supporting collection, processing and distribution of mobility re-
lated events. The discussion of the problems in the heterogeneous networks and
the new functionalities developed are summarized, with the detailed results and
evaluation studies.

Keywords: Mobility management, handover, heterogeneous networks, mobility
triggers, cross-layer information
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testbed environment and presents the experimental results of a test case of a ses-
sion handover with a lossless streaming video session handover between a laptop
and a PDA. The test case described in this article is the continuation of the work
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the design of the trigger management framework and analysis of the available
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results presented in this article. This article and the results are summarized in
Section 3.2.
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Article [PVII] concentrates on the evaluation of the trigger management
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the test cases, the results of the evaluations of which are presented in this paper.
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and management framework (DCMF). The author also participated in the plan-
ning and performing the tests in the testbed realized and in the evaluation and
analysis of the achieved results. The article and the results are summarized in
Section 3.5.



1 INTRODUCTION

New wireless techniques offer new possibilities for creating new services. The
availability of wireless access networks with more and more bandwidth enables
the use, for example, of some streaming software or allows watching live video
streams or TV broadcasts with mobile devices. The current trend of using social
medias such as Facebook has increased the use of the network services. Users also
want to use the services whenever and wherever they choose, with optimized
bandwidth and costs. The increasing use of services is not all about entertain-
ment; it also enables services like mobile payments and more personal healthcare
as well [65]. The large number of available services has attracted more users, and
the number of mobile devices is rising all the time. It is also thought that the use
of connected time in networks will increase in the future. The key technology en-
abler in current networks is the Internet Protocol (IP) with versions IPv4 [62] and
IPv6 [23]. These protocols are the key elements to enable different networks and
nodes to work together. Effective use of new services also sets several require-
ments to networks and protocols. Mobile devices have several available access
technologies, including WLAN, 3G, LTE, WiMAX or GPRS, and the users should
be able to connect to each network with their devices. One of the key issues is
to support the mobility of the devices in the infrastructure. Supporting mobil-
ity and enabling access in the different networks available will give people more
freedom regarding the time and place for using the services. Users are no longer
static: they are expecting to be connected anytime and anywhere.

The problem of heterogeneity of networks is caused by the differences in
technology. Each technology needs much hardware dependent technology. Also
dedicated signaling protocols and implementations are needed. One way to cate-
gorize networks is based on their coverage area. Networks with a typically small
coverage area (10 meters) belong to Wireless Personal Area Networks (WPAN).
Common technologies for WPAN are Bluetooth and Infrared Data Association
(IrDA) technology. Wireless Local Area Networks (WLAN) usually cover an
area between ten and a few hundred meters. Technologies such as IEEE 802.11
a/b/g/n are common WLAN technologies and used, e.g., in home environment.
The largest coverage area is provided by Wireless Wide Area Networks (WWAN).



20

Fixed connection
(Ethernet)

Level of Mobility

Low/No Mobility
(Desktop)

Average Mobility
(Walk)

High Mobility
(Vehicle)

Data rates
Mbps100 1000101

WWAN
(UMTS)

WWAN
LTE,

(IEEE 802.16e)

WWAN
LTE-A,

(IEEE 802.16m)

WPAN
(Bluetooth)

WWAN
(GPRS/EDGE)

WLAN
(IEEE 802.11)

FIGURE 1 Examples of different network types with the level of mobility and data rates

These networks are typically maintained by operators or service providers. Tech-
nologies like GPRS, 3G/UMTS/ or upcoming LTE are examples of the WWAN
networks. Even if all needed accesses could be covered with WWAN networks,
there are clear benefits for using also smaller coverage area networks. Building
a WLAN network at home with IEEE 802.11 technology devices is considerably
cheaper than using WWAN technologies and easier to manage. WPAN networks
are suitable for very short distance point-to-point connections. It is also expected
that the wider the networks coverage area is the more mobility with less band-
width is available within the network. The optimal case is when the users can
move across the technology boundaries seamlessly and get the connection, as
said before - anytime and anywhere. Figure 1 illustrates the level of mobility and
bandwidth in the different types of current and future networks. For example, in
WLAN networks, the coverage area and the mobility inside the network is small
while the available bandwidth is quite high.

This dissertation discusses the functionality and the problems of the dif-
ferent mobility management protocols and their behavior, especially in the het-
erogeneous environment. In addition, the information that will trigger the mo-
bility management functions in different states of the devices and networks is
discussed.
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1.1 Mobility

The problem of mobility management in IP networks is caused mainly by the mo-
bility of end devices. Originally networks were designed for devices like desktop
PCs that are static and are rarely moved to different locations. But as the tech-
nology evolved and more and more, efficient smaller devices were introduced.
People started carrying their devices with them, and the result was a mess in the
network topology. The key issue here is the change of the point of attachment,
since it often means also a change in the IP-address. So whenever the user is
using a connection, the device needs to get an IP address, which enables the com-
munication with other devices, from the attached network. The current location
needs to be updated as well so that end-to-end connections with other devices
will be possible and the IP-packet can be routed to the right destination. What
makes it more difficult is that users started to use IP connections not only in dif-
ferent locations but also while moving, and a new mechanism called handover
was needed

The idea for keeping the location updated with the help of mobility pro-
tocols is quite similar to the approaches used in our everyday life, e.g., in post
offices and mail delivery. Let’s imagine that Mr. Isotalo’s street address is Mat-
tilanniemi 2. Everyone who wants to send a mail to him sends it with this that
address. The mail is usually first delivered to the post office where it is rerouted
to his delivery address. After a couple of years Isotalo decides to move to Oulu
and uses now Kaitoväylä 1 as his address. Now if Isotalo does not inform anyone
about his new address, all his mail will still be delivered to the old address, which
is now used by Mr. Rannanjärvi, and the mail may get lost.

So here the post office is similar to the home agent that is used in differ-
ent mobility protocols. The home agent should always know the current location
of the mobile node. Sometimes there is also a local mail service, like internal
mail services in big organizations where mail is not delivered via post office, and
sometimes people might even drop mail directly to Isotalo’s mailbox if they are
close enough. In a similar way, as discussed later in this dissertation, mobility
management protocols use route optimization and localized mobility manage-
ment mechanisms to optimize data delivery.

1.2 Mobility triggers

To keep the connections on while the users and devices move, support for mobil-
ity management is needed. Mobility management functions can work automati-
cally, without the users’ assistance. However the functions need to be triggered to
start any needed actions. A trigger is typically information about a change in en-
vironment. Probably the most common measured variable is the signal strength.
When the user is moving out of the coverage of a wireless access network, the
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signal will weaken. This initiates the handover mechanism to change the point
of attachment to another network with a stronger signal strength. Signal strength
is just one example of a trigger, and it is good to remember that a trigger may
originate from the different layers of the protocol stack. Triggers can be based,
for example, on user preferences such as the cost of the network use or the sup-
ported quality of service (QoS). Cost free WLAN networks may be the highest
priority for some user when faced with choosing a new network access. Mobility
triggers, as well as collecting, distributing and using the triggers, is one important
topic in this dissertation and discussed more in the following Chapters 2 and 3.

1.3 Problem statement and motivation

The main ideas of the research of this dissertation were based on the assump-
tions that mobile devices will have several different access technologies avail-
able and that the network environment will be heterogeneous with several ac-
cess technologies. Now in 2011 these assumptions made in 2004 seem to be cor-
rect and valid. For example Nokia N8-00 smartphone supports GPRS/EDGE,
3G (HSDPA, HSUPA) and WLAN 802.11 a/b/g/n and Apple Iphone 4 supports
GPRS/EDGE, 3G (HSDPA,HSUPA), WLAN 802.11 b/g/n. So the devices sup-
port many different technologies that may be used for data access. And the up-
coming technologies like LTE, LTE-A, WiMAX will add even more heterogeneity
to the network environment used and will provide more challenges also for mo-
bility management functions.

The 3rd Generation Partnership Project (3GPP) [73] has defined mechanisms
to support vertical handovers between 3GPP (e.g. LTE based E-UTRAN) and
non-3GPP (e.g. WLAN, WiMAX) accesses. This is a good sign, since tradition-
ally different standardization forums have been taking care only of compatibility
issues between the technologies in their own agenda. Standardization of the dif-
ferent access network technologies in different forums is one of the main reasons
for the current heterogeneity of access networks. 3GPP has already (from re-
lease 6) introduced mechanisms to provide a network service also via non-3GPP
accesses. One of these, called interworking WLAN (I-WLAN) [1], provides the
network services via an encrypted tunnel into the core network, however it does
not allow the handover between I-WLAN and 3GPP [66].

From 3GPP release 8, the mobility management supports change between
different access technologies. 3GPP release 8 introduces also a new entity access
network discovery selection function (ANDSF), which is used to discover non-
3GPP networks, such as WiMAX or WLAN. ANDSF is used also for discovery
and selection of the 3GPP access, but only when the mobile node is connected
to via a non-3GPP access. ANDSF aims to provide information for selecting the
most suitable target network and to further minimize the delay caused by the
handover. IEEE 802.11 Media Independent Handover [26] ] is a similar approach
to ANDSF, both aiming to improve the handover behavior, to get a step closer
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towards seamless handovers [15]. IEEE 802.21 is discussed in Section 3.3. Never-
theless, support for IP mobility management protocols, such as Mobile IP is still
needed. This means that the same drawbacks and challenges of IP mobility still
remain, which gives also more motivation to the work discussed in this disser-
tation. The current state-of-art mobility management and IP mobility protocol
functionalities are discussed in Chapter 2.

The target of this dissertation work was to study and develop mechanisms
which will enable and help to achieve seamless mobility in a heterogeneous en-
vironment. The work addresses several different research areas. First mobil-
ity management protocols’ functionality was studied resulting in a definition
of DRiWE, a new mobility protocol. After that the research concentrated more
on the management of vertical handovers and handover decisions in a hetero-
geneous network environment (VERHO system); this research is discussed in
Chapter 2. One important part of the research concentrated on the problem of
collecting and distributing mobility related events that may trigger the mobility
management function as discussed in Chapter 3. The main research problems
addressed in this dissertation are summarized in the list below:

• Optimizing vertical mobility management handovers and protocols. Mo-
bile devices have several different interfaces and support for multihoming.
This means that devices will need support for maintaining connectivity
while changing their access technology. In other words, a mechanism for
handovers is mandatory. Handovers should happen also as seamlessly as
possible. The current standards’ mobility protocols are not able to maintain
connectivity seamlessly without any extensions. The handover decisions
based on different inputs plays an important role in the mobility manage-
ment and should be efficient enough to enable a good quality of service
during handovers. These research problems are discussed in Chapter 2

• Collecting and distributing mobility related events and triggering handovers.
Mobility events, and collecting and distributing them, plays a very impor-
tant role in the mobility management. Guiding handover decisions with
current and important information available in different networks, as the
mobile device enables the handover processes to react faster to the chang-
ing environment. The most important information is related to the detection
of movement and to possible upcoming lost of connection. Movement de-
tection is usually based on events caused by weakened signal strength or
can rely purely on network layer events such as advertisement messages of
the routers. Mobile IP protocol [56] uses the latter approach and is aware
only of IP connection changes. In addition to these, there is a significant
amount of other information available such as power consumption of a cer-
tain technology or interface, the cost of using a certain access technology
or the supported level of quality of service. To support the collection and
distribution of these various mobility related events in an efficient way will
help the mobility management functions work faster and more intelligently.
The collection and distribution of these events is discussed in Chapter 3
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1.4 Outline of the dissertation

The rest of the dissertation is organized as follows. Chapter 2 presents mobility
management in heterogeneous environment. It introduces several protocols suit-
able for the IP-layer mobility management, including also the description of the
DRiWE protocol as an example of the research results of this dissertation work.
The chapter continues with the description of a concept, VERHO, for vertical han-
dovers supporting intelligent decision algorithms. Chapter 2 also describes how
VERHO can work together with the Triggering Management Framework as a part
of mobility management. Chapter 3 concentrates more on mobility related events
collection and distribution. It describes the functionality of the designed Trigger-
ing Management Framework (TRG) and outlines several implemented testbeds,
used for validating the work. This chapter describes also how mobility man-
agement works in a distributed way and introduces the concept of distributed
management and control framework (DCMF). Finally Chapter 4 concludes the
mobility management work discussed in this dissertation and gives directions
for future research.



2 MOBILITY MANAGEMENT

This chapter describes the main functionalities and protocols for mobility man-
agement in IP networks and summarizes the background and the main results of
the publications PI-PIII and PVI.

2.1 Mobility management in heterogeneous IP Networks

In a heterogeneous network environment several different access technologies
are available, including WLAN, 3G, GPRS, LTE. To be able to use these different
access technologies, devices need a vertical handover [40] support, a mechanism
for handovers between the technologies.

Figure 2 illustrates a situation in a heterogeneous environment when a Mo-
bile Node is moving through an area where GPRS, WiMAX and IEEE 802.11
hotspots are available. There are already many protocols, such as those described
in Section 2.4 designed to support vertical handovers. The optimal solution would
be that the data flow could run all the time during the handover with no interrup-
tions in the services. This mechanism is called seamless handover. It would be
easier to achieve seamless handover if a connection to the new access point could
be built before the old connection breaks. Unfortunately, many layer 2 technolo-
gies require that the connection to the old access point must be cut before the new
one can be established. However, the first step before the handover and updat-
ing the location of the Mobile Node is the decision about the handover. It may
also lead to a decision about using a different access technology. The decision
is usually based on the availability of the network, which is, of course, a basic
requirement for keeping the connection established. The decision may depend
also on the services and applications the user wants to use (required bandwidth,
etc). There is also a significant amount of information, like traffic load, available
in the network. Facts such as the actual cost of using a technique, may be quite
important for users as well. This information can originate from the device itself
or from the network.
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Information can originate from different OSI Reference Model [83] layers.
This multilayer information is known as cross-layer information. It is shown by
many studies that the use of cross-layer information provides significant benefits
for making decisions about adaptations for multimedia streams [25, 41]. There
are different types of events related to the mobility management - see, for exam-
ple, [63, 79, 27, 7, 6] - and it can be argued that the use of cross-layer information
and enhancements for mobility mechanisms are in the key role towards seamless
mobility. The collection and use of that information is discussed more in Chap-
ter 3.
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WLAN

WiMAX
GPRS

WLAN

WLAN
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Bluetooth

Bluetooth

FIGURE 2 Movement of Mobile Node in a heterogeneous environment

2.2 Handover types

There are many types of mobility cases where the point of attachment can change
in IP networks. This is why also handovers have been categorized based on the
type of the handover. The most important types of handovers, following the ter-
minology defined in RFC 3753 [40], related to this dissertation work are described
below:

• Horizontal handover: When a mobile node moves between the access points
using the same technology is typically called horizontal handover.

• Vertical handover: When a mobile node is changing the used point of at-
tachment technology e.g. from WLAN to 3G it is usually called vertical
handover. Figure 3 illustrates the vertical handover between two different
networks.

The definitions for horizontal and vertical handovers are valid in most of the
cases, but there are also some exception. For example the change between dif-
ferent WLAN technologies e.g. from IEEE 802.11b to IEEE 802.11g may be called
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ether horizontal or vertical. One clear difference between these handover types is
the change of the IP address. Usually when changing access point with the same
technology (e.g. 802.11b to other 802.11.b access point) there is no need to change
the IP address used but in vertical handovers (e.g. from WLAN to 3G) typically IP
address is changed. When IP address is changed, the handover is also known as
layer 3 handover, and when only link layer is involved, the handover is known as
layer 2 handover, based on the different protocol layers involved in the handover
process.

 

Mobile Node

 Network 1  Network 2

802.11b
802.11g

802.11g LTE LTE

FIGURE 3 Vertical handover

• Proactive and reactive handover: To minimize the effects, like packet losses
and/or delays caused by handovers, there is usually signaling in proactive
handover before the handover process is initiated. Reactive handover, on
the other hand, happens usually suddenly, and no signaling can be done
before the handover has actually taken place.

• Seamless handover: This is a type of handover for which the mechanism in-
troduced in this dissertation is meant. In seamless handovers, applications
and the user cannot see any changes in the normal operation, and the level
of the service is maintained during the handovers.

The terms hard- and soft handover are also commonly used, soft meaning that
the connection to the network is not lost during the handover, e.g. when using
multiple interfaces, and hard meaning the connection is lost temporarily during
the handover. It is important to remember that without any additional notifica-
tions the applications see only the change of the IP address during handovers.
The change of the point of attachment is not the only reason why mobility mech-
anisms are needed, there are also other dimensions to mobility. For example,
Section 2.3.1 lists 7 examples of these dimensions. It needs to be noted also that
not only terrestrial systems need handover support but a similar mechanism is
needed, e.g., for satellite systems [16] .



28

2.3 Ambient Networks mobility management

Ambient Networks project [46, 47] has proposed a scalable, flexible architecture,
whose main goal is to provide an appropriate abstraction level so that its func-
tionalities can be used independently of any particular networking operations.
Its most important component is the so-called Ambient Control Space, which gath-
ers all the control functions that have been designed in order to comply with
the identified networking requirements; all these components are structured into
Functional Areas, which may or may not interact with other peer entities. The Am-
bient Control Space and some example functions are illustrated in Figure 4. The
functions may include support for mobility management, network management,
QoS management or multi-access support management.
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FIGURE 4 Ambient Control Space

Ambient Networks and its control spaces may belong to separate adminis-
trative entities and different networks which can collaborate in a co-operative or
competitive way. Co-operation between the Ambient Control Spaces and their
functional areas is enabled with a composition mechanism. In the composition,
two Ambient Control Spaces are forming a new co-operative ambient network
which shares the responsibilities of each individual functional area, as shown in
Figure 5.
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FIGURE 5 Composed Ambient Control Spaces
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Ambient networks control space has three different interfaces Ambient Net-
work Interface (ANI), Ambient Service Interface (ASI) and Ambient Resource Inter-
face (ARI). ANI allows the cooperation between different Ambient Networks by
offering to connect the functions of different ambient control spaces located in
different domains (see Figure 5). ASI provides the access to the services in am-
bient networks. The mechanisms implemented in the ambient control space and
the ANI will ensure that external entities see only a single homogeneous con-
trol space even though there might be several combined ambient control spaces
providing the functions to the application and services. Finally the control space
functions interact with resources through ARI e.g. when configuring network
resources or setting up end-to-en connections. As a summary, these three inter-
faces provide simple plug & play connections between ambient networks,enable
network reconfigurability, and provide a single interface for the services. [47]

Mobility aspects in the Ambient Networks’ interworking architecture were
carefully considered: it is suggested that mobility can no longer be restricted to its
current scope and that related mechanisms are likely to go beyond the traditional
view on mobility based on the idea that not only the devices will be mobile but
also many other entities, such as applications, flows, etc.

Functional areas which are related to mobility operations form the Mobility
Control Space. The Mobility Control Space high level architecture is shown in
Figure 6; as can be seen, it comprises the following components:

• Triggering. It collects, processes and filters the events that can impact on
mobility procedures, and deliver them to the appropriate customers.

• Handover & Locator Management. It enables the movement of mobile en-
tities between different locations.

• Rendezvous & Resolution Service. It ensures that a correspondent node is
always able to locate an AN node, updating its reachability state.

• Moving Network Support. It allows managing a set of nodes that move
together as a single entity, taking advantage of this.

Trigger
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Service
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Management

Reachability
State

Application
State

Communication
State

Forwarding
State

FIGURE 6 Mobility Control Space Architecture
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The actual state of the mobile object, in terms of how it can be reached,
which identifier it is using, which is the next hop towards it, etc, is represented
by the boxes in Figure 6. It is also important to mention that this approach is not
restricted to traditional mobility, but it is extended also to mobile applications,
flows, etc.

2.3.1 Mobility Dimensions

This dissertation is concentrating on the problems of choosing the best available
access during the movement. Mobility may have also other other dimensions
than just a change of the point of attachment to the network. In the Ambient
Networks project seven different dimensions for mobility were identified [75].
Figure 7 shows examples of these dimensions.
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FIGURE 7 Examples of New Mobility Dimensions

• Physical location: A mobile entity moves between access points within the
same radio access technology.

• Access technology: A mobile entity moves from one radio access technol-
ogy to another.

• Address space: A mobile entity moves between networks/devices with a
different address space (e.g. IPv4-IPv6)

• Security domain: A mobile entity moves between environments with dif-
ferent level of security.

• Provider domain: A mobile entity moves between networks operated by
different provider.

• Device properties: A mobile entity moves from one device to another.
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• Time: A mobile entity doesn’t move spatially: on-going communication is
suspended for a while and resumed afterwards.

2.4 Mobility management protocols

Mobility management protocols aim to enable IP connectivity and keep the loca-
tion of the mobile node updated. There are several mechanisms and protocols for
changing the access between IP networks while moving. This section lists some
of the available protocols with a brief functionality description of each.

Probably the best known mobility protocol is the Mobile IP [56]. With Mo-
bile IP, the nodes are able to change the point of attachment to the network and
their location can be tracked. There are two different versions of Mobile IP, sup-
porting either the IPv4 or IPv6 protocol. In both of those, the key entity is the
home agent (HA). HA is the node which should always know the current loca-
tion of the mobile node and is located in the mobile node’s home network. Home
network defines the primary IP address that the mobile node is using for com-
munication. This address is called Home Address (HoA).

When a mobile node moves and gets connected to a new network it needs a
way to communicate in that network. In Mobile IPv4 [57], the mobile node uses
a new IP address called care of adress (CoA). In Mobile IPv4, the mobile node
can get the CoA by using e.g. Dynamic Host Configuration protocol (DHCP) [12]
or PPP Internet Protocol Control Protocol (IPCP) [71]. With this CoA, the mobile
node is able to communicate in the new visited network. For updating the current
location, the mobile node registers the used CoA with HA by using a binding
update message. Since the HoA topological location is the mobile node’s home
network where also HA is located, packets destined to the mobile node HoA are
routed to the home network and to HA, which will forward these packets to the
mobile node (towards the CoA used) with the help of tunneling technology (IP
Encapsulation within IP) [55].

The visited network may also have dedicated entities called Foreign Agents
(FA), which can act as a gateway for the mobile node. If FAs are used, they will get
all the IP packets destined to the mobile node from HA, and FA forwards the IP
packets to the mobile node. When FAs are used, there is no need to allocate CoA
for every mobile node; thus the visited network is prevented from running out
of available IP addresses. However, the use of FA may lead to a situation called
triangular routing. This is because MN is able to send the outgoing packets to
other nodes (correspondent node CN) directly via FA while getting the incoming
packets via HA and FA. These different routing paths for outgoing and incoming
traffic can be avoided by using the reverse tunneling mechanism [44] where all
the packet go through HA. Mobile IPv4 topology is illustrated in Figure 8.

Mobile IPv6 protocol (MIPv6) [28] handles mobility in IPv6 networks. Mo-
bile IPv6 benefits from the functionality of IPv6 and from the experience learned
from the Mobile IPv4 protocol. The MIPv6 topology is illustrated in Figure 9.
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FIGURE 8 Mobile IPv4 topology

MIPv6 still has HA, and the location is always updated to HA by using binding
update messages. The mobile node can get CoA from the visited network by us-
ing the IPv6 neighbour discovery and the address auto-configuration mechanism
and it does not need any support from the visited network routers. MIPv6 doesn’t
use FAs either, and the problem of triangular routing is solved by using the route
optimization mechanism. With this mechanism, the mobile node is able to reg-
ister current CoA directly with the other nodes (Correspondent Node), which
enables direct IP flows between the two nodes without routing them via HA.
Similar route optimization is possible in MIPv4 as well, but in MIPv6 route opti-
mization is not an extension to the protocol but a fundamental part of it. MIPv6
can also use IPv6 headers for routing instead of the tunneling mechanism, which
will reduce the overhead of sent packets.
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HA
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Optimizated route

FIGURE 9 Mobile IPv6 topology

To support both IPv4 and IPv6 a dual stack support for Mobile IPv6 [69] has
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been introduced. With this mechanism Mobile IPv6 support can be extended also
to the nodes still using the IPv4 protocol.

Fast handovers for Mobile IPv6 [31] is one mechanism based on the mobile
IP. In Fast Mobile IPv6, a router located in the access network may work as a
proxy for the mobile node. During a handover, the previous access router (PAR)
acts as a proxy for the mobile node and uses tunneling to route the packets to a
new access router (NAR) in a new access network, see Figure 10. The advantage
of fast mobile handovers is the support they provide for routing the data to the
new upcoming point of attachment before the connection will break due to the
handover. This obviously reduces packet loss caused by the handover and helps
the mobile node maintain higher Quality of Service level.

InternetHome Network

Mobile Node

HA

CN

PAR

Visited network New visited network

NAR

Optimizated route

FIGURE 10 Topology of fast handovers for Mobile IPv6

Hierarchical Mobile IPv6 [70] is an extension to MIPv6. It introduces a new
entity called Mobility Anchor Point (MAP) that acts as a local home agent for the
mobile node. When the mobile node moves inside the MAP domain, signaling
from the Mobile node is needed only with the first MAP, which is expected to
be closer than the Home Agent. Thus the signaling time can be reduced and
MAP can help MIPv6 to achieve seamless mobility [81]. An example topology for
Hierarchical Mobile IPV6 is shown in Figure 11 . MAP can get all traffic destined
to the mobile node from HA and will forward the packets to the mobile node.
Route optimization is also supported and can be done in two ways. The mobile
node can optimize a route directly with the correspondent node or with MAP. In
this way, the traffic does not have to go via HA.

Proxy Mobile IPv6 [19] is designed to provide the network based IP mobility
support, and tries to minimize the signaling between the mobile node and home
network. The main idea is that the network entities will track the mobile node
movement and trigger the necessary action for the handover without having any
involvement of the mobile node in the L3 signaling. Proxy mobile IPv6 introduces
an entity called Mobile Access Gateway (MAG) that is responsible for detecting
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FIGURE 11 Topology of Hierarchical Mobile IPv6

and managing the mobility of mobile nodes inside a proxy Mobile IPv6 domain.
MAG is responsible for handover signaling on behalf of the Mobile Node. MAG
updates the location of the mobile node with the Local Mobility Anchor (LMA)
that acts as a topological anchor point to mobile nodes (similar to MIPv6 HA). A
data flow destined to or from mobile nodes will go via LMA, which routes the
packets to the mobile node through MAG. LMA has the same functionalities as
HA in Mobile IPv6. There may be several anchor points in the Proxy Mobile IPv6
domain responsible for keeping track of different groups of mobile nodes. The
basic topology of Proxy Mobile IPv6 is shown in Figure 12. Proxy mobile IPv6
supports both IPv4 and IPv6 or dual-stack (IPv4/IPV6) protocols and it has also
support for multihoming.

Mobile Node 1

LMA 1

CN

MAG 1 MAG 2

Proxy MIPv6 
domain

Mobile Node 2

LMA 2

FIGURE 12 Proxy Mobile IPv6 topology

One interesting protocol is the Host Identity Protocol (HIP) [45, 48, 20] that
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also has a mechanisms for mobility support. HIP proposes a new Host Identity
layer between the network and transport layers. With this layer it is possible to
map transport connections to Host Identifiers (HI) instead of IP addresses. Un-
like IP addresses, Host Identity stays constant if a host is changing the network.
Host Identity is a unique public cryptographic key of a public/private key pair.
The use of cryptographic keys is also the security cornerstone in the HIP archi-
tecture together with the IPSec Encapsulating Security Payload that is used for
data traffic between HIP nodes. One of the key mechanisms is the HIP base ex-
change, which is used to generate and exchange the HI keys for communicating.
For location updating, HIP nodes can use Dynamic DNS or a special rendezvous
server, see Figure 13. In practice, HIP nodes keep updating their current IP ad-
dresses, which are mapped to the HIs. HIP can enable mobility across IPV4 and
IPv6 networks and also supports simultaneous multiaccess.

Internet

   Visited Network

HIP Mobile Node

DNS/Rendezvous server
HIP 
CN

Location information
 updates/queries

Data flow

FIGURE 13 Example topology for HIP protocol

Also a whole network can be mobile. For network mobility support there
is the network mobility protocol (NEMO) [10]. The basic idea of NEMO is to use
a gateway called mobile router (see Figure 14) ) to provide Internet access for a
moving network. Only the mobile router will change its point of attachment to
the Internet. NEMO is used to hide mobility, and other nodes see the moving net-
work as a normal sub-network and use the Mobile Router as a default gateway.
One good example of a moving network is the network inside a moving train.

Even there are a number of mechanisms and protocols available to enable
IP mobility. There is still a number of drawbacks, such as high latency or packet
loss, caused by the procedures that are needed during the handover execution
phase [22]. In addition to the protocols described in the previous section, there
are also dedicated solutions introduced which may be suitable e.g. for smaller
scale networks. One example is the DRiWe protocol described in Section 2.5.
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2.5 DRiWE mobility protocol

This section introduces the DRiVE protocol for handling the movement in IP-
networks [PI, 37]. This protocol introduces mechanisms for handling the prob-
lems of routing for the mobile devices. The protocol considers only the mecha-
nisms for handling the OSI Layer 3 movements. The DRiWE protocol is also one
of the very first achievements in the author’s research, forming a part of a wider
mobility management research.

2.5.1 DRiWE protocol functionality

The DRiWE protocol is based on the idea that routing decisions take place in
routers. Those routers, which participate in routing data flows for mobile nodes,
know the location of the mobile node in question. Besides normal network based
routing information, the routers use host-specific information about mobile nodes
in their routing tables. The protocol also introduces mechanisms to avoid any gra-
tuitous growth of the routing tables. The routing table’s growth is controlled by
allowing the dropping of the routing information of the mobile node and getting
it by a dedicated mechanism if needed. The protocol also includes an advertising
mechanism, so that routers can propagate the information about the location of
mobile nodes to other routers.

To achieve a soft handover, the mobile node uses multiaccess functionality
where two interfaces are used to communicate with both access routers (AR1 and
AR2, in Figure 15 at the same time during the handover. The connection to the
new access router (AR2, in Figure 15) is formed before the old connection breaks.
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During the handover, the mobile node accepts incoming packets from both of its
interfaces. Therefore, there is no need to stop the data flow at any time. Both in-
terfaces are used only during the handover so that the current connection is used
until the new connection is totally established and ready for the data flow. [PI]

2.5.2 DRiWE protocol handover mechanism

The DRiWE handover mechanism must be supported by the access routers, mo-
bile nodes and also by the intermediate routers between access routers. The corre-
spondent node that communicates with the mobile node does not need any sup-
port for the protocol or for the handover mechanism. The intermediate routers
need to support it because of the behavior of the introduced update mechanism
(see Section 2.5.2.1). In the example scenario in Figure 15, the mobile node is at-
tached to AR1 and it is moving to the AR2’s access network. When a mobile node
is going to connect to another access network it has to complete a Layer 3 han-
dover to enable the IP traffic. For enabling the connection in the foreign network
the mobile node needs a temporary IP-address (care-of address) from the new
access router (AR2, in Figure 15). The care-of address query takes place through
the current access router (AR1, in Figure 15).

Internet

Access Network

AR1

Access Network

AR2

Mobile Node

FIGURE 15 DRiWE protocol handover mechanism

To enable the use of the HoA (the Home Address) of the mobile node as a
source address for the outgoing packets, tunneling is used between the mobile
node and the access router. The packets go tunneled to the access router by us-
ing the care-of address as the source and the IP address of the access router as
the destination for the tunnel (outer) packet. The access router decapsulates the
packet and sends the original packet to the destination with the source address of
the mobile node’s HoA. Packets destined to the mobile node are routed to their
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destination by using the HoA as the destination and will be routed to the current
access router. The access router knows all the mobile nodes that are currently
attached to its network and will deliver the packets to them.

After the mobile node is attached to the new access network and the new
access router (AR2, in Figure 15) the updating of the new location of the mobile
node at the previous access router (AR1, in Figure 15) starts. When the previous
access router (AR1, in Figure 15) gets the information about the new location of
the mobile node it starts to forward packets destined to the mobile node to the
new access router (AR2, in Figure 15). After the successful update of the location
between access routers the mobile node changes its default outgoing route to
go through the tunnel towards the new access router (AR2, in Figure 15) and
the handover has successfully finished. Figure 16 shows the needed messages
for getting the care-of address (CoA) and updating the location in a successful
handover.

Ack

AR2Mobile Node AR1

CoA Request

CoA Reply
Update

Ack

FIGURE 16 DRiWE protocol handover signaling

The DRiWE protocol introduces a mechanism for keeping connections up
between mobile nodes and access routers even when there are no packets to send
or receive. It is done by the exchange of timely Keep-Alive messages. The mecha-
nism gives information about link breaks to the mobile node. Without this, when
there are packets to send, the broken connection may not be detected for quite a
long time, e.g., when using User Datagram Protocol (UDP) [61] for data delivery.
The mobile node can also be prepared for situations where it is ping-ponging be-
tween two access routers or needs to use the older connection again, especially
when the current connection is lost and the older connection is still available. The
use of this mechanism should be very carefully considered as it can generate extra
traffic in the network or increase power consumption of the mobile node when
trying to keep the interfaces up.
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2.5.2.1 DRiWE location update mechanism

The behavior of the mechanism used to update the location of the mobile node
between access routers needs the update message to be handled at every router
between the access routers. This is necessary because those intermediate routers
have to update their information about the location of the mobile node accord-
ingly. Another solution for sending the update messages is to use tunneling be-
tween the old and new access routers to forward the packets between them (AR1
and AR2, in Figure 15). The DRiWE protocol introduces mechanisms, which al-
low routers to acquire the location of mobile nodes when needed to track down
their current position for routing purposes. The Update message is sent to the
next router on the route to the destination (AR1, in Figure 15). The first inter-
mediate router adds the HoA of the mobile node included in the message to its
routing table and the next hop will be the router from which this message was
received. Each intermediate router between the access routers will do the same.
When the update message reaches its destination (AR1, in Figure 15) the access
router changes its routing table and starts forwarding the packets to the mobile
node through the new access router (AR2, in Figure 15). The update message is
also acknowledged to the sender and to the mobile node. If the sender (AR2, in
Figure 15) doesn’t get the acknowledgement, it sends the information about erro-
neous updating to the mobile node and the recovery mechanism will be started.
The recovery mechanism recovers the location information in the affected routers
back to the form it was before the update. The recovery works like the update
mechanism but is started from both access routers (AR1 and AR2, in Figure 15).
So the recovery will propagate from both directions and will recover the situation
back even when there is a link break between the access routers.

2.5.3 Implementation and evaluation

Tests were conducted in two types of environment. First the protocol was tested
in a small wired test network shown in Figure 17. Ordinary PCs, with Linux
as their operating system, were configured to work as routers. The mobile and
correspondent nodes were also ordinary PCs. The routers and the correspondent
node were computers with Intel Pentium4 2 GHz CPUs, 256 MiB RAM, Samsung
10 GiB HDD, Intel PRO/100 VM and three 3Com PCI 3c905C Tornado network
cards. The mobile was a computer with Intel Pentium3 733 Mhz CPU, 128 MiB
RAM, Samsung 10 GiB HDD, Intel PRO/100 VM and 3Com EtherLink XL 10/100
PCI TX (3c905B) network cards. The correspondent node ran Windows XP and
all others ran Linux as their operating system because the protocol had to run on
them (it was implemented for Linux).

The test was made by using a ping and ssh connection between the mobile
and the correspondent node. In Figure 17, AR1 and AR2 were functioning as the
access routers. R2 and R3 were used to test the functionality of the intermediate
routers in the handover. The handover was simulated by plugging the cable of
the mobile node out of the old access router and plugging it into a new one. There
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AR1 AR2
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FIGURE 17 DRiWE testbed

was a controller computer connected to all the nodes via a switch. This computer
was used to connect to the mobile node and instruct it to perform handovers
to routers (specified by their IP address). During these tests no extra load, other
than the ping packets and ssh connections between the mobile and correspondent
nodes, were introduced into the network.

The test consisted of starting a ping command or an ssh connection on ei-
ther the mobile node and the correspondent node as the destination or vice versa.
Two different scenarios were tested. In the first scenario, the correspondent node
was directly connected to the access router (AR1) that served as the initial start-
ing point of the mobile node. Handover took place from AR1 (R1) to AR2 (R4).
During the handover, no packet loss was reported by ping nor did the ssh con-
nection brake. For the second scenario, the correspondent node was connected
to one of the intermediate routers (R3). The main reason for this scenario was to
test the update recovery mechanism that deals with handover failures occurring
during location updates. The protocol on R3 was stopped during the handover
and restarted after. During the handover, the ssh connection did not break, and
the recovery mechanism functioned properly.

The same scenario (topology) was used to test continuous movement of the
mobile node. The mobile node moved from R1 to R2 to R3 and finally to R4.
In general, during handovers no connections were lost even when the active link
was plugged out. The protocol recognized it and went back to the previous access
router without a problem. Handovers took 5.3 milliseconds on average.

2.6 Comparison between MIPv6, FMIPv6 and DRiWE protocols

Many mobility solutions count on MIPv6 [28], though it is known to be unable
to satisfy seamless handovers without any extensions due to the procedures it
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has to accomplish during its handover phase. Besides the mechanisms to ensure
that the IP addresses used are unique on the link (Duplicate Address Detection)
and authorizations, it needs to send binding update messages to each of its cor-
respondent nodes (CN) in order to update their knowledge of the actual location
of the Mobile Node (MN). As long as the CNs are not updated they continue
sending packets to the old Care of Address (CoA) of the MN, thus resulting in
possible packet losses if that CoA is not used by the MN any longer. The MN has
to register with its Home Address (HoA) too. In the DRiWE protocol, during a
handover only one update message is sent out from the new AR to the old AR.
This allows the MN to be accessible at the new AR immediately. It is because it
can be assumed that it was reachable at the old AR and with the update message
it updated the routing information of the old AR to forward packets for the MN
towards the new AR. The idea is similar to the fast handovers for Mobile IPv6.

Due to the update mechanism of the DRiWE handover, the MN may not
be accessible on the best path from a CN. In MIPv6 it is accessible because every
CN knows the CoA of the MN, so they can send packets to it using the best path
(according to their and subsequent router’s routing tables). In DRiWE, traffic is
not routed to the MN by its CoA but by its HoA. It means that after a handover
the MN is accessible through its old AR (and the routers between the old AR
and the new AR, because they became updated by the update mechanism). For
the MN to be accessible on optimized routes it is necessary to update the routers
that store information about its previous (or older) location. For this a routing
protocol, such as Routing Information Protocol (RIP) [21], which is initiated by
the MN through its current AR, can be used.

In MIPv6 the Home agent (HA) is acting as a Proxy for Neighbour Discov-
ery messages destined to the MN. It is used to make the local nodes in the home
network to send packets destined to the MN to the HA’s MAC address instead.
The same mechanism is also needed for DRiWE for the same reason.

Timers for bindings in CNs and HAs are used by MIPv6 to drop unused
bindings from their binding caches. In DRiWE, routers can drop unused routing
table entries that correspond to MNs. It can be done either when the routing table
size reaches a certain size or by maintaining a timer for unused entries (or both).
Keep-alive messages are exchanged between MNs and ARs to keep the MN reg-
istrations alive. If the MN does not get keep-alive messages from the current AR
in a specific amount of time it tries to change its AR back to the previous one.
This is possible because the MN keeps alive its registration to the previous AR.

MIPv6 supports the discovery of the HA by an MN by means of Dynamic
Home Agent Address Discovery. This mechanism can be used to DRiWE too.
The Home Address Option is used by MIPv6 to inform the recipient of the mobile
node’s home address and to avoid the tunneling of packets from the MN to CNs.
For traffic from CNs to MNs, the type 2 routing header, containing MN’s HoA to
which the MN’s applications are bounded, is used. In DRiWE, tunneling is used
to send packets from the MN to CNs. DRiWE uses a tunnel between the MN and
the AR when sending packets to CNs outside the visited network. It means that
these packets will have the MN’s HoA as their source when reaching the CN.
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There is an issue when sending packets to CNs located in the same visited
network as MN, because in that case the MN would send them using its CoA as
the source address, even though the CN might be waiting for a packet from the
HoA of the MN (in the case when the CN wants to talk to the MN at its HoA).
Therefore, it is assumed that CNs should not use the CoA of the MN. There is no
real need for a CN to send packets to the MN using its CoA in DRiWE. The CoA is
considered to be known only by the respective access router and the MN. Another
assumption is that all the packets sent by the MN have the HoA as the source
(they go through the tunnel between the MN and the access router) and the MN
is allowed to use its CoA for communication only with the access router. This way
CNs always talk to the MN at its HoA. In MIPv6 this is solved by manipulating
packets in Layer 3 of the network stack and using Home Address Option and
type 2 routing header. Thus all the packets sent to CNs with bindings are seen at
their destination as coming from the HoA of the MN.

For the FMIPv6 [31] protocol to work there must be a router in the currently
visited network that may work as a proxy for the MN. This proxy router is used
to tunnel packets arriving to the MN’s CoA in its network to the new AR in the
new visited network. As mentioned in Section 2.5.2.1, the update mechanism in
DRiWE can be implemented by using tunneling between the old AR and the new
AR, thus making the old AR to tunnel packets, which are destined to the MN’s
HoA, to the new AR. This mechanism is more or less equal to the functioning
of FMIPv6. Both protocols have to tear off the tunnel after some time: FMIPv6
when the MN has finished with updating the CNs, and DRiWE after the normal
update mechanism (modifying/adding location information of the MN in the old
AR and the routers towards the new AR).

The MIPv6 L3 handover starts after the MN has detected movement (al-
ready moved) to a new network (by receiving Routing Advertisements with un-
known prefixes). For a DRiWE handover to start, the MN has to know the IP
address of the AR beforehand. The same applies to FMIPv6. MIPv6 by default
supports MNs with one interface. DRiWE needs at least two interfaces (multiac-
cess support) of the same type. These two interfaces must be of the same type to
provide a smooth handover (one is used while another one is being configured).
FMIPv6 supports one interface by default, although to receive L2 information
about the new AR while still connected to the old one it may need a second inter-
face.

DRiWE implements fast and smooth handovers. Fast means that the han-
dover needs less signaling than handovers for MIPv6, and smooth means that no
or a minimal number of packets get lost during the handover thanks to the use
of multiple interfaces. Even though the handover is faster than that of MIPv6’s,
the routes for reaching the MN after a handover may not be the optimal ones.
For this an additional location advertisement is necessary (MN routing adver-
tisement). In MIPv6, CNs have knowledge about the exact location of MNs by
binding update messages. In DRiWE, the knowledge in routers about MNs loca-
tion may not be optimal. This is caused by the way the MN’s location is updated
during handovers. That is, to provide routers with exact location information of
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an MN, the MN has to advertise its location (MN routing advertisement). This
advertisement can be matched with the sending of binding update messages in
MIPv6.

FMIPv6 provides fast handover for MIPv6 by reducing the necessary num-
ber of signaling during the handover process until the MN regains IP connectivity
at the new AR. But after the fast handover the MN needs to send BU messages to
CNs in order to use optimized routes. Therefore, it has a similar kind of handover
style as DRiWE. It has two phases, the first phase is to provide fast establishment
of IP connectivity and the next is to "build" optimized routes to the MN. Although
the second phase of FMIPv6’s handover may be faster in large networks (with
lots of routers) than that of DRiWE’s, DRiWE may need less signaling in small
networks with lots of CNs.

In FMIPv6, when the new AR receives the Handover Initiate message from
the old AR, it starts to defend the new CoA of the MN until the MN arrives at
the new network. The same kind of mechanism is needed in DRiWE for the
same purposes as in FMIPv6. That is, to defend the new CoA from being used
by another node in the network of the new AR until the MN arrives there. This
means that the new AR must work as a proxy for neighbour discoveries for the
MN’s new CoA.

The DRiWE protocol was designed with tools existing for user space proto-
col implementation and because of this there are some shortcomings which could
be solved by redesigning the protocol to work more tightly in Layer 3 (now only
the routing table and interface address modifications are done using netlink sock-
ets and ioctl calls in Linux). Security has not been designed into DRiWE yet,
though it is obviously needed. For example, only authenticated MNs must be al-
lowed to register to ARs and to instruct them to start e.g. the update mechanism.
For protocol messages sent between ARs and routers the same security considera-
tions may apply as for normal routing protocols. DRiWE might not be as scalable
as standardized protocols such as Mobile IPv6, but is suitable for smaller scale
networks.

2.7 Handover decisions

When moving in the area of heterogeneous IP networks, the selection between
different networks that may be used is needed. Usually, this is based on the
information about the network availability which is the main criterion. There
is also other criteria which may trigger the handovers like supported QoS or the
cost of using certain networks. This trigger information and the collection of
it is discussed more in Section 3. Whatever the trigger information might be,
there needs to be some intelligence in the network nodes to enable the decision
on handovers. The decision on handovers can be made in the mobile node or it
can be network initiated and in an optimal case it will be a distributed decision
between the mobile and the nodes in the network side. In mobile devices, the
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decision depends much on the services and applications that the user wants to
use. In the network side the load of the network may be triggering the handovers.
In the following section, the problem of decision-making is discussed with the
description of work accomplished when defining the vertical handover VERHO
system [PII]. The VERHO system is an entity in the mobile node, making the
decisions about which available access technology should be used.

2.7.1 VERHO system for mobile nodes

The goal of the VERHO work was to design a system that realizes intelligent de-
cisions based on the available information, controls the MIPv6 handovers and
achieves seamless vertical handover by performing a proactive handover. Other
research such as [80, 4, 7, 79] have also promoted the use of several information
sources, and it can be argued that mechanisms for handover decisions are neces-
sary. This kind of a system itself can provide the seamless handover by not only
controlling the handovers but also triggering, e.g., the search of new possible ac-
cess points.

The purpose of the VERHO system in the mobile node is to allow also the
users to present their own demands for the connection. For example, users can
predefine the cost of each technique in terms of time as one of the decision param-
eters. Additionally, things like power consumption in the mobile device should
be minimized, which can be another parameter. The applications have their own
demands for, e.g., needed bandwidth or maximum delay of the link. The most
significant information is of course the availability of the link and access network.
But, as described, the information may be originated in different protocol layers
(cross-layer information). Figure 18 illustrates the VERHO system position with
different layers of information. The main idea is that valuable information for
the handover decision can be collected from different sources, and based on this
decision, the handover process, provided with the used mobility protocol, will
be initiated. The cross-layer information used can be provided via the trigger
management framework [PV].

The system is working completely in the mobile node, and it does not nec-
essarily need support from the network side. The original idea of the VERHO
system was to use the information that is available only in the mobile node side.
However, further studies have showed that also network can provide valuable
information. For example, the congestion level in an access point is very valuable
information and may be the trigger for handovers as presented in [PVIII, 24].

2.7.2 Decision process in VERHO system

The decision-making in the VERHO system is based on predefined rules com-
pared to the properties of the interface of the available technique. The rules may
be divided into critical and non-critical rules. The critical rules are those rules
that have to match before the interface is enabled for the decision process. The
necessary critical rules are based on the state of the interface and link (Link Up
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FIGURE 18 Cross-layer architecture

and Link Down). The system also provides a possibility for the user to give some
critical rules concerning, e.g., the type of the interface or even the maximum cost
of the interface to be used. If the requirements of the critical rules match, the in-
terface will be available for the decision. A rule can be like this: Interface state =
UP AND Interface type = IEEE 802.11b. This rule means that the user wants to
use WLAN 802.11b interface if possible.

The implementation of decision mechanism may be rather simple when the
decision is based just on a numerical preference value. In this simple case, each
interface will get a calculated preference value based on the values of different
parameters. The parameters have weighted numerical values so that the most
significant parameters will have greater weight. Each interface has several pa-
rameters such as cost, power consumption, support for wireless QoS or band-
width. If a parameter is lacking in a specific interface due to its different technol-
ogy, that parameter can have a default constant value. The value of the preference
number is calculated from each interface’s parameter values. The measured QoS
parameter’s value can be one group of parameters. The QoS parameter value can
be an IP-level End-to-End quality measured with a separate software tool like
QoSMeT [64]. Each measured parameter - e.g., delay, RTT and jitter - can then
have the weighted value for the calculation of the preference value of the inter-
face. There are also parameters like the type of interface without any numerical
value. Those parameters can be assigned with a default numerical value. Deriv-
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ing of the value can be based also on the user demands or, e.g., on the speed of the
connection. By following the current state of a specific interface’s properties, the
system is able to choose whether there is another interface available that matches
better the specified rules. But as mentioned the presented way of using the calcu-
lated preference value is just one simple example of deriving final decisions and
does not exclude the use of other more advanced algorithms with the limits of
the device’s processing power.

2.7.3 Information sources used in VERHO system

The VERHO system uses the information deduced from the decision process and
controls the MIPv6 handover. The decision when handover should occur de-
pends on the information collected from each available technology and data flows
in situations where several different access technologies are available. The most
significant information is the information received from the link layer, e.g., link
up/down. The link layer offers different sets of information depending on the
technologies available. Using the link layer information also improves the Mo-
bile IP handovers. The system may also use several other sources of information,
e.g., user specified information and the Quality of Service requirements of appli-
cations.

The VERHO system is mainly making the decision about which one of the
interfaces available should be used. But by using the link layer information, the
system can make the decision and control, e.g., Mobile IP handovers in a more so-
phisticated way. It has already been shown that the use of link layer information
improves the Mobile IP handover, e.g., in [4]. The paper in question introduces a
policy- based handover decision based on the link layer information. Their solu-
tion introduces a generic link layer between layer 2 and layer 3 and shows that a
system with link layer information outperforms Mobile IP handovers.

The VERHO system uses two triggers, Link Up and Link Down, for trigger-
ing the handover. The Link Up trigger event corresponds to the establishment of
a new Layer 2 link, which allows IP communication over it. This is typically a
new connection between the Mobile Node and the Access Point. The Link Down
trigger event corresponds to a layer 2 link that has been broken down. This typ-
ically occurs when a current connection between the Mobile Node and an access
point has been terminated. The interface, which generates this trigger, cannot be
used for communication until a connection with an AP is made (Link Up). There
are also many Layer 2 parameters that can be used as hints, for example, signal
strength, signal to noise ratio, interference, etc. By using these triggers and hints
it is possible to make a proactive handover that allows the creation of a new con-
nection by using another available interface before the current connection breaks.
It need to be noted also that it is not only the handovers and mobility protocols
that benefit from the triggers and hints but also other protocols and applications
may get benefits. For example, the studies such as [9] have shown that Transmis-
sion Control Protocol (TCP) congestion control [3] may react more rapidly and
avoid unnecessary congestion situations when it gets the information about the
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new upcoming link and changes in the used end-to-end path used. Also mul-
timedia applications [30, 59] benefit from it, for example applications may start
adapting or changing their codecs in a proactive way if they get the information
about the upcoming changes on the link after the handover.

The information that can be used as hints for the upper layers much de-
pends on the used hardware and software used. The RFC 4957 [32] describes
the behaviors of GPRS, 3GPP2 (cdma2000) and IEEE 802.11. It suggests that Link
Up and Link Down triggers can be created based on the PDP context activation/
deactivation in GPRS and bringing down/up the PPP connection in 3GPP. In
IEEE 802.11 it is suggested that a Link Up trigger can be created when the Mobile
Node receives a (Re)Association Response message. The Link Down trigger of
IEEE 802.11 is created if the Mobile Node gets a De-authentication message or a
Disassociation message from its access point.

The behavior of the IEEE 802.11b and Bluetooth technologies to create trig-
gers were studied for the purposes of VERHO. The system needs two different
mechanisms to get the information from layer 2. One way to get the information
is by listening events that layer 2 techniques offer. This is the way how informa-
tion is gathered, e.g., in IEEE 802.11. The Link Up and Down triggers of IEEE
802.11 for the VERHO system can be created based on the signaling messages be-
tween the Mobile Node and Access Point, in a way used in [32]. The Link Down
triggers should be created for VERHO system also if the link is put down from
the Mobile Node side.

Another way is to use polling for those access techniques that do not gen-
erate events or triggers. The system will use the polling mechanism and monitor
the state of the interface for the Link UP and Link Down triggers. The polling
mechanism can be used also for getting the values of the link layer parameters
from drivers. Those parameter values can be taken into account, e.g. when cal-
culating the preference values of a specific interface. For example, in Bluetooth
polling is needed and the creation of Link Up or Down triggers is based on the
available connection state parameter.

Signal Strength is considered to be a reliable hint that can be used for trig-
gering the handover. For example, if the signal strength of an interface that is
being used falls below a defined value and there exists another interface with an
acceptable level of signal strength, the system should switch over to that inter-
face. The change of the signal strength can also trigger other mechanisms like the
scan mechanism in IEEE 802.11 for finding a new possible access point.

Information collection from various sources can be done by using the trig-
gering framework (TRG) described in Section 3 and illustrated in Figure 18. When
the VERHO system was designed TRG was not available and other mechanisms,
such as Link Layer Provider (LIP) described in [PIII], were used directly with
the VERHO system for validation purposes. The LIP, as it is designed, is capa-
ble of extracting and collecting link layer information from terminal interfaces.
Even the LIP can have an own interface with the VERHO system for providing
link layer information. It is possible to deliver this information also via TRG us-
ing just a single trigger format and interface for getting the trigger information.
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The integration of LIP with TRG and VERHO is easy since LIP can act as one
of the producers in the TRG framework as described in Section 3. What is most
important, however, is that the design of the VERHO system is such that it can
support or can be easily modified to support possible future systems. The future
systems and extensions to VERHO, possibly on the network side, may provide
the handling of the authentication, security or the mechanisms for better Quality
of Service.

2.8 Summary

This chapter discussed the mobility management in heterogeneous IP networks.
There was a brief description of different mobility protocols, including that of the
DRiWE protocol, which forms a part of the author’s research. A concept for ver-
tical handover called VERHO that supports intelligent decision algorithms was
introduced as well. For collecting mobility related information and feeding mo-
bility management related decision processes, a triggering framework (TRG) was
suggested. It can be argued that the introduced components, VERHO and TRG,
together with a suitable mobility protocol (for example DRiWE or Mobile IPv6)
provide the way to handle mobility in IP networks in a more optimized way. The
next section further discusses the mobility event collection and distribution and
gives a more detailed description about and evaluation of the suggested trigger-
ing framework.



3 MOBILITY EVENT COLLECTION AND
DISTRIBUTION

This chapter addresses one of the key challenges in mobility management, i.e.
mobility event collection and distribution and also presents the background and
the main results of the publications PIV,PV,PVII and PVIII.

Managing different events and triggering information originating from a
network and from different layers of the protocol stack is very challenging due
to the variety of information. Mobile devices are capable of running demand-
ing network applications and have support for multiple access technologies. In
a heterogeneous network environment it is mandatory to get the necessary infor-
mation for triggering handovers. In their current state without any extensions,
the mobility protocols can handle only a small amount of this information.

A significant part of this dissertation work was to design a framework that
supports event collection and processing, and trigger distribution possibly from
hundreds of different sources. Also other studies, such as in [80, 4, 7, 79] claim
that in heterogeneous network environments several sources of events and con-
text information should be consulted in order to achieve seamless connectiv-
ity and develop swift mobility management mechanisms. Furthermore, related
work in other event/notification systems [35, 13, 42], which introduces mecha-
nisms on how to implement such systems, along with the evaluated event gen-
eration cases was very encouraging and complimentary to effort in defining the
trigger management framework (TRG) [PV] as a specialized notification system
for mobility-related events which originate from the entire protocol stack.

TRG is designed to be open, flexible, with a low overhead, and incremen-
tally deployable. TRG is capable of handling a large set of notifications and en-
ables efficient use of cross-layer information for mobility management. Notifi-
cations may originate from any mobility related entity, not only from the lower
layers of the protocol stack (physical, data link, and network) but also from the
upper layers. Typically, notifications are conventional mobility events, such as
the availability of a new network access, received signal strength indications, net-
work capacity load, but can be also higher level events, such as security alerts,
policy violations, end-to-end quality of service deterioration, and network access
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cost changes. TRG can act as a part of the mobility management, together with
the mobility management protocols and applications as described earlier in Sec-
tion 2.7.1.

3.1 Mobility triggers

After surveying the literature (see, for example [63, 14, 79, 27, 7, 6] and based on
the author’s and his colleagues expertise, it was possible to identify a large num-
ber of different types of network events related to mobility management. Trig-
gers can be clustered, regardless of the underlying communication technology,
based on groups of events related to changes in network topology and routing,
available access media, radio link conditions, user actions and preferences, con-
text information, operator policies, quality of service (QoS) parameters, network
composition [29], and security alerts.

Figure 19 illustrates six different trigger groups as boxes. The "offshoots" on
the top point to example triggers belonging to each group. The rightmost group
includes representative link layer "up/down" triggers (irrespective of the radio
access technology). The leftmost group includes triggers originating from the
application layer. In this example, certain triggers originate from the node ("Sys-
tem Resources") while others originate from the network ("Macro Mobility"). The
"origin" corresponds to the entity that produces the trigger, for example, the ra-
dio access component. An advantage of the grouping approach is that it allows
us detect relations between otherwise disparate triggers. This prevents the gen-
eration of excessive transient triggers based on, for example, the same root-cause
event, such as a link outage, and reduces the number of events that need to be
processed. For Eexample, in Figure 19, the link status trigger "link up", could
be advantageous for a mobile node if it starts sending router/agent solicitation

Required QoS Available QoS System Resources User Preferences Macro Mobilty

Events coming 
from a change of 
the current QoS. 
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less or more 
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Received new router 
advertisement

Not receiving Router 
Advertisements

FIGURE 19 An example of trigger groups
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messages immediately after receiving the trigger, thus getting the router adver-
tisements earlier than if it were passively waiting for them. This is especially the
case for vertical handovers; see for example [43]. Conversely, the mobile node
does not need to wait for router advertisements after a "link down" trigger.

Event sources need to be able to deliver notifications to interested applica-
tions and other system entities in a uniform and concise manner. This approach
simplifies notification handling considerably, while guaranteeing sufficient diver-
sity for event separation and classification. The trigger management framework
(TRG) was developed to manage and efficiently propagate triggers originating
from a variety of sources. TRG lays the foundation upon which sophisticated
handover operations can be performed. The aim was to establish an extensible
framework where new sources of triggers can be defined and included in a sys-
tem implementation as necessary.

3.2 Trigger management framework

The main elements of the trigger management framework are detailed in [PV, 39]
and include the entities which generate events (producers) and entities that use
the trigger information (consumers). The trigger management framework is ca-
pable of collecting event information from various producers by using a specific
collection interface, process them, convert them to a unified trigger format and
distribute the triggers created to interested consumer entities. Producers as well
as consumers can be any entities implementing the collection interface, and they
can be located in the same or in a different node in the network. It should be
noted also that the same entity can act both as a producer and a consumer; and
also, a TRG entity may act as a consumer for another TRG entity.

The trigger management system is shown in Figure 20 and comprises (a)
sources (or producers) feeding relatively fast-changing information about events;
(b) trigger consumers, which receive notifications in the form of unified triggers
about events they are interested in; and (c) the implementation of TRG, which
includes data stores and internal logic. The TRG implementation processes the
events received from the producers, generating triggers based on consumer pro-
vided (filtering) rules and making sure that all system wide policies are enforced.

A central part of the design is designating entities as producers and con-
sumers of triggers. Consumers must state their need to receive triggers and can
choose to stop receiving them anytime. The same entity may be simultaneously
acting as a consumer and a producer. For example, it can receive all triggers orig-
inating from radio access events, but opt to receive only the upper layer triggers
associated with security policy violations. In the former case, the consumer takes
advantage of the trigger grouping and classification functionality; in the latter
case, it additionally requests trigger filtering. Consumers can, of course, use these
triggers to generate their own events and serve as a producer for other entities.
It is expected that TRG will be used to guide handover decisions and executions
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via systems like VERHO, as described in 2.7.1. In particular, consumers can use
triggers to find out whether the mobile device is moving within a single network
or crossing different access technology boundaries and whether the addressing
scheme, trust and provider domains should be changed accordingly.

Triggers

Triggers

Triggers

Triggers

Events

Events

Events

Events
Rules & Policies

Producers Consumers

Triggers

FIGURE 20 TRG-Architecture

The TRG architectural requirements address functional, performance, and
security issues. As shown in Figure 20, the core TRG implementation is parti-
tioned to three major components, namely, trigger event collection, processing,
and storage. The figure also depicts examples of TRG event sources (QoS, Layer
2 Information, Cost, and Network load) and of TRG consumers (applications,
Mobile IP, HIP and VERHO). As mentioned earlier, the same component may act
as a trigger source and consumer at the same time, as in the case of MobileIP in
the figure. In short, events are collected from the corresponding sources and are
handed over to the trigger processing engine, which is responsible for timestamp-
ing and reformatting triggers (if necessary), and assigning them to the appropri-
ate group. Consumer-specific rules for filtering and the filtering itself are handled
during trigger processing. Processed triggers typically have an expiration time,
after which they are automatically removed from the active triggers repository.
TRG supports the application of different triggering policies (see Section 3.2.4),
defined as a set of classification, filtering, trust, and authorization criteria/ rules.
This allows our implementation to enforce a different policy at different times or
when the node operates in different contexts.

The design and realization of the TRG functionality is flexible in the way
that it supports dedicated mechanisms to handle the prioritization of events or
ensuring the trust between different entities (consumers and producers). This
helps to address one important issue, which several papers, see for example [35,
82, 11] focus on, the temporal event ordering and other time-related issues. Most
importantly older event should not overrun newer or current valid event infor-
mation.
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3.2.1 Triggering Events Collection

Triggering events collection is a function in TRG, which receives events from var-
ious sources in the network system via the trigger collection interface. A TRG
implementation may contain several event collectors, which may be distributed
and be responsible for collecting different types of events. The need for differ-
ent event collectors arises from the fact that the origin of an event source can
be a hardware device, a system component implemented in kernel space, or an
application implemented in user space. For example, each device driver could
implement its own event collection functionality, which could be capable of han-
dling triggering events produced by the specific device only. Moreover, sources
can also be located in the network, at active network elements or at the user’s
home network, for example. Finally, a particular TRG implementation can act as
a consumer of another TRG located in a different node. Thus, orchestrating the
collaboration of several collection entities, in order to efficiently gather a larger
amount of events.

Having dedicated collectors for different event sources enables the use of
TRG in different operating systems as well. The collector can format the events
to the format that TRG understands and there is no need to modify the core of the
TRG functionality; instead the collector can be modified as necessary. This is also
one of the key points in the architectural design of TRG that enables it to handle
cross-layer information by having a collector at different layers as needed. For ex-
ample, TRG can get connectivity information in FreeBSD through a collector that
uses Route Socket and in Linux through a similar collector that uses RTnetlink
socket. Obviously these collectors need to have their own implementation. The
core of TRG could be implemented in kernel space for performance reasons, al-
lowing for direct access to lower layer information. On the other hand, TRG can
be implemented in application space, allowing for greater flexibility and easing
the implementation and code evolution. The proof of concept validations of TRG
described later in this dissertation follow the latter approach.

3.2.2 Trigger Processing

TRG handles triggers using a common format and reformats any "legacy" ones
into a chosen format once they arrive via the triggering event collection.The trig-
ger format is illustrated in the Table 1.

This common format for triggers allows the use of already existing event
sources, which are not yet compatible with the TRG, and will be instrumental
in migrating "legacy" systems to the new framework. New sources should im-
plement the trigger event collection functionality and use the trigger collection
interface in order to register their triggers and to make them available to con-
sumers. Consumers can subscribe by specifying a set of triggers (and, optionally,
filtering rules) and are expected to unsubscribe when they do not wish to receive
them any longer. For each consumer subscription, the TRG processing compo
nent ensures that filters are formatted correctly. It may also supply default filters
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TABLE 1 Trigger format

Field Type Description
id integer Trigger identifier, same as producer identifier. Map-

ping producer name to identifier.
type integer Specific to the trigger identifier. Mapping producer

information to type.
value std:string Specific to trigger type.
timestamp time_t Time when a trigger enters the TRG repository.

for certain consumers, and performs the actual filtering. Basic rules can also be
used as building blocks or for crafting more sophisticated rules.

3.2.3 Trigger Repository

The repository is designed to meet the stringent requirements placed by the mo-
bility management, but it can be used to store non-mobility triggers also. The
basic primitives include adding, removing, updating, and disseminating triggers
in a standardized format. Each stored trigger has an associated lifetime and is
removed automatically once it expires.

3.2.4 Policies and rules in trigger management

TRG supports different triggering policies, defined as a set of classification, filter-
ing, trust, and authorization criteria/rules. This allows TRG implementation to
enforce a different policy at different times or when the node operates in different
contexts. The availability, on the one hand, of a system-wide policy and, on the
other, consumer-supplied filters lies at the centre of our TRG design.

System policies ensure that only designated consumers can receive certain
groups or types of triggers. For example, a node may operate under different
policies depending on whether the user is on a business or a leisure trip. Poli-
cies can also establish different trigger classifications and groupings in different
contexts and are typically stored in a separate repository accessible to the TRG
implementation. Filters allow the consumer to focus on a trigger subscription.
For example, a monitoring application may be interested in receiving all network
utilization measurements, while a VoIP application may be interested in receiv-
ing a trigger only when the utilization exceeds a certain threshold and the user is
on the call. In fact, a VoIP application can even opt to be an intermittent trigger
consumer, subscribing and unsubscribing to receive certain triggers solely when
needed. TRG implementation uses access control policies to define:

- Which producers are allowed to register and send triggers to TRG. Produc-
ers are identified by the trigger IDs they register, and can be chosen on a system
basis. For example, a policy allows only specific producers to register with TRG.
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- Which consumers are allowed to subscribe to triggers. Policies can be very
specific, specifying which consumers can receive certain triggers and from which
producers.

Consumers are identified by their locator (typically a host address). For ex-
ample it is possible to enforce a policy that dictates that triggers from a producer
with ID=50 are allowed to be subscribed only from "localhost" entities. The Pol-
icy Manager applies access control using policies described in XACML (OASIS
eXtensible Access Control Markup Language) [49].

Don’t check anything from Policy Manager yet. 
Check when trying to send if it’s allowed or not.

Producer Consumer TRG Policy Manager

1:addPolicy()

2:Register()
3:checkSending()

4:subscribe() 5:checkReceiving()

6:subscribeAll()

7:sendTrigger() 8:checkReceiving()

9:sendTrigger

Case1: 
Normal subscribe

Case2:
Subscribe All

TRG adds policies 
during initialization

FIGURE 21 TRG-Policy Manager Message Sequence Diagram

Figure 21 shows which policy manager functions are called when a pro-
ducer registers or a consumer subscribes. Typically the decision on whether to
allow producer registrations and consumer subscriptions is made immediately
based on the system policies, and the result is returned to the initiating entity. If a
consumer attempts to subscribe to all triggers, the decision may be deferred until
triggers become available. That is, the subscription for "all triggers" effectively
becomes a subscription for "all triggers allowed" when system policies dictate so.
In the prototype implementation, policies are described using access control lists
read from a configuration file. Policies also define which consumers are allowed
to subscribe and for which trigger.

3.3 Trigger management framework and 802.21 Media independent
handover

The IEEE 802.21 Media Independent Handover (MIH) [26] working group is the
standardizing body for an information service that will facilitate media indepen-
dent handovers. The scope of the IEEE 802.21 standard is to develop a mechanism
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that provides link layer intelligence and other related network information to up-
per layers to optimize handovers (HO) between heterogeneous IEEE 802 systems
and facilitates HOs between IEEE 802 and cellular systems. IEEE 802.21 helps
with HO initiation, network selection and interface activation. The purpose is
to enhance the experience of mobile device users. The standard supports HOs
for both stationary and mobile users. For mobile users, HOs are usually needed
when the wireless link conditions change. For stationary users, HOs are needed
when the surrounding environment changes. Both the mobile node and the net-
work may make decisions about connectivity. The HO may be conditioned by
measurements and triggers supplied by the link layers on the mobile node. The
IEEE 802.21 standard defines services that enhance HO between heterogeneous
access links. Event service, Command service and Information service can be
used to determine, manage and control the state of the underlying multiple inter-
faces. By using the services provided by the MIH function, users, such as Mobile
IP, are able to better maintain service continuity, service adaptation, battery life
conservation, networks discovery and link discovery. The MIH function also fa-
cilitates seamless handovers between heterogeneous networks.

Both TRG and the IEEE 802.21 MIH function seem quite similar, aiming
to improve mobility management performance. But IEEE 802.21 stops short of
allowing upper-layer entities to provide events that can drive a HO. It was im-
possible to compare the performance of the implementations since no MIH im-
plementation was available when the tests with TRG were performed. The TRG
approach emphasized standardized ways for consumers to receive a trigger from
a variety of sources. Easy application registration to TRG permits them to get
the information they want from different sources. Event generation, on the other
hand, is by its very nature a distributed process and, without a central agent, all
sources and consumers are forced to create a fully meshed topology. By intro-
ducing TRG, event collection becomes straightforward and trigger distribution
standardized. Instead of using only the services provided by the 802.21 MIH
functionality it is suggested that the system should use the TRG framework to-
gether with 802.21 services. 802.21 can be, for example, the source entity that
provides the lower layer information for TRG framework since TRG can be used
to collect and distribute the upper-layer information.

While IEEE 802.21 is designed only for mobility management, TRG can be
used for other purposes as well. The design of TRG is not limited to guide only
mobility management and handover decisions. For example, TRG is used as an
important building block for the Ambient networks Information Service Infras-
tructure (ANISI) [18]. ANISI is an information service infrastructure designed
to provide services and applications at different layers of the protocol stack with
support for network information gathering, correlation and intelligent decision-
making in support of enhanced mobility management and context-aware com-
munications. There, as part of ANISI, TRG allows the system components to
manage context and triggers comprehensively. TRG and IEEE 802.21 can also
provide cross-layer information to help adapting QoS-sensitive applications and
extend the traditional multimedia signaling protocols as presented in [59, 72, 5].
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It is also studied how TRG can provide hints about moving the communication
endpoint from one device to another, as explained in Section 3.4.1

3.4 Validation and experimental evaluation

The validation and performance analysis of TRG was carried out with a real TRG
implementation with several different use case scenarios. TRG architecture de-
sign, with the possibility to use separate event collectors in different environ-
ments, makes a TRG implementation portable, and it has been integrated in sev-
eral prototypes. Also the user-space C++ implementation of TRG has been tested
with several different operating systems: FreeBSD release 6.1, Linux Fedora Core
with kernel 2.6.12, Ubuntu Linux 8.04.3 LTS and 10.04 LTS with kernels 2.6.24-
5mip6 and 2.6.32.15+drm33.5, Windows XP, Mac OS X with kernel 10.7.0 and
Linux familiar v.0.8.4 with kernel 2.4.19. The user space TRG implementation can
be compiled to support also other operating systems, such as Maemo, for exam-
ple.

TRG has been tested with different mobility protocols with the focus on us-
ing the Mobile IPv4 [57], Mobile IPv6 [28] and Host Identity (HIP) protocols [45].
TRG is also a part of the Ambient Networks Architecture [47] and a prototype as
discussed in [50, 67, 53]. TRG and Mobile IP integration with the use of network
information presented in [34, PVIII] showed the benefits of using TRG for the
Mobile IP when network is congested. HIP integration with TRG and test evalu-
ations presented in [51] showed as well that TRG processing forms only a small
factor (less than 9 percent) of the total processing time, namely, trigger collection,
processing and dissemination.

TRG has been validated with the Ambient Networks mobility management
with moving network support and also with a session mobility scenario [PIV,
PV] as well as a part of the Ambient Networks gateway selection [36]. TRG is a
main component of the distributed control and management framework as de-
scribed in Section 3.5. In addition to TRG with mobility management, it has been
investigated how TRG can help scalable video adaptations [59]. And last but
not least the performance of the TRG implementation was tested with dedicated
scenarios [PVII].

The work contributing towards this dissertation focused on the mobility
management, and the following sections summarize the TRG validations and
tests related to this area.

3.4.1 Session mobility with trigger management framework

Instead of limiting the validations to traditional mobility management protocols
it was decided to implement a new novel mobility scenario where TRG was em-
ployed to enable streaming video session handovers between two mobile devices.

In the scenario of Figure 22, the user starts watching a video streamed to his
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FIGURE 22 The video is streamed to the laptop (left), followed by a session handover
to the PDA (center), and a handover back to the laptop (right)

laptop. His PDA is nearby, and the user decides to move to another room but
would like to keep watching the video on the way. The PDA is fitted with a Soap-
Box multi-sensor device (detailed in [74]), which produces sensor messages for
TRG. A sensor producer reads raw sensor data from SoapBox and refines them
to sensor messages like "acceleration X sensor = 1.62". Sensor data is collected
and forms higher level context information messages like "device orientation =
downwards". These are sent to the TRG via a trigger collection interface. The
decision to use SoapBox as a TRG producer was based on the fact that sensors are
becoming more common in everyday life and new smartphones come with sev-
eral sensors that can measure, for example, illumination. These sensors are well
suited to act as trigger sources. When the user picks up the PDA, a "vertical ori-
entation" trigger initiates a session handover from the laptop to the PDA; the two
have to coordinate and make arrangements for the transfer of a video streaming
session (Figure 22). A successful session handover allows the user to receive the
streaming video on the PDA over the IEEE 802.11 seamlessly. The user can also
explicitly initiate a session handover by pressing a PDA button. In this example,
TRG handles triggers associated with the mobility, orientation, and user prefer-
ences, keeping the video flowing smoothly while changing the communication
end-point.

Figure 23 illustrates the logical topologies of two different test cases, which
were evaluated in a laboratory environment, based on the scenario shown in Fig-
ure 22. On the right-hand side of Figure 23, all devices are connected using IEEE
802.11 in an ad-hoc mode, as if the user were streaming the video from his dig-
ital collection at home. On the left hand side, the server is located in a different
network, as would be the case when watching a video from a service provider
over the Internet. In both setups, a ten minute video encoded at 576 kb/s was
streamed over UDP. At t = 3 min, a session HO from the PDA to the laptop is
triggered, and at t = 7 min, the session is "moved" back to the laptop. The quality
of the video stream was qualitatively examined, and any losses of frames were
noticed. It is important to note that the focus of these experiments is not on show-
casing the session handover, the above being simply a particular application of
triggers leading to a HO. These experiments aim at assessing the feasibility of
introducing a TRG implementation in small handheld devices. The purpose is
not attempt to formally draw peak signal to noise ratio (PSNR) curves but point
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FIGURE 23 Topology of the session handover testcases

out that the absence of packet loss in our evaluation scenarios is a good indica-
tion about the ability of the current TRG implementation to expeditiously deliver
triggers and enable video session handover.

Traffic traces were captured by using tcpdump during the experiments. All
packet IDs sent by the video server were compared with the packet IDs received
by the Laptop. The PDA video clients showed that no packet losses occurred
during the session handover. The effect of TRG signaling and the actual session
handover on packet delay was negligible, compared to the packet delays before
and after the session handover. Figure 24 illustrates the packet interarrival time
as recorded by tcpdump at (a) the streaming server, (b) the receiving laptop and
(c) the receiving PDA. The left-hand side shows the packet interarrival time mea-
sured at the streaming server, laptop and the PDA during the delivery of the 10-
min video stream. The solid, dumpy line is caused mainly by the measurement
of the server and the most important information is above or below that line.
In Figure 25 we zoom in at around t=3min when the first session HO is triggered
from the laptop to the PDA. As Figures 24 and 25 illustrate, only few packets have
>0.1 s interarrival time. These results are very promising, taking into account that
this is a prototype implementation and because the PDA was running the video
client and captured packets using tcpdump throughout the experiment, leaving
few spare system resources available.

This work has focused on the empirical validation and evaluation of TRG.
The theoretical aspects (scalability, security, reliability) have been partly addressed
elsewhere [58] and any further analysis is also part of a future work agenda. It
is important to note that these sets of experiments go beyond showcasing the
concept of TRG-assisted session HOs. This is simply a particular application of
triggers leading to a handover. Instead, they aim at assessing the feasibility of
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FIGURE 24 Experimental results when triggering a session HO

FIGURE 25 Zoom in to experimental results when triggering a session HO

introducing a TRG implementation in small commercial, off-the-shelf handheld
devices.

3.4.2 Performance analysis of trigger management framework

The development and evaluation of TRG continued with the new test cases where
an updated implementation of TRG, enhanced with web service interfaces, was
used. In these tests 100 000 triggers were submitted from several sources to TRG,
and TRG delivered them to different consumers. There were two different test
cases, aiming to of quantify TRG performance under stress (and perhaps clearly
"unrealistic") conditions. Test case 1 employed n producers connected with m
consumers via TRG. During the test, each producer sent 100 000 back-to-back
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triggers and all the triggers were distributed to all m consumers. This means that
TRG needed to process n× 105 triggers and deliver n×m× 105 triggers. Figure 26
illustrates an example case where each of n=3 producers A, B and C sent 100 000
triggers (trigger IDs 51, 52 and 53, respectively), to m=4 consumers (I, II, III, IV).
That is, in this particular scenario, each of the four consumers received 300 000
triggers from TRG.

FIGURE 26 Triggers in Test Case 1

FIGURE 27 Triggers in Test Case 2
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Since there are several possible scenarios about how triggers are distributed
between producers and consumers, also a test case 2 setup, where each con-
sumer has only one dedicated producer, was defined (Figure 27), In this setup
TRG needs to process n × 105 triggers and deliver m × 105 triggers. If there are
more producers than consumers, triggers will be distributed evenly between the
available consumers. As mentioned, tests were carried out using the C++ imple-
mentation of TRG with web service interfaces for producers and consumers. For
the performance tests a laptop with an Intel Pentium M 1.70 GHz PC with 1 GB
RAM, running FreeBSD release 6.1 was used.

Table 2 shows the number of delivered triggers with average processing
times in milliseconds for each trigger received by TRG from the producers in
test case 1. In this case, only the number of consumers has a major effect on the
processing time of each trigger. This indicates that TRG can cope with several
registered producers even when there is no subscribed consumer for certain pro-
ducers. Moreover, the average trigger processing time is only few ms/subscribed
consumer in this prototype implementation stress test.

TABLE 2 Total number of delivered triggers and average processing time (in ms) per
trigger in test case 1

Producers
Consumers 1 2 3 4 5

1 100k, 1.7 ms 200k, 1.7 ms 300k ,1.8 ms 400k, 1.7 ms 500k, 1.8 ms
2 200k, 2.3 ms 400k, 2.5 ms 600k, 2.4 ms 800k, 2.5 ms 1000k, 2.4 ms
3 300k, 3.2 ms 600k, 3.2 ms 900k, 3.2 ms 1200k, 3.1 ms 1500k, 3.3 ms
4 400k, 3.7 ms 800k, 3.8 ms 1200k, 3.8 ms 1600k, 3.8 ms 2000k, 3.8 ms
5 500k, 4.5 ms 1000k,4.6 ms 1500k, 4.7 ms 2000k, 4.7 ms 2500k, 4.5 ms

Figures 28 and 29 show the total processing time of Test Case 1, with and
without the TRG filtering mechanism. It can be seen that when the number of
consumers and producers increase the total processing time will also increase in
a linear fashion. This is expected since the number of processed triggers increases
when more consumers and producers are added. The costs of adding consumers
and producers are both linear, but the cost of adding consumers is greater than
the cost of adding producers.

To give an example, when making a simple comparison with the calculated
slope k = Δy/Δx of the curves of total processing time, with and without filter-
ing, it shows that the processing time increases faster when there are more con-
sumers (the slope of the curve with 1 consumer k = 177,6 and with 5 consumers
k = 454,9 in the Test Case 1 without filtering). This behaviour can be explained
as a cost of the duplication of triggers because the number of triggers that have
to be duplicated and delivered to the consumers increases when more consumers
are added. However, this does not increase the average processing time of one
trigger. The number of producers also has an effect on the total processing time
but not as marked as that due to the number of consumers.

The cost of using the filtering function of TRG was evaluated first with the
Test Case 1. Now each of the 5 producers who registered for sending triggers
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FIGURE 28 Processing time in Test Case 1 without filter processing
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FIGURE 29 Processing time in Test Case 1 with filter processing

sent 100 000 triggers. Thus TRG received a total of 500 000 triggers during the
test. Figure 29 shows the total processing times when the filtering mechanism
was used. When there is 1 producer, the other 4 producers are filtered away,
and the triggers from the sole producer are duplicated and delivered to all four
consumers. In the case with 2 producers, the rest 3 are filtered away, and so on.
The results show that it takes more time to process all triggers, but this is not
caused by the filtering mechanism itself. When comparing the total processing



64

times, as the triggers from 1 producer are delivered to consumers (Figure 29), the
total processing time is increased, but this is because now there are 5 times more
triggers received by the TRG than was the case without the filtering mechanism,
since all 5 producers are sending 100 000 triggers all the time during the test.
When the filtering mechanism is not used, the number of producers is controlled
by making a new registration for each producer.
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FIGURE 30 Average processing time per trigger in Test Case 2 without filter processing

To further quantify system behaviour when filtering is employed, we con-
sider Test Case 2. When evaluating the filtering function in Test Case 2, each con-
sumer had a filtering rule that was true for all triggers, allowing the distribution
of all triggers to the subscribed consumers. By having this "receive all triggers"
rule it was possible to test the effect of the filtering mechanism: every time when
a trigger is produced, TRG needs to run the filtering mechanism before passing
the trigger to the consumers, even though none of the triggers are filtered away.
The purpose was to test the effect and cost of running the filtering function. The
filtering mechanism itself does not have a major effect on the processing time
when compared to the effect of increasing the number of consumers.

When comparing the processing times in Test Cases 1 (Table 2) and Test
Case 2 (Figures 30 and 31), we see that the duplication of each trigger to every
consumer, which is needed in Test Case 1, increases processing times. In Test
Case 2, when the numbers of producers and consumers are equal the differences
of the processing times can be measured in microseconds, since now there is no
need to duplicate any triggers. The differences in the test cases are shown in
Figures 26 and 27.

The test and evaluation cases show that it is, in fact, the duplication of trig-
gers and number of messages that have the major effect on the processing time
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FIGURE 31 Average processing time per trigger in Test Case 2 with filter processing

of triggers. It can be seen in Figures 30 and 31, for n=5 producers and m = 5 con-
sumers, that the processing time does not depend on the number of consumers.
In this case there is no duplication of triggers since each consumer has only one
dedicated producer the events of which are not distributed to other consumers.

The feasibility of using the TRG framework to process, filter and dissemi-
nate a huge amount of triggering events was shown in practice. Each case showed
that the processing time of one trigger does not increase, even when processing a
huge number of triggers. Even though the test cases are clearly unrealistic with
the huge number of triggers employed, they prove that using TRG doesn’t cause
any major delays to the handover time. On the contrary, TRG enables the han-
dover mechanism to react more rapidly to more events. It is also important that
filtering mechanisms do not have any major effect on the processing time since
this allows handover decision mechanisms to react faster to important events. It
was shown that the cost of having more consumers and producers increases the
processing times linearly, and the cost of using the filtering function has only a
marginal effect on the processing times. Of course, more total processing time is
needed for processing and disseminating all triggers in the test cases. However,
implementation of grouping and classification of triggers [PV] and a mechanism,
e.g. in the TRG source for prioritizing the trigger traffic, allowing the critical trig-
gers to be processed and distributed faster, TRG is ready to process the triggering
events.
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3.5 Distributed mobility management in heterogeneous networks

As this dissertation focuses on the IP based mobility management especially on
the heterogeneous network environment, the author and his colleagues built a
heterogenous networks testbed in VTT’s Converging Network Laboratory [8]
with WiMAX 802.16d, WLAN 802.11g and 3G/HSDPA technologies. In the test
there were two different test setups; one described in the Section 3.5.2 and another
in [24]. With the tests, it was possible to evaluate also the mobility of an entire
network by introducing a mobile router for a mobile network. The behaviour of
the mobile router with the Mobile IP protocol is similar to that in the single mo-
bile node case. One difference is that the mobile router acts as a gateway router
for other nodes in the mobile network.

As a part of the evaluations in a real environment, a new idea and concept
about distributed mobility management was created. The idea is based on the fact
that, for mobility management, there may be many different nodes involved and
those nodes should work in a cooperative manner. For example, in the network
side there are nodes that know best their own status, e.g. the level of congestion in
the access point or routers. In the similar way, the mobile node obviously knows
best its own status and preferences. For enabling cooperation and information
distribution, a Distributed Control and Management Framework (DCMF) [PVIII,
38] was defined. The work related to DCMF is a part of a still ongoing research,
but the following section will give a brief introduction to DCMF.
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FIGURE 32 The Distributed Control and Management Framework (DCMF)



67

3.5.1 Distributed Control and Management Framework (DCMF)

Figure 32 illustrates the Distributed Control and Management Framework (DCMF).
The illustration also shows examples of the software modules and functionali-
ties that are typically located at mobile terminals (left-hand side of Figure 32)
and in core network nodes (right-hand side of Figure 32). DCMF is designed to
support distributed information exchange between operators, enable advanced
access control, and allow for different optimization techniques such as balanc-
ing traffic load between access points. The basis of this framework is the TRG
functionality (see Section 3.2) that provides a unified signaling architecture be-
tween network nodes, capable of serving different entities, located either in the
network or in the terminals and controlled by different players (terminals by the
user, network by the service provider). The network side elements (right-hand
side of Figure 32) that will benefit from such a signaling framework include, for
example, network/operator aided mobility management and resource manage-
ment. On the terminal side (left-hand side of Figure 32), mechanisms such as
mobility management or transport protocol optimization solutions need access
to extensive amount of information related to network access characteristics and
roaming.

The information that is made available through DCMF by employing TRG
for signaling between nodes can be used for optimizing network and terminal
side operations in terms of application QoS requirements, energy efficiency, secu-
rity, and network load balancing. In order to obtain relevant information for the
decision-making process, we need to rely on, for example, operator policies, QoS
measurements, and various cross-layer events (e.g. those defined and grouped in
Section 3.1.

The components of the DCMF may vary depending on the architecture and
the needed setup. One possible setup and architectural view of the components is
shown in Figure 33. In this setup the main components are TRG, Network Expert
System (NES), Mobile Expert System (MES), and network resource probes.

Probe

NESNetwork side
TRG

Device side
TRGMES

Mobility 
solution

Device 
side

Network 
side

Access
network

Resource 
monitoring Rules and

 policies

FIGURE 33 Main components of Distributed Control and Management Framework
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The role of TRG in the DCMF is to act as an interface between the infor-
mation sources and the information consumers. TRG provides an information
dissemination mechanism between the core network and mobile devices through
the wireless access network. Information dissemination can use the cascaded
functionality of TRG. In the cascaded mode, one TRG network entity collects in-
formation from the network and acts as an information source to another TRG
entity.

Other network side components are the Network Expert System (NES) and
network resource probe(s). Network resource probes are the components that are
collecting available information from the network side. A network probe can,
for example, collect valuable information from WLAN access points using the
Simple Network Management Protocol (SNMP [33]). This information is further
processed by NES, which is a Self-organized Map (SOM) [78] based decision-
making component. NES is capable of analyzing the level of congestion in an
access network. Human experts can guide the decisions of NES by using dif-
ferent training data and by defining different sets of rules and policies to guide
the decision-making (for more information about the functionality of NES, the
reader is referred to [24]). This processed information is further collected by the
network-side TRG which provides the information (in the form of triggers) to
the TRG residing on the mobile node. Communication with TRG uses reliable
Web services or plain TCP sockets depending on the source or the consumer. The
communication between TRGs is always Web service based. Figure 34 shows
the messages in a simple example case where congestion information is gathered
from a WLAN access point to the mobile terminal.

FIGURE 34 Message flow between the components

By using this approach, it is possible to minimize the access network traf-
fic as well since only the necessary information is transferred to the mobile node
over the wireless network (message 5 in Figure 34). The information can be fur-
ther analyzed by the Mobile Expert System (MES) on the mobile node. The MES
in the mobile node can be a similar entity as the VERHO system, described in Sec-
tion 2.7.1 The main idea for this approach is that each node and network knows
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best its own conditions, characteristics, and resources and can help other entities
to make their own decisions as well.

3.5.2 Validation in heterogenous networks testbed

Mobile network

Mobile routerStream client

Home agent

Network
Information

Server

Video stream / Measurement path

3G/HSDPA network

WLAN2

WiMAX

WLAN1

Internet

Network 1

Network 3Network 2

Streaming
Server

QoSMeT

TRG
TRGQoSMeT

FIGURE 35 Heterogeneous networks testbed and the DCMF evaluation scenario

Figure 35 illustrates the testbed and a scenario for evaluating and validating
the DCMF operation and mobility management. With this testbed it was possi-
ble to measure and demonstrate the performance benefits achieved in a mobile
multiaccess environment. The testbed, described next (see Figure 35), includes
a mobile router (MR) providing access to a mobile client. In the beginning of
the scenario, a MR is connected to a WiMAX network. In the next step the MR
switches its connection to WLAN1. While connected to WLAN1, the MR moves
away from the WLAN1 access point, and, as the WLAN1 signal weakens below
a threshold, the MR makes a handover to WLAN2. While in WLAN2, the MR
moves out of the coverage of both WIMAX and WLAN2, and, as WLAN1 gets
suddenly congested, the MR makes a handover to a 3G network. During the
scenario, the client connected to the MR continuously streams a video from an
Internet service.

The testbed includes a 3G/UMTS cell, two WLAN access points, and one
WiMAX cell (see Figure 35). Using this testbed we show how DCMF can help mo-
bility management and can significantly improve the end-user experience. The
configuration consists of three network servers, four access networks to which the
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mobile router is connected to, and a client connected to the mobile router (MR).
For mobility management, the MR uses Mobile IPv6 (UMIP implementation) [76]
enhanced with DCMF and acts as a router to the mobile network. DCMF pro-
vides the triggers detailed in Table 3 to the Mobile IP (MIP) client running on
the MR. These triggers are provided locally on every network interface addition
or removal, interface IP connectivity change, and routing table change. DCMF
provides also triggers concerning WLAN access point operational or congestion
status changes and radio interface quality changes.

The decision logic added to the Mobile IP client uses the triggers listed in
Table 3 to evaluate all available networks and steer the MR to choose the best
possible network.

TABLE 3 Example triggers in the testcase

Name Description
INTERFACE_ADD Network interface added to the local machine
INTERFACE_REM Network interface removed from the local machine
INTERFACE_CONN Local network interface gained IP connectivity
INTERFACE_DISC Local network interface lost IP connectivity
ROUTE_ADD Route added to the local routing table
ROUTE_DEL Route removed from the local routing table
WLAN_OPER_REM WLAN access point operational status change
WLAN_CONG_REM WLAN access point congestion status change
WLAN_QUAL_REM WLAN radio interface quality status change

In the tests the QoSMeT measurement tool was used [64], which is running
on the streaming server, and the client, were used. QoSMeT can measure one-
way QoS characteristics experienced by a video stream from the server to the
client. QoSMeT is a QoS measurement tool which was developed by VTT and
which uses GPS synchronization to accurately measure one-way QoS character-
istics such as packet delay or jitter of an end-to-end link. The video used in the
experiment is streamed over UDP (with an MTU of 1358 bytes) at an average bit
rate of 485 kb/s.

3.5.3 Results

Figure 36 illustrates three aspects related to the experiment. First, the delay ex-
perienced by the video stream in the testbed with the presence of DCMF; second
the network which is actively used for streaming the video to the client; and
third the point at which a vertical handover occurs. The MR is initially connected
to the WiMAX network (A). The WiMAX network is then disconnected and the
MR makes a handover to the WLAN1 network (point B in Figure 36). When
the WLAN1 network gets congested (by adding UDP traffic with a bit rate of 60
Mb/s to another node in WLAN1) the MR makes a handover to WLAN2 (point
C). Finally, the WLAN2 network’s transmission power is lowered gradually until
the MR makes a handover to the 3G network (point D).
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FIGURE 36 One-way packet delay and handovers in our testbed evaluation
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FIGURE 37 Signal strength measurement

Although a network card is able to maintain a connection with an access
point, packets can still be lost due to low signal strength. To address this, DCMF
provides triggers based on the wireless network adapter’s signal strength. Sig-
nal strenght with some threshold and hysteresis values is a very commonly used
trigger for handovers. The threshold and hysteresis help to avoid unnecessary
handovers [60, 52]. Figure 37 illustrates a signal strength measurement by an in-
formation source in the DCMF. When the signal strength drops below the lower
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FIGURE 38 Network congestion in WLAN1 in case of DCMF assistance

threshold set in the information source, the source sends a trigger informing in-
terested parties that the interface in question is considered to be down due to low
signal strength. Again when the signal strength rises above the upper threshold
a trigger indicating that the interface is up is sent. The interface down trigger
based on the signal strength triggers the handover (D) in Figure 36.

The MR by itself can only assess the quality of a WLAN connection mainly
based on the received signal strength. DCMF can provide additional information
from the network to the MR via the TRG. The handover (C) in Figure 36 is a result
of such information. At that point in our scenario WLAN1 is heavily congested
with additional traffic from another client in the network. The WLAN probe in
the network information server (NIS) notices this and sends a trigger to the TRG
running in the NIS which forwards the trigger to the TRG in the MR which in turn
sends it to the decision logic guiding the MIP client. The decision logic instructs
the MIP client to switch to the WLAN2.

To better illustrate the advantage of DCMF in mobility management we
can focus on the handover (C) in Figure 36. The packet delay in this situation
is graphed in Figure 38 and as a reference without the help of DCMF in the same
situation in Figure 39. In Figure 38 with the help of DCMF the packet delay re-
mains constant and only 90 packets are lost while the MR makes a handover to
the WLAN2. This packet loss is caused by the delay between the start of the con-
gestion and the initiation of the handover. Visually, a casual viewer experiences
a small glitch in the video just before the handover is made. Figure 39 shows the
loss of 1703 packets and no handover at all is made by the MR during this time.
Eventually, after 6238 lost packets, the MR makes a handover which is caused
by the MR not being able to update its binding with its HA because of the con-
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FIGURE 39 Network congestion in WLAN1 without the assistance from DCMF

gestion. Visually this corresponds to 50 seconds of unintelligible video. During
this time only occasional broken frames of the video are displayed to the person
viewing the video.

The Table 4 shows a classification of the packets in Figures 38 and 39 based
on the delay. The table also shows the number of lost packets. As can be seen
from the table, DCMF enhanced system offers better QoS in terms of packet loss,
the packet loss being 2.2% with DCMF compared to 42.6% without DCMF. Also
during the congestion, the delivered packets without DCMF have significantly
longer delay, which can be seen as the number of packets with delay over 0,01
sec.

TABLE 4 Packet delay distribution (sec)

Delay < 0,004 0,004 < Delay < 0,01 Delay > 0,01 Packets lost
DCMF 3369 (84.2%) 518 (12.9%) 24 (0.6%) 90 (2.2%)

No DCMF 1303 (32.6%) 690 (17.2%) 305 (7.6%) 1703 (42.6%)

The measurements, during which DCMF was not used, were made using
the default settings of the MIP client. In this case the most relevant setting was
the interval at which the MR renews its binding with the Mobile IP Home Agent
(HA). The default of this setting on the MIP client used is 60 seconds. This means
that the MR’s network connection will be down 30 seconds on an average in the
case of a total connection loss or severe network congestion as in the example.
This problem can be diminished by lowering the binding renewal interval but
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this also puts unnecessary strain on the network as the communication between
the MR and the HA increases. Still, with less severe congestion it is possible for
the MR to experience lowered QoS and packet losses for indefinitely long periods
of time as long as the MIP client is able to renew its binding with HA.

Figure 40 shows a concrete example of an end user experience about a video
stream will in a congested network. This shows quite nicely that also mobility
management may have a significant role in the end user experience.

FIGURE 40 User experience in handover case

The test case evaluations, as seen from the evaluations and figures, showed
that there is a clear benefit of using DCMF to assist mobility management proto-
cols. This evaluation case and the implementations used are also steps towards
the media-independent seamless handovers in the mobile wireless world.

3.6 Summary

This chapter focused on the mobility related events and presented a novel TRG
framework for managing mobility related triggers. It described the functional-
ities for collecting information from various event sources originating not only
from the lower layers of the protocol stack (physical, data link, and network), but
also from the upper layers and processing the collected events in a standardized
trigger format. By using the defined mechanism, the TRG framework enables
easy and efficient use of cross-layer and cross-domain information. This frame-
work was implemented and evaluated by performing tests in a real environment
with several operating systems (Linux, FreeBSD, Windows, Linux Familiar for
the PDA) to prove its robustness and to measure its performance.

Experiments with the TRG framework, including the performance tests and
evaluations, showed that the implemented TRG functionalities are very promis-
ing. TRG can be run in a small device with a very limited processing power, and
it can enable lossless session handovers between devices. Stress tests showed that
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the TRG filtering mechanism does not cause delay for processing time and that
TRG can be used to filter and disseminate a huge number of triggers from several
information sources.

It was also discussed how the mobility management can work in a dis-
tributed manner. The new Distributed Control and Management Framework
(DCMF) enables an efficient way of exchange and use of cross-layer information
in heterogeneous multiaccess environments. DCMF enables information flows
between network and mobile entities. Validation tests showed how distributed
mobility management can enable cooperation and information distribution be-
tween different nodes. They also showed that there are performance benefits
to be gained from using a network-aided information service to assist in han-
dovers. Validation test results further showed that a real benefit can be gained
from enabling efficient and cooperative use of information as a part of mobility
management and that there is also a need for it.



4 CONCLUSIONS AND FUTURE WORK

This dissertation deals with research challenges and problems caused by the het-
erogeneity of the networks. Its main focus is the functionality of the current
mobility management and protocols in the access networks. This dissertation
also presents new approaches, which will help mobility management functions
to achieve seamless mobility for the users. The functionality and the problems of
the different mobility management protocols and their behavior, especially in the
heterogeneous environment, is discussed. There is a special focus on solving the
problems caused by mobility protocol handovers, handover decisions and col-
lection and distribution of mobility related information. The investigation also
sheds light on how the mobility management can work as a distributed solution
in current and future network architectures.

The study of the mobility protocols consists of the evaluation of several mo-
bility protocols, their functionalities and drawbacks. Even though there are sev-
eral protocols suitable for vertical handovers and mobility management in the
heterogeneous environment, seamless mobility is not possible without any ex-
tensions to these protocols. The study consists of a definition for the new DRiWE
protocol. The main effort with the DRiWE protocol was to study and evaluate
mobility management in devices with several access technology interfaces avail-
able. This study with a real testbed implementation gives a very good starting
point to develop the other mechanism needed for better mobility management.

The research includes a definition and implementation of the VERHO sys-
tem described. The VERHO system is designed for vertical handover control and
is capable of managing the mobile node’s network interfaces. The system is also
designed to control the mobility protocols and is capable of doing the handover
decisions. The design and implementation was aimed at controlling the Mobile
IPv6 protocol. VERHO can use different trigger information for decision-making.
The information used by the VERHO system can be provided also for the use of
the different applications. The VERHO system was validated with a real imple-
mentation by using the link layer information provided by the dedicated link
layer information provider. Additionally the upper level triggers, collected e.g.
by the defined trigger management framework (TRG), may be used as a input for
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VERHO.
The very challenging work of collecting and distributing the different events

and triggering information originating from network and different layers of the
protocol stack is presented as well. The need for this information is due to new so-
phisticated mobile devices. Current and future mobile devices are capable of run-
ning demanding network applications and may have support for multiple access
technology. Thus it is mandatory to get the necessary information, e.g. for trig-
gering handovers. This research problem is approached with the definition of the
new triggering management framework (TRG). By using the defined mechanism,
TRG framework enables easy and efficient use of cross-layer and cross-domain
information. This framework was implemented and evaluated by performing
tests in a real environment with several operating systems to prove its robustness
and to measure its performance. The TRG framework experiments, with their
related performance tests and evaluations, indicate that the implemented TRG
functionalities are very promising.

As a part of the future mobility management and the validation work, a
new concept called distributed control and management framework (DCMF) was
created. The DCMF is designed to support distributed information exchange be-
tween operators, enable advanced access control, and allow for different opti-
mization techniques such as balancing traffic load between access points. The
basis of this framework is the TRG functionality that provides a unified signaling
architecture between network nodes, capable of serving different entities, located
either in the network or in the terminals and controlled by different players (ter-
minals by the user, network by the service provider). The DCMF concept with the
TRG implementation was validated in a real heterogeneous network. The vali-
dation tests and evaluations show that the use of mobility management related
information from both the mobile node and network will give a significantly bet-
ter quality of experience for the users.

As a part of the author’s current work and future agenda, the development
of the TRG and DCMF functionalities and concepts will continue. The aim is
to extend the solutions to serve better the future internet architectures and in-
telligent cognitive network architectures. This work has already started, and for
example TRG is already a part of a multiaccess dissemination networks solution,
defined in the 4WARD [2] project and described in [54, 68]. The work for intelli-
gent and cognitive network management has started as well, for example, within
the frameworks of the Univerself [77] Project and the Future Internet Research
Programme [17].
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YHTEENVETO (FINNISH SUMMARY)

Eri teknologioilla toteutetut langattomat verkot mahdollistavat palveluntarjoa-
jille ja käyttäjille uusia mahdollisuuksia erinäisten langattomien palveluiden to-
teuttamiseksi ja käyttämiseksi. Yhtenäistä näille palveluille on niiden saatavuus
mobiillilaitteilla, missä ja milloin tahansa käyttäjät haluavat.

Eri verkkoteknologioiden moninaisuus asettaa haasteita yhteyden muodos-
tukselle. Uusimmissa älypuhelimissa on käytettävissä useita eri liityntäteknii-
koita. Jotta palvelut olisivat saatavilla, kuten sanottu milloin ja missä tahansa,
täytyy laitteiden pystyä käyttämään eri verkkoteknologioilla toteutettuja verkkoja.
Palvelun katkeamattomuus verkkojen vaihtojen välillä ja niin sanottu saumaton
yhteys nousee avainasemaan liikuttaessa eri verkkotekniikoiden välillä. Saumat-
toman yhteyden totetutus eri tekniikoiden välillä on eritttäin haasteellista ja tarvit-
see protokollia ja tekniikoita, jotka mahdollistavat yhteyden vaihdon tekniikasta
toiseen.

Tämä väitöskirja, jonka nimi on Liikkuvuuden hallinta heterogeenisissä IP-
verkoissa, tutkii liikkuvuuden hallintaa eri teknologioiden välillä. Työ keskit-
tyy IP-protokollalla toimivien verkkojen toimintaan ja niissä liikkuvuuden tueksi
tarvittavien protokollien ja menetelmien tutkimiseen. Väitöskirjassa käydään
läpi useita eri liikkuvuutta tukevia protokollia ja menetelmiä. Väitöskirja esittelee
työn tuloksena syntyneet liikkuvuudenhallintaprotokollan, järjestelmän yhtey-
den vaihtamisen kontrolloimiseksi eri verkkotekniikoiden välillä sekä kehitetyn
mekanismin liikkuvuuden hallinnassa käytettävän tiedon keräämiseksi, proses-
soimiseksi ja levittämiseksi. Mekanismien tavoitteena on edesauttaa saumatonta
liikkumista eri verkkoteknologioiden välillä sekä tarjota käyttäjille aina paras ja
optimoitu yhteys. Lisäksi työssä esitetään menetelmä hajautetun liikkuvuuden
hallinnan toteuttamiseksi.
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Abstract- In this paper, we introduce mechanisms, which 
offer soft handover support between two different IP subnets 
for the mobile devices. The mobility support protocol that 
was developed tries to solve the same problem as Mobile IP, 
that is, how to manage up to date information about the 
location of a moving node and to keeps its connections 
established during its movement. It uses soft handover and 
relies on accurate routing information of routers 
participating in the protocol. The protocol work entirely in 
user space (Layer 7, 6 and 5 of the OSI model) and 
considers the handover only in layer 3. 
Keywords: Network protocol, handover, routing, mobility. 
 

I. INTRODUCTION 
 
The need for handling mobility in IP networks to serve real-
time traffic has increased nowadays. In the future there will 
be more and more mobile devices that will use IP based 
applications. Mobile IPv4 [1], Mobile IPv6 [2] [3] and 
Hierarchical Mobile IPv6 (HMIPv6) [4] [5] [6] are 
proposals for techniques to handle mobility. But it is still 
unsolved how to minimize the handover time when moving 
between two access routers that reside in different subnets. 
In mobile IP it is needed to send Binding Update messages 
to the home agent when doing the handover. The home 
agent can be quite far from the mobile node and that causes 
the signaling time to increase. During the past several years, 
there has been a lot of research about handover. It is 
proposed that mobile node can update the information first 
with the access routers to increase the speed of the handover 
[3]. The current IETF draft about fast handover [7] is 
developing the idea further so that the handover latency 
could be minimized and the handover would be more 
beneficial to real-time traffic. The proposed extension 
HMIPv6 to Mobile IPv6 introduces a new local home agent 
called mobility anchor point (MAP). The MAP is supposed 
to be closer to the mobile node than to its original home 
agent. The mobile node can do the updating first with this 
local MAP and after that with its own home agent. So the 
signaling latency during the handover can be reduced. 
Mechanisms where the mobile node can receive packets 
during signaling the update are also introduced. However, 
the protocol still cannot meet the requirement for traffic that 
is delay sensitive, such as voice, especially in macro 
mobility management [8]. 
  

In this paper, we present ideas about a protocol that tries to 
solve mobility problems in IP networks (first presented in 
[9] and [10]). This protocol has a handover mechanism, 
which achieves the soft handover without additional 
buffering. The basic idea is that in IP networks there are 
several possible techniques available to make the IP based 
connection (e.g. WLAN, GPRS or EDGE). For using 
different techniques, the mobile node should also have 
different interfaces for each technique. These interfaces can 
be used simultaneously during the handover. The handover 
is made only between the access routers. The mobile node 
does not have to register its new location with the HA all the 
time. This paper introduces also some ideas how the routing 
could be done in IP networks so that the location of the 
mobile node is updated by the routers when needed. 
Changing the way of the routing offers lot of possibilities to 
increase the speed of the handover but still needs more 
research 

II. DRIWE PROTOCOL 
 
The DRiWE (Dynamic Routing in Wireless Environment) 
protocol tries to solve the problem of the handover and 
updating the location information about mobile nodes that 
arise when mobile devices are changing their location while 
they are connected to the network. The protocol considers 
only the mechanisms to handle the movement but the issues, 
as authentication, are out of scope of this paper. The 
protocol considers only Layer 3 handovers. 

To make the soft handover possible, the mobile node uses 
two different interfaces during the handover. The two 
interfaces are used only during the handover so that the 
current connection is used until the new connection is totally 
established and ready for use for data flow. The possibility 
to use two interfaces is based on the idea that when 
performing the vertical handovers the mobile node has many 
interfaces e.g. WLAN and GPRS.  

The routing part of the protocol is based on the idea that the 
routing decisions take place only in routers and every router, 
which participates the protocol, knows the location of the 
mobile node when needed. The way to have the current 
information in routers is to use a host specified entry about 
the mobile nodes in the routing tables. In addition, a 
mechanism called Mobile Node Discovery is introduced so 
that the location of the mobile node can be found even when 



   

the routers drop some of the host specified routes from their 
routing tables to avoid large routing tables. Mobile Node 
Discovery is a necessary mechanism if routers are allowed 
to drop unused routes from the routing table so that the route 
to mobile node could be found even when the routers don’t 
have the information about the location of the mobile node. 
The protocol includes also the advertising mechanism so 
that routers can propagate the information about the location 
of the mobile nodes to other routers. 

By using this kind of information and techniques in routers, 
it is not necessary to have any support for the protocol in 
corresponding nodes. A mobile node registers itself with the 
possible new access router. The current access router has the 
information about every mobile node in its routing table that 
is currently connected to it, in its routing table. 

 
III. FUNCTIONALITY OF THE PROTOCOL 

 
When the mobile node is connected to an IP network from 
the same network where it has the fixed IP address, the 
packets are routed with normal routing protocols without 
any problems. When the mobile node needs to move and 
connect to other access router on a different network (AR2, 
in Fig. 1) it has to complete a Layer 3 handover and it will 
need a care-of address from the new access router (AR2, in 
Fig. 1) in new network. The DRiWE protocol was tested in a 
wired network so the care-of address query takes place 
through the current access router (AR1, in Fig. 1).  

 

Fig. 1. The handover.  

After the mobile node has got the care of address from the 
new access router (AR2, in Fig. 1), it creates a tunnel 
towards the new access router (AR2, in Fig. 1). Now the 
mobile node can use its fixed IP address as the source for 
outgoing packets. The packets go tunneled to the access 
router by using the care-of address as the source and the 
access routers IP address as the destination for the tunnel 
packet. The access router decapsulates the packet and sends 
the original packet to the destination. Those packets that are 
destined to the mobile node, are routed to their destination 
by using the fixed IP address of the mobile node as the 
destination. The access router doesn’t have to tunnel those 
packets. During the handover, the mobile node accepts 
incoming packets from both of its interfaces. Therefore, 
there is no need to stop the data flow at any time. 

 When the mobile node has attached to a new access router 
(AR2, in Fig. 1) the new access router will send an update 
about the new location of the mobile node to the current 
access router (AR1, in Fig. 1). Now the current access router 
updates its routing table and forwards packets destined to 
the mobile node to the new access router (AR2, in Fig. 1). 
The new access router routes those packets to the mobile 
node. The mobile node also changes its default outgoing 
route to go through the tunnel towards the new access router 
(AR2, in Fig. 1). The mobile node can keep the old interface 
and connection up. So it can “prepare” itself to situations 
like changing back to the old access router (AR1, in Fig. 1)  
(where it may be able to use already allocated resources), 
especially when the current connection is lost and the older 
connection is still available. When another handover is 
needed all allocated resources from the old interface is 
released and that interface is used for configuration with the 
new access router. 

In order to keep the connections up, the mobile node sends 
Keep Alive messages to the access routers and the mobile 
node can easily notice when the link is actually down. TCP 
protocol sees this link failure only as lost packets although 
the rate of sending Keep Alive messages should be carefully 
chosen not to cause network congestion. 

Using a mechanism where the routers send advertisement to 
their neighbors can handle the mobile node’s location 
advertisement. The decision when advertisements are sent 
should be made by mobile node because if the mobile node 
is moving only inside a small area, it‘s probably enough to 
update the location only in and between access routers by 
using the Update mechanism.  
 
A. The mobile nodes functionality in the handover 
 
It is assumed that the mobile node needs to connect to the 
new access router (AR2, in Fig. 1) and the mobile node also 
knows the new access router’s IP address by some kind of 
movement detection. The mobile node must also have two 
interfaces. 

When the mobile node wants to connect to the new access 
router it can ask the registration and a care-of address from 
the new access router (AR2, in Fig. 1) by sending a CoA 
Request message to it. The mobile node waits for a specified 
time for the new care-of address to arrive included in the 
CoA Reply message. If the time specified by the timer 
elapses or the mobile node receives an error message as a 
reply, then the registration and allocating the new care-of 
address fails and the mobile node cannot connect to that 
access router. The mobile node can then try to connect to 
other possible access routers by sending the CoA Request 
message to them. 

When the registration is successful and the mobile node has 
the care-of address, it establishes a tunnel towards the new 
access router (AR2, in Fig. 1). The tunneling is used for the 



   

outgoing packets destined to other destinations than the 
access router. After that the mobile node sends an Update 
Request message to the new access router (AR2, in Fig. 1). 
By sending this message, the mobile node asks the new 
access router to change its routing table so the access router 
will start forwarding the packets directly to the mobile node 
and sends the update about the location of the mobile node 
to the old access router (AR1, in Fig. 1). The mobile node 
waits for an acknowledgement message of the Update 
Request. Now the mobile node can receive packets from 
both access routers. When the mobile node gets the 
acknowledgement it can change the default route to the new 
access router (AR2, in Fig. 1) and handover ends. The older 
connection can be kept alive by using a Keep-Alive 
mechanism introduced later in this document.  
 
If the mobile node does not receive the acknowledgement in 
time or it receives an error message, it sends an Update 
Request message to the current access router (AR1, in Fig. 
1) so it can start a mechanism called Update Recovery. This 
mechanism is used to recover the routing tables of 
intermediate routers, between the new and the current access 
router that may have been changed because of a failed 
handover (a possibly failed Update mechanism). The Update 
Recovery at the current access router (AR1, in Fig. 1) is 
started by the mobile node. The new access router (AR2, in 
Fig. 1) starts it itself if it detects that the Update mechanism 
has failed. This mechanism is presented later in this paper. 
In this case, the mobile node doesn’t change the default 
route and the resources reserved for the new connection can 
be released. 
 
In the situation when the mobile node is moving back to the 
earlier access router (AR1, in Fig. 1) and has both the old 
and the current connection available, it can use already 
allocated resources. The mobile node can just send the 
update request to the earlier access router (AR1, in Fig. 1) 
that will send an update to the intermediate router between 
the access points. This mechanism can have also timer 
included so that messaging in the situation called ping-pong 
can be decreased. In ping-pong situation, when the mobile 
node is moving back and forth between two access routers, 
the update mechanism may take too much time and is 
unnecessary. In this case the default route is not changed 
and the update message is not sent immediately, only after 
some time, so that the mobile node actually uses the same 
route all the time, if possible. 
 
When new handover is needed and all interfaces are used, 
the mobile node releases the resources from the interface 
used for connecting to the old access router (AR1, in Fig. 1) 
and uses this released interface to establish the new 
connection.  

When the mobile node is connected to the access routers, it 
uses the mechanism called Keep-Alive to keep the 
connections established. This mechanism is quite simple. 

The mobile node sends Keep Alive messages to those access 
routers it wants to keep the registration alive with. The 
mobile node waits for similar messages from the access 
routers. When it fails to receive Keep Alive messages within 
the specified time, the mobile node treats the connection as 
broken. The mobile node starts this mechanism after it has 
established the connection and tunnel with access router. 
Access routers send Keep Alive messages to all mobile 
nodes attached to them. 

B. The access routers functionality in the handover 
 
When the access router receives the CoA Request message 
from the mobile node, it registers the mobile node and 
allocates the care-of address for it. If the mobile node has 
already registered (the fixed IP address in the message is the 
same as already registered) then the access router can use 
already allocated resources for the mobile node. The access 
router sends a CoA Reply message to the mobile node as a 
response. The care-of address is included in that message. If 
the registration or allocating the resources fails, the access 
router sends an error message to the mobile node as a 
response. The Keep Alive mechanism is started after the 
access router has sent the CoA Reply message. If the mobile 
node managed to establish the connection, the new access 
router should get the Update Request and Keep Alive 
messages from the mobile node.  
 
When the access router receives the Update Request 
message it adds the fixed IP address of the mobile node into 
the routing table and starts forwarding the packets directly to 
the mobile node. The access router also sends an Update 
message about the new location of the mobile node destined 
to the previous access router (AR1, in Fig. 1). In the DRiWE 
protocol, the behavior of the mechanism used needs the 
Update message to be handled at every router between the 
access routers. This is necessary because those intermediate 
routers have to update their information about the location 
of the mobile node accordingly. This processing of the 
Update message by the intermediate routers could be 
dropped if tunneling would be used, instead of normal 
routing, to forward packets from the old access router (AR1, 
in Fig. 1) to the new access router. The Update message is 
started from the new access router (AR2, in Fig. 1) and sent 
to the next router on the route to the destination (AR1, in 
Fig. 1). When the first intermediate router receives this 
message it adds the fixed IP address of the mobile node 
included in the message to its routing table. The next hop for 
the entry will be the source IP address of the router from 
which this router received the message. Then the router 
sends the packet to the next router in route to the 
destination. Every intermediate router will do the same. The 
IP address of the earlier access router (AR1, in Fig. 1) is 
also included in the message so that routers can lookup the 
next hop for it in their routing tables. 



   

 When the previous access router (AR1, in Fig. 1) gets this 
Update message it changes its routing table and starts 
forwarding the packets to the mobile node through the new 
access router. It will also send an acknowledgement, about 
receiving the Update to the new access router (AR2, in Fig. 
1). After the update mechanism has finished, every 
intermediate router has the information about the location of 
the mobile node and the previous access router (AR1, in Fig. 
1) can immediately forward the packets to the new access 
router (AR2, in Fig. 1). 
 
The new access router (AR2, in Fig. 1), which sends this 
Update message, waits for an acknowledgement sent by the 
earlier access router (AR1, in Fig. 1) as a response. When it 
receives the acknowledgement it also sends an 
acknowledgment to the mobile node that is waiting for the 
acknowledgement of the Update Request. If the access 
router fails to get the acknowledgment it sends an error 
message to the mobile node. It also automatically starts the 
Update Recovery mechanism to recover the situation back 
to the form it was before the handover in access routers and 
in routers between them.  
 

 
 

Fig. 3. Successfully handover. 

If the update mechanism fails it can cause the situation that 
the previous and some intermediate routers have not 
received the information about the new location of the 
mobile. The Update Recovery mechanism is introduced to 
solve this situation. This mechanism is similar to sending an 
Update message but in the reverse way. The new access 
router (AR2, in Fig. 1) first changes its routing table to undo 
the effect of the Update Request and sends the Recovery 
Update message destined to the previous access router 
(AR1, in Fig. 1) and waits for an acknowledgement. All 
routers that get this information change the next hop value 
of the entry in their routing tables for the mobile node in 
question to the value, which is the next hop towards the 
destination of the Update Recovery message (AR1, in Fig. 
1). Every router waits for an acknowledgement and if it fails 
to receive the acknowledgement or the message cannot be 
sent further, it sends an acknowledgment back to the router 
it received the message from.  
 
Also the mobile node initiates the Update Recovery when it 
receives an error message or fails to receive the 

acknowledgement in time from the new access router (AR2, 
in Fig. 1) as a response to the Update Request message. In 
this case the mobile node sends an Update Request to the 
current access router (AR1, in Fig. 1). So the recovery may 
propagate from both directions, from the current access 
router (AR1, in Fig. 1) and from the new access router 
(AR2, in Fig. 1). It is done this way because the route 
between them might be damaged, since the update 
mechanism has failed and one recovery message may 
correct only one half of the route. If the two messages 
overlap, it does not cause problems, only some overhead and 
redundancy in the recovery. 
 
C. Advertising mobile node locations 
 
This paper considers the handover more than other parts of 
the protocol, so that soft handover can be used and packet 
loss is minimized during the handover. Some ideas about 
handling the routing are described but the fact is that more 
research is needed to solve the problems that arise when the 
mechanisms introduced in this paper are used.  

The information about the location of the mobile node is 
advertised to other routers by using a fairly simple 
mechanism. The basic idea is that routers should always 
have or be able to get the information they need about a 
mobile node's location. Routers can get the information 
needed by Update messages sent by access routers, by 
receiving advertisements about the location of the mobile 
node or using the Mobile Node Discovery mechanism. 
Every router, which needs the information about a mobile 
node's location, must have the support for this protocol. 

The decision when the advertisements start to propagate is 
made by the mobile node. When the mobile node is moving 
fast it is not needed to send advertisements after every 
handover because the information the advertisement would 
contain would become out of date quite soon. The mobile 
node should manage a counter that counts the number of 
hops it has moved since it last requested the sending of an 
advertisement. A timer can also be used to trigger the 
advertisement, for example in situations when the mobile 
node moves to a location which is not far enough to start the 
advertisement mechanism but the mobile node stays at that 
position for a longer period. 

The advertisement messages can be sent between routers 
using UDP. A message includes the fixed IP address of the 
mobile node, the IP address of the sender (the next- hop) 
and metric information. The metric information shows the 
number of routers that packet has to pass through on its way 
to the mobile node (hop count). Every router sends an 
advertisement message to its neighbors. An advertisement 
message must also include a timestamp, so that routers can 
drop those advertisements that are not up to date.  



   

The routing table growth could cause problems when using 
host specified routes. To avoid this problem the routers 
should be able to remove information that is not used by 
ongoing connections or wasn't used recently. Removing the 
routes can cause the situation that a router fails to know the 
information needed to forward packets destined to a mobile 
node. To handle this situation the mechanism called Mobile 
Node Discovery is introduced. By using Mobile Node 
Discovery, routers can find the current location of the 
mobile node. The idea is that, the router asks the wanted 
information from neighboring routers recursively and the 
router, which knows the information, sends an answer to the 
one that needs it. 

IV. IMPLEMENTATION AND TESTING 
 
Due to the fact that the routing part still needs more 
research, only the handover part was implemented. The 
implementation was made to work entirely in user space and 
the handover was implemented to be testable (and usable) 
both with UDP and TCP. The implementation that was 
tested was the first version so there should be possible speed 
improvements both in the TCP and UDP versions. Also note 
that security was not considered. The environment used in 
the testing was a wired network. Normal PCs, with Linux as 
their operating system, were configured to work as routers. 
Mobile and correspondent nodes were also normal PCs. 

Fig. 3. Test scenario. 

Fig. 3 presents testing environment. The AR1 and AR2 were 
working as the access routers when testing the handover 
between two access routers. The testing was made by using 
ping and ssh connection between the mobile and the 
correspondent node. First the correspondent node was 
connected directly to R1 that was the initial starting point of 
the mobile node and after handing over to R4 the 
communication between the correspondent node and the 
mobile node went through R3.  

The handover worked as expected. The time it takes for the 
handover mechanism in mobile node was measured with the 
UDP and the TCP protocols. Handover with UDP took in 
average 5.3 milliseconds and with TCP 5.6 milliseconds. 
The connection did not break during the handover.  

V. CONCLUSIONS AND FUTURE WORK 
 
In this paper we have presented the mechanisms for 
handling the handover without losing connections and ideas 

how the routing could be handled with using host specified 
routes. To get more information about the effectiveness of 
the mechanisms introduced, more testing scenarios is going 
to be studied and tested. The update and the update recovery 
mechanisms are also going to be tested as a part of the 
erroneous case of the handover. The handover could be 
tested as a part of Mobile IP functionality. Also the handling 
of the update between access routers could be different e.g. 
using tunneling or this mechanism could be implemented 
right in the Linux kernel itself below Layer 3. The routing 
can be handled by using this kind of technique but more 
research is still needed if this kind of functionality is going 
to be used. The protocol can be implemented in both IPv4 
and IPv6, although it was implemented and tested with IPv4 
but the implementation can be modified to work with IPv6.  
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Abstract 
 

This paper introduces a technical view of handling the 

change of the available network connections in mobile 

device with system that offers also mechanisms to provide 

the unbroken connections in heterogeneous IP-network 

environment. System is beneficial especially for the 

streaming softwares when a user is moving through 

heterogeneous areas where the connection is available 

during movement but through different techniques.  
 

 

1. Introduction 
 

The number of mobile devices is rising and the new 

wireless techniques will offer new possibilities for the 

users. The rising availability of wireless networks 

provides possibility to use e.g. some streaming software 

for e-learning purposes wherever the wireless connections 

are available. The development for effective use of the 

advantages of IP-networks requires several new features 

from the infrastructure. Obviously one of them is that 

people like to have more freedom considering the time 

and place, when and where they are using IP-connection. 

While these requirements are set, one must focus on the 

issues like how to manage mobility, how to optimize the 

bandwidth and costs, etc. Future mobile devices will 

presumably have several different access technology 

interfaces (e.g. IEEE 802.11, GPRS and Bluetooth) for 

the connections to the IP-networks. The next generation 

technology will be introduced in the coming years and it 

will be one technology more among the others.  

The Mobile IPv6 protocol (MIPv6) [5,6] is introduced 

to handle mobility in future IPv6 networks. Different 

mechanisms are also introduced to enable the efficient 

way to change between IP-networks while moving. This 

change of the connection point of network is called 

handover or handoff. However, MIPv6 handover suffers 

from a number of drawbacks such as high handover 

latency, packet loss, due to the procedures it has to 

accomplish during its handover phase [14]. The problem 

in MIPv6 handover is that the connection breaks during 

the handover, which causes packet loss. In MIPv6 the 

signaling between the Mobile Node (MN) and home 

network router called Home Agent (HA) is needed. The 

distance between HA and MN can be substantial which 

increases the handover time. A number of research has 

been done to decrease the handover time. The 

Hierarchical Mobile IPv6 [3, 4, 7] introduces new 

Mobility Anchor Point (MAP) that is acting as a local HA 

for MN. The purpose is that the signaling is needed first 

only with MAP that is supposed to be closer than HA and 

the signaling time can be decreased. Fast handovers for 

Mobile IPv6 (FMIP) [12] is also one introduced 

mechanism. In FMIPv6 there is a router in the currently 

visited network that may work as a proxy for the MN. 

This proxy router is used to tunnel packets to the new AR 

in the new visited network. FMIPv6 uses also link layer 

information that allows starting the handover earlier than 

would otherwise be possible. Both FMIP and HMIP are 

drafts under the IETF’s MIPv6 Signaling and Handoff 

Optimization (mipshop) working group [10].  

We believe that in the future there is more than one 

access technology available in parallel. Our research work 

considers handovers between different wireless 

technologies in heterogeneous environment. This 

handover between different access technologies is called 

vertical handover [9]. Our previous research [11] 

introduces a routing protocol that provides the handover 

without HA and achieves also the seamless handovers in 



small area networks, when at least two interfaces can be 

used. That research was about the mechanisms for the 

handover and routing and was not considering the 

decision part of handover at all. 

The optimal situation would be that the data flow could 

be on all the time during the handover. To achieve 

seamless handovers, the connection to new access point 

has to be build before the old connection breaks. 

Unfortunately, many layer 2 technologies require that the 

connection to the old access point must be dropped before 

establishing the new.  

When moving in heterogeneous wireless IP networks 

the decision between different techniques that should be 

used is needed. Normally, this is based on the availability 

of the network. We believe that in future there are many 

wireless networks with different techniques available. The 

decision should be done in mobile devices because the 

decision depends much on the services and applications 

that user want; to use. Such facts like actual cost of using 

some technique may be quite important for customer. 

Figure 1 Illustrates a situation in heterogeneous 

environment when Mobile Node is moving through area 

with GPRS and couple of IEEE 802.11 hotspots available. 

 

 
 

Figure 1. Heterogeneous environment. 

 

In this paper, we introduce the system called VERHO 

that makes the decision which available access 

technology should be used. The system uses the 

information deduced from the decision process and 

controls the MIPv6 handover. The decision when 

handover should occur depends on the information 

collected from each available technology and data flows 

in situations when several different access technologies 

are available. The most significant information is the 

information received from the link layer, e.g., link 

up/down. The link layer offers different set of information 

depending on the technologies available. Using the link 

layer information also improves the Mobile IP handovers. 

The system will also use several other sources of 

information, e.g. user specified information and the 

Quality of Service requirements of applications.  

Our goal is to design a system that realize the 

intelligent decision based on the available information 

and control the MIPv6 handovers and achieve the 

seamless vertical handover by performing a proactive 

handover. The other research like [16] has also introduced 

the ideas to use several information sources. We agree 

fully that the solution for decision is needed and it is not 

too complex to create. We believe also that this kind of 

system can provide the seamless handover itself by not 

only controlling the handovers but also triggering e.g., the 

search of new possible access points. 

The rest of the paper is organized as follows: Chapter 2 

describes ideas and the functionality of the VERHO 

system. Chapter 3 introduces the use of the OSI layer 2 

information for the movement detection in Mobile Nodes. 

In Chapter 4, we introduce mechanism for vertical 

handover. The conclusions and the description of the 

ongoing research are given in Section 5. 
 

2. Handover decision in mobile client 
 

The system is working completely in Mobile Node 

side and the system does not need any support from 

network side. The main idea is to use the information that 

is available in Mobile Node side. To collect the 

information for the decision, the system listens e.g., the 

events in layer 2 and uses the polling for source that does 

not create any event to listen. The design of the system is 

going to be such that it can support or can be easily 

modified to support possible future systems. The future 

systems can be such systems on the network side, that 

offer the handling of the authentication, security or the 

mechanisms for the better quality of service. 

 If the decision is made in the Mobile Node it allows 

also the users to give their own demands for the 

connection. For example, users can predefine the cost of 

each technique in terms of time. Information can be one 

parameter for the decision. Also such things like power 

consumption in the mobile device should be minimized. 

The applications have their own demands for e.g., needed 

bandwidth or maximum delay of the link. The most 

significant information is of course the availability of the 

link. This availability information can be gathered and 

derived from the link layer. More detailed description of 

the link layer information used in our system is described 

in chapter 3. Figure 2 illustrates the information sources 

in the Mobile Node for the decision. Other sources of 

information e.g., location information from the GPS could 

be also one source for the decision. These other sources 

need their own mechanisms to produce the information 

and are out of scope of this paper.  

 



 
 

Figure 2. Information sources of the VERHO system. 

 

2.1. Decision mechanism 
 

The decision is based on the defined rules compared to 

the properties of the interface of available techniques. The 

rules are divided into critical and non-critical rules. The 

critical rules are those rules that have to match before the 

interface is enabled for the decision process. The 

necessary critical rules are based on the state of the 

interface and link (Link Up and Link Down). The 

VERHO system has also its own mechanism to derive the 

critical information of the link by following the signal 

strength and the state of the link (see chapter 3).  The 

system provides also the possibility for user to give some 

critical rules considering e.g., the type of the interface or 

even the maximum cost of interface to be used. If the 

minimum requirements of rules match, then interface is 

available for the decision. Rule can be for example like 

this: Interface state = UP and Interface type = IEEE 

802.11b. This rule means that user wants to use only 

WLAN. The type of the interface parameter can be also 

among other parameters with own weighted value. That 

makes possible to users set the rules like: always use the 

WLAN, if available.  

The decision among those interfaces that match the 

critical rules are based on the preference number. Each 

interface will get calculated preference value based on the 

values of different parameters. Parameters have weighted 

numerical values so that the most significant parameters 

will have bigger weight. Each interface has several 

parameters e.g., cost, power consumption, support for 

wireless QoS or bandwidth. If some parameter lacks in a 

specific interface, due to its different technology, that 

parameter can have a default constant value. The value of 

the preference number is calculated from the each 

interfaces parameters values.  

One group of parameters can be the measured QoS 

parameters value. At the time of writing this document, 

the research of gathering the link quality information is 

still in progress. But one idea is that e.g., IP-level End-to-

End quality can be measured with separate software. Each 

measured parameter e.g., delay, RTT, and jitter can have 

then the weighted value for the calculation of preference 

value of the interface.  

There are also parameters like the type of the interface, 

without any numerical value. Those parameters can be 

assigned with default numerical value. Deriving the value 

can be based e.g. on the user demands or e.g. on the speed 

of the connection.  

The system keeps track of the changes in values of 

each parameter by listening the events and using the 

polling mechanism. By following the current state of the 

specific interfaces properties the system is able to choose 

if there is other interface available that match better with 

the specified rules.  
 

3. Using Link-layer information 
 

The Mobile IP handover and movement detection is 

mainly based on the router advertisements and link 

breaks. The link layer offers the information that can be 

used as hints for the triggering the handovers. By using 

the layer 2 information it is possible to achieve more 

efficient handover. Our system is mainly making the 

decision, which one of the interfaces available should be 

used. But by using the link layer information the system 

can make the decision and control the handovers of 

Mobile IP in more sophisticated way. It is already showed 

that the use of link layer information improves the Mobile 

IP handover e.g., in the [13]. The paper in question 

introduces a policy based handover decision based on the 

link layer information. Their solution introduces generic 

link layer between layer 2 and layer 3 and shows that 

system with link layer information outperforms Mobile IP 

handovers.  

Our system uses two triggers Link Up and Link Down 

for triggering the handover. Link Up trigger event 

corresponds the establishment of a new L2 link, which 

allows IP communication over it. This is typically a new 

connection between the Mobile Node and the Access 

Point. Link Down trigger event corresponds a layer 2 link 

that has been broken down. This typically occurs when a 



current connection between the Mobile Node and an 

access point has been terminated. The interface, which 

generates this trigger, cannot be used for communication 

until a connection with an AP is made (Link Up). There 

are also many L2 parameters that can be used as hints, for 

example, signal strength, signal to noise ratio, 

interference, etc. By using these triggers and hints and 

making proactive handover allows the creation of 

connection by using other available interface before the 

current connection breaks.    

There is no specification how the link layer triggers 

should be created or used. The available information that 

can be used as hints for the upper layers are technique 

dependent. We have studied the behavior of the IEEE 

802.11b and Bluetooth technologies to create triggers for 

those techniques. The description is in paragraph 3.1. The 

draft [1] describer the behaviors of GPRS and 3GPP2 

(cdma2000) and IEEE 802.11. They suggest that Link Up 

and Link Down triggers can be created based on the PDP 

context activation/deactivation in GPRS and bringing 

down/up the PPP connection in 3GPP. In IEEE 802.11 

they suggest that Link Up trigger can be created when 

Mobile Node receives (Re)Association Response 

message. Link Down trigger of IEEE 802.11 is created if 

Mobile Node gets the De-authentication message or a De-

association message from its AP.  
 

3.1. Trigger creation in VERHO system  
 

The main research topic is not how to create triggers 

but some studies have been made as mentioned earlier 

with IEEE 802.11b and Bluetooth technologies. The 

system needs two different mechanisms to get the 

information from the layer 2. The one is way to get the 

information by listening events that layer 2 techniques 

offer. That is the way when gathering the information 

e.g., from IEEE 802.11. The Link Up and Down triggers 

of IEEE 802.11 for our system can be created based on 

the signaling messages between Mobile Node and Access 

Point, like described in [1]. Link Down triggers should be 

created for VERHO system also if the link is put down 

from the Mobile Node side. 

The other option is to use polling for those access 

techniques, that NIC does not generate events or triggers. 

System will use the polling mechanism and monitor the 

state of the interface for the Link UP and Link Down 

triggers. The polling mechanism is used also for getting 

the values of the link layer parameters from drivers. 

Those parameters are taken into account when calculating 

the preference value of specific interface. For example, in 

Bluetooth the polling is needed. We studied the BlueZ [2] 

protocol stack that provides HCI and L2CAP protocols, 

which contain information that can be used as triggers or 

hints. The creation of Link Up or Down triggers is based 

on the available connection state parameter.  

The Signal Strength is considered to be such an 

reliable hint that can be used also for triggering the 

handover. For example, if the signal strength of used 

interface falls below a defined value and there exist 

another interface with acceptable level of signal strength, 

the system should change to use that interface. This can 

also trigger the mechanisms to find the new possible APs 

in layer 2 e.g., scan mechanism in IEEE 802.11. 

 

4. Vertical handover mechanism 
 

When there is at least two interfaces enabled for the 

decision (matched with the critical rules) those both can 

be used for the data flows. In the situations when system 

notices that the properties of the link that is currently used 

changes and after calculation of preference value other 

interface gets better preference value, the system will 

enable that for use. The system will use only one interface 

for the data flows. The simultaneous use of interfaces and 

balancing the load between several interfaces are future 

topics of our research. When the decision is based on the 

change of such parameter value that is not critical, 

(necessary for the interface use) to triggering the 

handovers should be very careful not to cause any ping-

pong effect between interfaces. The handover is necessary 

if the current connection is lost and it causes the Link 

Down trigger.  

The seamless handover is not possible, if the current 

connection is lost before new connection establishment, 

and that is why our system will monitor also the signal 

strength to provide a proactive handover. If a link goes 

down or the signal strength falls below acceptable limits, 

the system should trigger the handover and start to scan 

for new candidate access points for the interface that fails 

to match anymore with the critical rules. Reason why to 

change the interface immediately is because many layer 2 

technologies require that the old connection should 

dropped before creating a new and won’t allow data flows 

during this scanning phase. If only one interface can be 

used, the packets are lost during the scanning phase. 

Some drivers have their own support to handle layer 2 

horizontal handovers (between same technology) but 

unfortunately, there is no mechanism in layer 2 to get the 

info if also the network is changed. In this situation the 

layer 3 handover is necessary. Our system is designed to 

support the vertical handovers when also the access 

network is changed. It is also possible that there are no 

new APs available for that technique at all. The 

supporting of the seamless handover is not the main area 



in our research but using this kind of behavior in the 

decision it provides also the seamless handovers if there is 

no other separate mechanism available.  

When trying to scan for new access point, when data 

flow goes through another interface, might cause 

interference, when using techniques, which use same 

frequency e.g., Bluetooth and IEEE 802.11b. The 

problem is that Bluetooth and IEEE 802.11b don’t 

understand each other. A Bluetooth may start transmitting 

data while a IEEE 802.11 station is sending a frame. This 

results in a collision, which forces the 802.11 station to 

retransmit the frame. This lack of coordination is the basis 

for RF interference between Bluetooth and 802.11[8]. 

Fortunately, there are research going on to minimize the 

interference between different techniques. For example 

since Bluetooth version 1.2 it’s possible to use adaptive 

frequency hopping to minimize the interference. When 

interference is minimized the both techniques can be used 

simultaneously without problems. 

 

5. Conclusions and work in progress 

  

In this paper, we have presented our ideas for the 

intelligent handover mechanism (VERHO) on the Mobile 

Node side. The level of QoS can be measured but more 

research will be made to understand the behaviors of 

applications and demands during the handover process. 

The VERHO system will take account more sources of 

information after some more research work is completed 

in those fields. Main goal is the full implementation of the 

described system. The first version of the implementation 

will use the information sources and mechanism 

introduced in this paper so that first the efficiency of 

using Link layer information can be studied. The system 

will control the MIPv6 handovers and the used 

implementation of MIPv6 is Mobile IPv6 for Linux 

(MIPL) [15]. The handover time itself depends on the 

mechanisms implemented in MIPL. The real efficiency of 

the introduced mechanism will be learnt during the test 

phases of the full implementation. The load balancing 

between the interfaces and the simultaneous use of the 

interfaces are the future topics of our research.  
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Abstract—Forthcoming wireless communication systems, well
represented by the term Beyond 3G, are likely to impose some
new requirements that go beyond the traditional view on today’s
networking paradigm. In particular, mobility procedures will no
longer be restricted to the change of the point of attachment to
the network. The work presented in this paper aims at proving,
following a fully experimental approach, the feasibility of some
architectural components of a Mobility Control Space, which has
been designed in the context of the Ambient Networks project.
Especially, in this study we focused on and successfully realized
two concepts, a facility for triggering mobility events and support
for moving networks.

I. INTRODUCTION
The rapid growth of wireless communications devices has

paved the way for a significant number of new services and
applications. Users are not static anymore, but they are expect-
ing to be connected anytime, anywhere. However, networking
solutions are not yet prepared to cope with the potential new
characteristics of these forthcoming scenarios.

The Ambient Networks (AN) project [1] aims at providing
a common framework to cope with a common interworking
architecture, able to embrace heterogeneous networks, dif-
ferent end-user requirements, plug & play support, etc. In
particular, mobility aspects are carefully being considered;
mobility can no longer be restricted to its current scope, and
related mechanisms are likely to go beyond traditional view
on mobility as far as not only the devices will be mobile, but
also many other entities, such as applications, flows, etc.

Starting from the aforementioned requirement, a Mobility
Control Space has been integrated within the overall AN
framework. The main aim of this paper is to present a testbed,
implemented with off-the-shelf technologies, which assess the
feasibility of some of the most important components of
such architecture. In particular, it focuses on the Triggering
framework, which can be seen as a core component of the
architecture, as it deals with all the potential events that may
derive into mobility actions. It also demonstrates the session
handover concept, which clearly goes beyond the traditional
view on mobility. Last, but not least, the testbed provides a
framework for recognizing and establishing moving networks,
which are believed to play a key role in the forthcoming
wireless communication scenarios.

The paper is therefore structured as follows. Section II
describes the main AN concepts that will be part of the

testbed. Section III discusses how they were mapped onto
a experimental study scenario, and described the subjacent
demonstration flow. Section IV describes the whole platform,
including the software components that were implemented.
Section V describes the main outcomes of the existing testbed,
and propose some topics that could benefit from the existing
functionalities within the platform. Finally, Section VI con-
cludes the paper.

II. MOBILITY CONCEPTS IN AMBIENT NETWORKS

A. AN Mobility Overview

AN project has proposed a scalable, flexible architecture,
whose main goal is to provide an appropriate abstraction
level, so that its functionalities can be used independently
of the particular networking operations. Its most important
component is the so-called Ambient Control Space or ACS,
which gathers all the control functions that have been designed
in order to fulfill with the identified networking requirements;
all these components are structured into the Functional Areas
(FA), which can entail either protocol-terminated, which need
to interact with other peer AN entities, or not.

This paper focuses on a realization of the FA which
are related to mobility operations, which form the Mobility
Control Space (MCS). The MCS high level architecture is
shown in Figure 1; as can be seen, it comprises the following
components:

• Triggering. It collects, processes and filters all types of
triggers or/and hints that can impact mobility procedures,
and deliver them to the appropriate customers.

• Handover & Locator Management. It enables the
movement of mobile entities between different locations.

• Rendezvous & Resolution Service. It ensures that a
correspondent node is always able to locate an AN node,
updating its reachability state.

• Moving Network Support. It allows managing a set
of nodes that move together as a single entity, taking
advantage from this.

The actual state of the mobile object, in terms of how it
can be reached, which identifier it is using, which is the next
hop towards it, etc, is represented by the boxes on Figure 1.
It is worth mentioning that we do not restrict to traditional
mobility, but we consider other flavors of it. In this sense,



we do not restrict the term mobile object to a device, but we
extend it to mobile applications, flows, etc.
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Fig. 1. Mobility Control Space Architecture

This work focuses on two of the aforementioned FAs, the
triggering and the moving network support. In the rest of
the Section we provide a deeper discussion on these two
components. In addition, we will also discuss the different
Mobility Dimensions, as used in this work.

B. Mobility Dimensions

Mobility is not anymore just a change of the point of
attachment to the network, but also several other dimensions
of mobility are possible. In the AN project seven different
dimensions for mobility are identified [2]. Figure 2 illustrates
examples of these dimensions.
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Fig. 2. Examples of New AN Mobility Dimensions

• Physical location: A mobile entity moves between access
points within the same radio access technology.

• Access technology: A mobile entity moves from one
radio access technology to another.

• Address space: A mobile entity moves between net-
works/devices with different address space (e.g. IPv4-
IPv6)

• Security domain: A mobile entity moves between envi-
ronments with different level of security.

• Provider domain: A mobile entity moves between net-
works operated by different provider.

• Device properties: A mobile entity moves from one
device to another.

• Time: A mobile entity doesn’t move spatially but on-
going communication is suspended for a while and re-
sumed afterwards

In addition to the traditional mobility dimension (physical
location), in our study we chose the dimension of device
properties as another example. In order to demonstrate it,
we implemented a mechanism that can move a video stream
session between different user devices.

C. Triggering FA

From the AN perspective the Triggering FA [2] is used
for collecting triggering events from different sources like
mobility protocols, link-layer information or even external
sensors like the SoapBox (Sensing, Operating and Activating
Peripheral Box) that was used in this study. The Triggering FA
will classify the collected triggers according to definable rules.
Classified triggers will be provided to the registered consumers
in such way that each consumer will receive only those triggers
it is interested in. Figure 3 illustrates the Triggering FA and
some possible sources and consumers.
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ANTrigger
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Triggering FA
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Fig. 3. The Triggering FA and Its Relations to Sources and Consumers

The increasing heterogeneity in current networking environ-
ment implies a need for a more generic approach to deal with
the collection of pieces of information coming from anywhere
in the system. This is the main goal of the Triggering FA; it
collects, filters, and delivers the events that may potentially
derive into a mobility-related action.

The collected triggers can be used e.g. by different kinds of
HO mechanisms to make the decision whether to execute the
HO or not. Another consumer of the triggering information
in our test prototype is the Moving Network Support FA,
described in next subsection.



The Triggering FA consist two main parts [2]: Triggering
Event Collection (TEC) and Triggering Events Classification
Engine (TECE). Collected triggers can be stored temporarily
to the Triggering Event Repository where the registered con-
sumers can fetch the wanted triggers.

D. Moving Network Support FA

In brief, the Moving Network Support (MNS) FA is respon-
sible for the functions of network mobility management. This
includes creating and maintaining Routing Groups (RGs) and
selecting and maintaining gateways and mobile routers.

In Ambient Networks, a Routing Group [3] can be formed
by a group of network nodes that are physically near each
other and possibly share similar movement patterns. The RG
framework supports multi-hop clusters where nodes may have
a special cluster-head or gateway role.

The simplest benefit of RGs is that they can provide
connectivity for nodes that would otherwise be unreachable.
The RG structure can, however, enable further optimizations,
related to both routing and mobility management [3]. For
example, more effective local communication can be achieved
or the mobility signaling can be delegated to a designated
mobile router.

The algorithm chosen for forming RGs has three phases [4]:
neighbor discovery, cluster-head selection and a maintenance
phase. Every node running the algorithm is periodically send-
ing Hello messages and listening for incoming ones. During
neighbor discovery, the nodes identify their stable neighbors
within one-hop radius by assigning each neighbor a stability
value. The value is updated based on associativity (received
Hello messages) and link quality (signal-to-noise ratio). Those
neighbors whose stability value exceeds a pre-defined thresh-
old are marked as stable.

After discovering these stable links a cluster-head, a con-
trolling master-node, is selected. The selection algorithm [4] is
a distributed process where each node calculates a suitability
value for itself and broadcasts the value to the other stable
nodes. Finally, the node with the highest value is chosen as
the cluster-head. In the maintenance phase, after the RG is
formed, it is possible to manage the configuration of the RG
by performing operations either on single nodes or whole RGs.
That is, single nodes may join or leave an existing RG, and
two groups can be merged or one RG can be split into two.

To get external and global connectivity, the RG nodes
need to communicate via selected gateway (GW) or mobile
router (MR) nodes. To support identification, management
and selection of GW and MR nodes, a Gateway Selection
Architecture (GSA) [5] has been specified. In addition to
ordinary RG, GW and MR nodes, the architecture introduces
special Gateway Selector (GWS) nodes. Like cluster-head
nodes manage RGs, GSW nodes manage the discovery and
selection process of the GW and MR nodes.

The gateway discovery process has three phases [5]. First,
the GWS node is elected during RG formation. Typically, the
chosen cluster-head can be assigned also the role of GWS.
Next, the potential GW or MR nodes pro-actively advertise

their presence and capabilities to the chosen GWS. Finally in
the third phase, whenever RG nodes needs the GW service, i.e.
communication with nodes outside the RG, they send a request
to the GWS, which selects the most suitable GW (or MR)
for the requesting node, according to a number of parameters
related to topology, physical transmission abilities, and service
demands.

III. EXPERIMENTAL STUDY

The basic goal of the study is to assess, using a complete
experimental platform, the validity of the concepts that were
defined previously. In this sense, our setup can be seen as
a proof of the different challenged concepts, rather than a
performance evaluation of the subjacent protocols.

In order to build an appropriate platform, the first steps
were trying to find a suitable study scenario, so as to mimic
the needs that were going to be tested, as well as the different
phases that were going to be part of the demonstration flow.

A. Study Scenario

The scenario of the experimental study embraces three
different parties:

• A content provider. It is a service provider which offers
a streaming service to its customers.

• Mobile users. Different mobile users that are willing to
access the content provided by the previous provider. In
addition, they have the capability of using the different
AN mobility mechanisms that were described before.

• Gateway nodes. These are special nodes that are able to
connect the mobile users to an infrastructure networks;
furthermore, they are enhanced with the AN mobility
procedures.

Furthermore, the scenario will encompass the typical de-
vices that are likely to be part of the forthcoming personal
area networks, such as PDA and laptops. In short, the study
can be described as follows: some users meet with a friend,
a RG is automatically formed, and a GW node, which allows
the users to access the content provided by the video server, is
selected. One of the users is using both a laptop and a PDA,
and using the hint provided by an attached sensor box, the
video stream shifts (session handover) from one device to the
other. Later on, a new potential GW appears. It is offering a
better connection, so the RG changes its current GW, without
any service disruption. The next section will depict all the
steps within this demonstration flow, mapping them onto the
concepts that were described before.

In particular, the study will aim at assessing the feasibility
of the following challenges:

• Dynamic formation and maintenance of RG.
• Selection and maintenance of GW.
• Dynamic change of GW, without service disruption.
• Demonstration of the Triggering FA, being able to collect,

filter (according to predefined policies) and execute the
corresponding actions.

• Assess the feasibility of session handover, as a conse-
quence of some of the triggering events.



B. Demonstration Flow

In the following lines, we will describe the demonstration
flow that is carried out.

At the beginning, the different nodes (two laptops and
a PDA) are switched on. They begin with the distributed
interchange of Hello messages; from which they are able to
assess the associativity (which, to a certain extent, is mapped
on the degree of connectivity). This information is then used
to create a RG, in which one of the nodes takes the role of
cluster-head. In addition, one of the devices, which is able to
connect to external networks, is selected as GW and therefore,
all the other devices use it to access service provider (i.e.
the video server); a streaming session is then started from
the server to one of the devices. While the video session is
ongoing, a new GW appears and joins the RG; according to a
set of configurable policies (e.g. price, security, QoS,...), it is
offering a better connection than the existing one, so all the
devices (RG members) change their GW. The video session
that was ongoing, continues through the new GW, without any
service disruption, this is to say, the end user does not perceive
any halt while watching the video. After a while, the second
GW is switched off, and the former one is selected again;
this also happens without the user noticing it (i.e. there is no
disruption).

Afterwards, the user with the PDA wants to receive the
video with it, rather than keep on using the laptop. He moves
the PDA to put the screen toward him, and the sensor box
attached to it detects this change in device orientation, sending
the corresponding event to the Triggering FA, which takes
the appropriate steps to perform the session handover. As
happened before, there is not any noticeable service disruption
in the meanwhile. After a while, the user may decide to
continue watching the video with the laptop, so he puts
the PDA downwards and the stream is automatically shifted
again to the laptop. Furthermore, an additional trigger can be
delivered by other means, such as pushing a button in the
PDA, which sends the video stream to the other laptop, thus
mimicking an action by means of which the user is able to
share his video with a friend (another device which is also
part of the RG).

IV. TESTBED DEPLOYMENT

A. Hardware

The testbed comprises different types of devices (Fig. 5), as
it may be the case in forthcoming personal communications.
Laptops (Pentium Mobile) have been used to implement the
Video Server, the GW nodes as well as some end user devices.
Both Windows and Linux operating systems are used in the
platform and all wireless communications is based on 802.11b
(Wi-Fi) ad hoc mode. In addition, a PDA, the HP iPAQ h5500
was used, using a Linux Familiar distribution.

In the PDA, we had attached a sensor device called SoapBox
(Sensing, Operating and Activating Peripheral Box) [6]. It
is a small, matchbox sized device packed with processor,
wireless and wired communication capabilities and a set of
built-in sensors. SoapBox uses commercial components. It

Fig. 5. The Testbed Setup in a Laboratory
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has low power consumption, and the RF communication uses
an unlicensed radio band (868 MHz). The sensors found in
SoapBox are a three-axis acceleration sensor, an illumination
sensor for measuring intensity of visible light, an electronic
compass for sensing direction and magnetic objects, and an
optical proximity sensor for measuring relative distances.

B. Implementation Architecture

The primary guidelines for the implementation were exten-
sibility, modularity, cross-platform interoperability, and dis-
tributed operation of the components. Therefore, the system
was realized using the C++ language, aiming for easy porta-
bility by using standard APIs and providing wrappers for any
platform-dependent functions.

From the Mobility Control Space, this demonstration re-
quired implementing the Triggering FA, parts of the Moving
Network Support FA, and the handover functionality. These
components and their dependencies are shown in Figure 6.
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C. Triggering FA

In this study the Triggering FA, illustrated in Figure 8,
was used to process the triggering information gathered from
the sensor, neighbor discovery and user button resources. The
processed triggering information was used for making deci-
sions of handover execution. The Triggering FA processed also
neighbor discovery information that was used for initiating the
RG formation.

The Sensor resource package produces sensor messages
for Triggering FA. SoapBoxAPI reads raw sensor data from
SoapBox and refines them to sensor messages like ”acceler-
ation X sensor = 1.62“. Sensor Engine has registered these
messages from SoapBoxAPI. It collects sensor data and forms
higher level context information messages like ”device orien-
tation = downwards“ and sends them to the Triggering Events
Collection (TEC) component via Trigger Collection Interface.

TEC gathers triggering events from various sources. It gives
time stamps for all received events and sets the time the
events are valid in Triggering Events Repository (TER) if not
specified.

Classification Engine (CE) registers all events from TEC.
CE applies classification rules and policies to incoming events.
Classification rules tell how to fill the triggering event at-
tributes, for example ”if the source of the event is ANI,
its type will be predicting“. While classification rules ensure
correct classification, policies determine whether the events are
further processed and apply preferences when several ways of
classification could be correct and possible.

TER registers all events from CE. It receives all events
entering the Triggering FA except those skipped by policies.
TER stores classified events for the time specified for each
triggering event.

Handover Decision Engine is a consumer and it registers
triggering events from TER with Trigger Delivery Interface
according to handover rules. When it has received all required

Fig. 7. Screen Capture of the Visualization

events for a handover, it performs the handover with Handover
Tool and Handover Execution components.

The visualization subsystem visualizes the trigger propa-
gation in the Triggering FA. It consists of two subcompo-
nents, a stub and a server. The stub registers events from
all components of the Triggering FA so it knows where
the triggers are at all times. Every time a trigger moves
between any of the monitored components, the stub delivers
a corresponding visualization command to the server over a
TCP socket connection. Finally, upon receiving these messages
the server displays the movements on the screen (Fig. 7).
The visualization server utilizes a cross-platform GUI toolkit
so it runs on many operating systems, including Linux and
Windows.

The components of the Triggering FA are modular, and
they communicate by registering triggering events from other
components with internal interfaces. Triggering sources and
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Fig. 9. Components of the Moving Network Support FA

consumers can be distributed to different platforms as they
can communicate also with TCP or UDP sockets. Adding new
sources and consumers to the system is very easy with this
interface.

D. Moving Network Support FA

From the MNS FA we implemented the parts dealing with
RG formation and maintenance and GW selection; these are
depicted in Figure 9. The FA implementation consists of
the core and components rensponsible for communications,
storing tables, GW selection, and neighbor discovery.

The very heart of the FA is the neighbor discovery module
that monitors the node’s one-hop neighborhood and informs
other modules about any changes (joining or leaving nodes)
by sending triggers through the Triggering FA. The Hello
messages used to discover the neighborhood and all other ad-
vertisements were implemented as broadcast UDP datagrams.

In addition, the Hello messages are used to measure the

SNR associated to each of the links towards the current node’s
set of neighbors; in this sense, whenever a Hello message
is received, the SNR of the link towards the source node is
obtained by using the SIOCGIWSPY ioctl, which most of
existing wireless cards support. This SNR is then mapped
onto a quality level, that could be used, e.g. to modulate
the associativity values or as another decision factor to be
considered while selecting the GW.

The MNS core serves as the interface towards rest of the
architecture and is also responsible for starting, stopping, and
controlling the other subcomponents. It also performs the
message exchange and negotiation needed for RG formation
after receiving a trigger from neighbor discovery.

The purpose of the communications module is to provide
the other components with a uniform interface for sending and
receiving control messages. The communications module adds
a common header and inserts a source sequence number to
outgoing messages, and also demultiplexes incoming messages
to the correct receiving component.

In the MNS FA there is a lot of state information that many
components need and can benefit from. To make accessing
it easier, the information is stored in one modules and made
available to all components via a single interface. Currently,
the component stores and shares the tables that have informa-
tion on all neighbors and RG members.

In the implementation of gateway selection, we chose to
not use GWS nodes and used a simpler, distributed algorithm
instead. The GW nodes advertise their presence using Hello-
type broadcast messages and the RG nodes simply choose the
one offering the best capabilities by themselves.

This GW selection mechanism also provides elementary
support for GW failover. That is, by monitoring the GW
advertisement messages of the current GW, the other potential
GWs can detect if the current GW disappears and take over
the GW role.

E. Session Handover

The movement of a session between different devices is
called here a session handover. Although sounding similar, it
is quite different from the traditional handover (i.e. changing
the network access point). In our testbed we were using the
currently available techniques for proving this concept. Using
the developed mechanism, it is possible to move the end point
of the stream between the devices in the established RG in
such way that it is totally transparent to the streaming server.
The mechanism is based on the idea of using a virtual interface
for the stream end point that can be moved and configured to
different devices. The target devices should have support for
continuing the same session, which in our case was a video
stream.

Enabling this type of session movement gives the user a
possibility to use the best suitable device for e.g. watching
the video stream at all times. For example, at home the user
most probably has a possibility to watch the video on a bigger
screen and while moving the user can continue watching using
a handheld device like a PDA or a smartphone.



V. RESULTS

As mentioned before, the main goal of the presented testbed
is to assess the feasibility of the Ambient Networks mobility
concepts. The Triggering FA has proven to be an appropriate
framework to settle the basis for more advanced mobility
mechanisms. It provides an efficient and flexible way of
dealing with multiple sources of inputs, and thanks to its easy
configurable set of policies, it may be used for other mobility-
related procedures.

In addition to this, the testbed comprises a functional
method of recognizing a RG. As mentioned before, the RG
concept can be used to bring up some optimizations to
mobility-related procedures, such as the merge of signaling
messages after a handover or to diffuse information to the
whole set of RG members on an efficient way.

A. Proof of Concepts

The Triggering framework has been used to initiate
mobility-related procedures after detecting inputs coming from
different sources. In this work, it has been used to initiate
session handover between devices, as well as to initiate the
RG formation procedure.

One of the most outstanding issues concerning the mobility
within Ambient Networks comes from the fact that we are
considering different types of mobility dimensions. The tradi-
tional mobility has been shown with the change of GW and,
in addition, the session handover is also shown, shifting the
video stream for the laptop(s) to the PDA and vice versa. It is
important to highlight, concerning session handover, that the
end user does not perceive any service disruption.

B. Testbed Extensibility

In addition to have assessed the feasibility (on real plat-
forms) of some advanced mobility concepts, the testbed that
has been presented is this paper has been designed and
implemented on a modular way, so that it would be quite
straightforward to add new functionalities.

First, the Triggering FA has been designed and implemented
with the extensibility as a hard requirement. After the archi-
tectural design, this component appeared as a central element
within the Mobility Control Space, as far as it gathers inputs
from various sources and initiates the corresponding mobility
procedures. In this sense, it should be able to accommodate
new inputs, configure new policies and execute the required
procedures. The FA can work either in a centralized way, i.e.
all procedures happen within the same device (inputs, mobility
actions, etc) or on a distributed fashion, when the triggers
are detected by different devices (e.g. an infrastructure node),
which send them via the traditional socket interface.

On the other hand, the Moving Network Support FA pro-
vides a common framework on which different functionalities
can be tested. The basic idea is to manage the whole RG as
a single entity, rather than managing all the nodes separately.
In this sense, the existing testbed will be extended, using the
RG concept to bring up some of the benefits that could be
achieved. One example of such benefits may be to use the RG

structure so as to propagate some information into the network,
and improving some existing mobility protocols (e.g. Mobile
IP or Host Identity Protocol).

VI. CONCLUSION AND FUTURE WORK

In this paper we have addressed the design, development
and assessment of a complete testbed that can be used to test
some of the potential new features that will pave the way of
forthcoming mobility-related challenges. We have discussed
why current view on mobility is no longer valid, and we have
proposed some new techniques that may help to alleviate the
difficulties that will arise. In particular, and using off-the-shelf
technologies, we have implemented parts of two Functional
Areas of a complete Mobility Control Space, namely a com-
mon Triggering framework and a set of functionalities to be
able to manage Moving Networks on a more efficient way.

The testbed will be extended and improved with new fea-
tures and functionalities. As has been mentioned, its flexibility
and extensibility have been carefully considered since the
design phase. Among the aspects that will be added soon
to the demonstrator, the integration of a mobility solution
based on the Host Identity Protocol, support for multi-hop
communications within the RG, and distributed triggering
protocols are the most appealing ones.
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[3] A. Surtees, R. Agüero Calvo, J. Tenhunen, M. Rossi, and D. Hollos,
“Routing Group Formation in Ambient Networks,” in 14th IST Mobile &
Wireless Communications Summit, June 19–22, Dresden, Germany, June
2005.
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Abstract— Current protocol stacks can handle only a handful
of events that may trigger actions for mobility management, such
as signal strength indicators and cell load. We argue for new
mechanisms that can deal with a greater variety of triggering
events, which may originate from any component of the node’s
protocol stack as well as mobility management entities within
the network. We present the main concepts that govern our
trigger management mechanisms (TMM), which aim at operating
in a richer mobility management framework, and enable the
deployment of new applications and services. After summarizing
the architectural requirements with respect to trigger collection,
processing, storage, and dissemination, we introduce a real
implementation of TMM on commodity mobile devices. We
briefly review our testbed environment and present experimental
results using TMM to drive a lossless streaming video session
handover between a laptop and a PDA. We position the current
TMM design and implementation within the Ambient Networks
architecture, centering in particular on the use of policies to
steer TMM operation, and the role that TMM can play in an
information service infrastructure. Finally, we outline current
and future work items.

I. INTRODUCTION

Mobile devices are now capable of running demanding
network applications, may have multiple wireless network
interfaces and, thus, connectivity options. For example, most
advanced PDAs and smartphones include interfaces for wire-
less local, personal, and wide area networks (WLAN, WPAN,
and WWAN, respectively). Nevertheless, state-of-the-art mo-
bile protocol stacks can only handle a small set of event
notifications, typically related to radio access network (RAN)
connectivity, spatial mobility, and load balancing. For instance,
signal strength deterioration generally leads to a base station
handover (HO) in cellular voice; 2G/3G mobile phones typ-
ically opt for 3G connectivity when the user moves into a
new area; and sustained high data traffic loads may force the
Universal Terrestrial Radio Access (UTRA) transport function
to reallocate resources (and even perform a HO) in WCDMA
3G/UMTS networks [1].

We argue for a framework to handle a much larger set of
notifications caused by events that originate not only from the
lower layers of the protocol stack (physical, data link, and
network), but from the upper layers (session, transport, and
application) as well. We present mechanisms that allow mobile
devices to manage both conventional mobility events, such
as the availability of a new network access, received signal
strength indications (RSSI), network capacity load, and higher-
level events, for example, security alerts, policy violations,
end-to-end quality of service deterioration, and network access

cost changes. The corresponding event sources need to be
able to deliver notifications to interested applications and
other system entities (for example, the mobility management
protocol used, such as Mobile IP or Host Identity Protocol
[2]), in a uniform, concise and standardized manner. We refer
to these standardized notifications as triggers in the remainder.

We introduce the main concepts of trigger management in
§II and our architecture in §III. Section IV reviews our imple-
mentation on commodity devices, describes our experimental
study scenario, and reports results from our testbed. Section V
positions our work within the Ambient Networks architecture.
We discuss related work in §VI, and conclude the paper in
§VII outlining plans for future development.

II. TRIGGER MANAGEMENT CONCEPTS

After surveying the literature (see, for example, [1], [3]–[7])
and based on our own expertise, we identified more than one
hundred different types of network events related to mobility
management. We cluster triggers, regardless of the underlying
communication technology, based on groups of events related
to changes in network topology and routing, available access
media, radio link conditions, user actions and preferences,
context information, operator policies, quality of service (QoS)
parameters, network composition [8], and security alerts.
Fig. 1 illustrates six different trigger groups as boxes. The
“offshoots” on top point to example triggers belonging to
each group. The rightmost group includes representative link
layer “up/down” triggers (irrespective of the radio access
technology). On the other hand, the leftmost group includes
triggers originating from the application layer. In this example,
certain triggers originate from the node (“System Resources”)
while others originate from the network (“Macro Mobility”).

With respect to mobility management, triggers can be
classified and filtered based on five criteria: type, origin,
occurrence/frequency, event persistence, and temporal con-
straints. For example, we identified three trigger types based
on whether an event may, will, or must force a HO. Origin
corresponds to the entity that produces the trigger, for example,
the radio access component. With respect to frequency of
occurrence, an event may be either periodic (such as, network
measurements) or asynchronous (such as, the availability of
a new network access or a security alert). Finally, events can
be either transient or persistent, and they may be associated
with a real-time constraint. An advantage of our grouping
and classification approach is that we can detect the relations
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Fig. 1. An example of trigger groups originating from the node (and different layers of the protocol stack) and the network.

between otherwise disparate triggers. This prevents the gener-
ation of excessive transient triggers based on, for example, the
same root-cause event, such as a link outage, and reduces the
number of events that need to be processed. For instance, in
Fig. 1, the Link Status trigger “link up”, could be advantageous
for a mobile node if it starts sending router/agent solicitation
messages immediately after receiving the trigger, thus getting
the router advertisements earlier than if it passively waited for
them. This is especially the case for vertical handovers; see
for example [9]. Conversely, the mobile node does not need
to wait for router advertisements after a “link down” trigger.

Event sources need to be able to deliver notifications to
interested applications and other system entities in a uniform,
concise, and standardized manner. This approach simplifies
notification handling considerably, while guaranteeing suffi-
cient diversity for event separation and classification. In order
to manage and efficiently propagate triggers originating from
a variety of sources we developed trigger management mecha-
nisms (TMM) that lay the foundation upon which sophisticated
HO operations can be performed. We aim at establishing an
extensible framework where new sources of triggers can be
included as necessary. It is important to highlight that TMM
provide the means to disseminate mobility-related information
between one or more event sources and several trigger con-
sumers and that HO decisions are still the responsibility of
the mobility management protocol, say, Mobile IP. TMM can
also provide hints about moving the communication endpoint
from one device to another, as explained in §IV.

III. TMM ARCHITECTURE

The bird’s eye-view of the TMM ecosystem is shown
in Fig. 2 and comprises (a) sources (or producers) feeding
relatively fast-changing information about events; (b) trigger
consumers, which receive notifications in the form of stan-
dardized triggers about events they are interested in; and (c)
the implementation of TMM, which includes data stores and

internal logic. The TMM implementation processes the events
received from the producers, generating triggers based on
consumer-provided (filtering) rules and making sure that all
system-wide policies are enforced.

Fig. 2. Schematic of TMM.

A central part of the design is designating entities as
producers and consumers of triggers. Consumers must state
their need to receive triggers and can choose to stop receiving
them anytime. The same entity may be simultaneously acting
as both a consumer and a producer. For example, it can receive
all triggers originating from RAN events, but opt to receive
only the upper-layer triggers associated with security policy
violations. In the former case, the consumer takes advantage
of the trigger grouping and classification functionality; in the
latter, it additionally requests trigger filtering. Consumers can,
of course, use these triggers to generate their own and serve as
a producer for other entities. We expect that TMM will be used
to guide HO decision and execution. In particular, consumers
can use triggers to derive whether the mobile device is moving
within a single network or it is crossing different access
technology boundaries, and whether the addressing scheme,
trust and provider domains should be changed accordingly.
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The TMM architectural requirements address functional,
performance, and security issues. As shown in Fig. 3, the
core TMM implementation is partitioned in three major com-
ponents, namely, trigger event collection (§III-A), processing
(§III-B), and storage (§III-C), described next. The figure also
depicts examples for TMM event sources (access technology,
HIP, MIP, and TCP) and TMM consumers (applications, TCP,
MIP, and HIP). As mentioned earlier, the same component
may act as a trigger source and consumer at the same time,
such as the case of MIP in the figure. In short, events are
collected from the corresponding sources and are handed
over to the trigger processing engine which is responsible
for time-stamping and reformatting triggers (if necessary),
and assigning them to the appropriate group. Consumers-
specific rules for filtering and the filtering itself are handled
during trigger processing. Processed triggers typically have an
expiration time, after which they are automatically removed
from the active triggers repository. We support the application
of different triggering policies (§III-D), defined as a set of
classification, filtering, trust, and authorization criteria/rules.
This allows our implementation to enforce a different policy at
different times or when the node operates in different contexts.

Fig. 3. TMM Components.

A. Triggering Events Collection

Triggering events collection is a function in TMM, which
receives events from various sources in the network system
via the trigger collection interface. A TMM implementation
may contain several event collectors, which may be distributed
and which may be responsible for collecting different types
of events. The need for different event collectors arises from
the fact the origin of an event source can be a hardware
device, a system component implemented in kernel space,
or an application implemented in user space. For example,
each device driver could implement its own event collection
functionality, which would be capable of handling triggering
events produced by the specific device only. Moreover, sources
can also be located in the network such as at active network

elements or at the user’s home network. Finally, a particular
TMM implementation can act as a consumer to another one
located in a different node. Thus, orchestrating the collabora-
tion of, perhaps, several collection entities is needed in order
to efficiently gather a larger amount of events.

B. Trigger Processing

We want to handle triggers using a common format and
reformat any “legacy” ones into the chosen standardized
format once they arrive via the triggering event collection. This
allows us to tap into existing event sources, which are not yet
compatible with our TMM and will be instrumental in mi-
grating “legacy” systems to the new framework. New sources
should implement the trigger event collection functionality
and use the trigger collection interface in order register their
triggers and to make them available to consumers. Consumers
can subscribe by specifying a set of triggers (and, optionally,
filtering rules) and are expected to unsubscribe when they
do not wish to receive them any longer. For each consumer
subscription, the TMM processing component makes sure that
filters are formatted correctly, may supply default filters for
certain consumers, and performs the actual filtering. Basic
rules can also be used as building blocks for crafting more
sophisticated rules.

C. Trigger Repository

The repository is designed to meet the stringent require-
ments placed by mobility management, but can be used
to store non-mobility triggers. The basic primitives include
adding, removing, updating, and disseminating triggers in a
standardized format. Each stored trigger has an associated
lifetime and is removed automatically once it expires.

D. Policies and Rules in TMM

The availability, on the one hand, of a system-wide policy
and, on the other, consumer-supplied filters lies at the center
of our TMM design. These two are orthogonal providing
flexibility and adaptability. System policies ensure that only
designated consumers can receive certain groups or types of
triggers. For example, a node may operate under different
policies regarding network attachment depending on whether
the user is on a business or a leisure trip. Policies can
also establish different trigger classification and groupings
in different contexts and are typically stored in a separate
repository, accessible to the TMM implementation. Filters
allow a consumer to focus a trigger subscription. For example,
a monitoring application may be interested in receiving all
network utilization measurements, while a VoIP application
may be interested in a receiving a trigger when utilization
exceeds a threshold and the user is in a call. The VoIP
application can even be an intermittent trigger consumer,
subscribing and unsubscribing to receive triggers as needed.

IV. CONCEPT VALIDATION

We implemented TMM and experimented with it in a real
environment. We tested our user-space C++ implementation on
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Fig. 4. Triggering in practice. The video is streamed to the laptop for the
first three minutes (left), followed by a session handover to the PDA (center),
and a handover back to the laptop (right).

laptops running FreeBSD, Linux, and Windows, and on a PDA
running Linux. This particular implementation is called TRG
and is currently being integrated in a larger prototype for the
Ambient Networks project (see §V, below). Our demonstration
testbed, detailed in [10], employs TRG to enable streaming
video session handovers (VSHO) between two mobile devices.
In the scenario of Fig. 4, the user starts watching a video
streamed to his laptop. His PDA is nearby and the user decides
to move to another room but would like to keep watching the
video on the way. The PDA is fitted with a multi-sensor device
(detailed in [11]), which was extended to provide standardized
orientation triggers (see §III-A). Sensors are becoming more
common in everyday life and new smartphones come with
several sensors measuring illumination, for example; we ex-
pect that these sensors will become more common and are
well suited to act as trigger sources. When the user picks
up the PDA, a “vertical orientation” trigger initiates a VSHO
from the laptop to the PDA; the two have to coordinate and
arrange for the transfer of the video streaming session (Fig. 4).
A successful VSHO allows the user to receive the streaming
video on the PDA over the WLAN seamlessly. The user can
also explicitly initiate VSHO by pressing a PDA button. In
this example, TRG handles triggers associated with mobility,
orientation, and user preferences, keeping the video flowing
smoothly while changing the communication end-point.

Fig. 5 illustrates the logical topologies of two different test
cases, which were evaluated in our lab, based on the scenario
shown in Fig. 4. On the right-hand side of Fig. 5, all devices
are connected using a WLAN in ad-hoc mode, as if the user
streamed a video from his digital collection at home. On the
left hand side, the server is located in a different network,
as would be the case when watching a video from a service
provider over the Internet. In both setups, we stream a ten-
minute video encoded at 576 kb/s over UDP. At t = 3 min,
a session HO from the PDA to the laptop is triggered, and
at t = 7 min, the session is “moved” back to the laptop.
We qualitatively examined the quality of the video stream
and we did not notice any lost frames. Tcpdump traces cap-
tured during the experiments confirmed that no packet losses
occurred, and that the effect on packet delay is negligible,
compared to packet delays before and after the VSHO. It is
important to note that the focus of these experiments is not on
showcasing the VSHO. This is simply a particular application
of triggers leading to a HO. Instead, we emphasize that these
experiments aim at assessing the feasibility of introducing a
TMM implementation in small handheld devices. We do not

Fig. 5. Topology of the test cases.

attempt to formally draw peak signal to noise ratio (PSNR)
curves, but point out that the absence of packet loss in our
evaluation scenarios is a good indication about the ability
of the current TMM implementation to expeditiously deliver
triggers and enable video session HO.

Fig. 6 illustrates the packet interarrival times as recorded
by tcpdump using a boxplot [12]. The box width is pro-
portional to the number of packets recorded in each trace.
The box represents the middle 50% of the data, the line
in the middle represents the median packet interarrival time,
and the “hinges” the Q1 and Q3 quartiles. The width of
the notch in the middle corresponds to the 95% confidence
interval (CI) of the distribution median. Values outside the
whiskers, shown as circles, are considered outliers. The first
box on the left shows the server tcpdump trace when the entire
video is streamed from beginning to end without a VSHO
directly from the server to the laptop (ad-hoc scenario); the
second box is the corresponding laptop trace. The third box
from the left shows the server in the case when the ten-
min video was streamed to the laptop during t = 0 . . . 3
and t = 7 . . . 10 min. During t = 3 . . . 7 min the video was
streamed to the PDA. In the handover case, 9 packets captured
at the server side (the outliers in the figure) recorded intearrival
times exceeding 0.1 s. By inspection of the packet numbers we
found out that all 9 packets with intearrival times exceeding
0.1 s were sent when the stream was sent to the PDA and
5 consecutive packets when the HO occurred. These results
are very promising, despite the fact that this is a prototype
implementation, especially when taking into consideration that
the PDA was running the video client and captured packets
using tcpdump throughout the experiment living few spare
system resources available.

Back of the envelope calculations for the ad-hoc scenario
yield packet transmission times, under excellent conditions,
in the ms-range. On the other hand, packets are transmitted
from the video server with interpacket distances in the order
of several dozens of ms. Since we conducted the above
experiments, we continued the development and evaluation
of TRG. In fact, we have now added a web services trigger
collection interface, as we proceed integrating more event
sources. Using this new version of TRG, we ran experiments
where we submit 100 000 back-to-back triggers to TRG and
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Fig. 6. Experimental results when triggering a VSHO.

found that it takes about 1 ms to collect, process, store,
and disseminate a trigger, on the average, which is a good
indication that TRG is already “good enough” for several
scenarios. More evaluations are on the way, and are part of
our ongoing effort.

V. TMM IN AMBIENT NETWORKS

The Ambient Networks project (www.ambient-
networks.org) is developing innovative mobile network
solutions for increased competition and cooperation in
an environment with a multitude of access technologies,
network operators, and business actors. The project aims
at offering a complete wireless network solution based on
dynamic composition of networks that provide access to any
network through the instant establishment of inter-network
agreements. The concept offers common control functions to a
wide range of different applications and access technologies,
enabling integrated, scalable, and transparent control of
network capabilities. It is difficult to imagine the entire
Ambient Networks project succeeding in meeting all its
ambitious goals without an ahead-of-the-curve, coherent, and
forward-looking mobility solution, given its central role.

The TRG implementation of TMM introduced in the previ-
ous section is an important building block of the Ambient
Networks Information Service Infrastructure (ANISI) [13].
ANISI is an information service infrastructure designed to
provide services and applications at different layers of the
protocol stack with support for network information gath-
ering, correlation and intelligent decision-making in support

of enhanced mobility management and context-aware com-
munications. The Ambient Networks architecture [14], [15]
capitalizes on the availability of a TMM implementation (i.e.
TRG) to collect triggering events from sources within an
Ambient Network Node (ANN) and the Ambient Network
(AN) as well, classifying and filtering them according to
dynamically defined classification rules. Within the Ambient
Control Space (ACS), TRG disseminates classified triggers to
all subscribed consumers in a fashion similar to that presented
in §III.

VI. RELATED WORK AND DISCUSSION

Previously published work [5]–[7] shows the benefits of
using event information, for example, to proactively perform
a handover in order to maintain QoS levels. Our goal is to
define a framework that supports the event collection and
processing, and trigger distribution possibly from hundreds
of different sources. We concur with Vidales et al. [4] that
in heterogeneous network environments several sources of
events and context information should be consulted in order
to achieve seamless connectivity and develop swift mobil-
ity management mechanisms. Furthermore, earlier work in
other event/notification systems [16]–[19], which introduces
mechanisms on how to implement such systems, along with
the evaluated event generation cases is very encouraging and
complimentary to our effort in defining TMM as a specialized
notification system for mobility-related events which originate
from the entire protocol stack.
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The IEEE 802.21 working group is standardizing an in-
formation service that will facilitate media independent han-
dovers. The proposed standard includes an event service,
which has common characteristics with our TMM design but
does not prescribe a particular implementation and stops short
of allowing upper-layer entities to provide events that can
drive a HO. Our approach emphasized standardized ways for
consumers to receive trigger from a variety of sources. Easy
application registration to TRG permits them to get the infor-
mation they want from different sources. Event generation, on
the other hand, is by its very nature a distributed process and,
without a central agent, all sources and consumers are forced
to create a fully meshed topology. By introducing TRG, event
collection becomes straightforward and trigger distribution
standardized. Moreover, as part of ANISI, TRG allows system
components to manage context and triggers comprehensively.

VII. CONCLUSION AND FUTURE WORK

We presented TMM, a framework that can handle a greater
variety of triggering events aimed for a richer mobility man-
agement network environment, and evaluated a particular
implementation. The overall TMM architecture is still under
development, and several issues need addressing. We already
have a prototype implementation (TRG) and have tested the
framework with handhelds in a real network. Our current
work involves the refinement of the code in the prototype,
and a more detailed empirical study, which will quantify the
scalability and performance of the event collection and trigger
distribution mechanisms, as well as assessing the value of
using rules and policies for event and trigger classification.

Moving forward, we are integrating TRG with HIP and
Mobile IP, taking advantage of the fact that it can be located
both at the terminal and network side. For example, sources
at the network side can monitor the network capacity load
and other QoS metrics in overlapping WLAN and WWAN
areas. Based on this information, TRG can send triggers to
the terminal predicting or even forcing a vertical HO. Our
experience so far has shown that implementing this kind of
functionality in small devices is feasible. Addressing perfor-
mance issues (scalability; network, computational and power
consumption; and improved user experience, when compared
to contemporary solutions), and dealing with security risks
(due to malicious trigger consumers and producers), are part
of our ongoing work.
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Springer, Aug. 2002, pp. 125–138.

[12] R Development Core Team, R: A Language and Environment
for Statistical Computing, R Foundation for Statistical Computing,
Vienna, Austria, 2006, ISBN 3-900051-07-0. [Online]. Available:
http://www.R-project.org

[13] R. Giaffreda, K. Pentikousis, E. Hepworth, R. Agüero, and A. Galis, “An
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ABSTRACT

This paper presents mechanisms for collecting and process-
ing cross-layer information from mobile devices and networks.
That information is further used to feed the handover decisions
as a part of the seamless mobility support. This paper presents a
mechanism called Trigger Management, developed within the
EU’s Ambient Network project, for collecting and processing
cross-layer trigger information. The trigger management sys-
tem is bound to the VERHO vertical handover controller sys-
tem, enabling the handover decisions based on several input
parameters.

I. INTRODUCTION

The number of mobile devices is rising all the time. At the
same time, they offer new wireless techniques new possibil-
ities to create new services that users should be able to use
whenever and wherever they choose, with optimized band-
width and costs. The availability of wireless access networks
with more and more bandwidth enables the possibility to use
some streaming software or watch live video streams or TV
broadcasts with mobile devices. The effective use of new ser-
vices in IP networks also sets several requirements. One of the
key issues is to support for the mobility in the infrastructure.
Mobile devices also have several different access technologies
available, like WLAN, 3G, GPRS. Supporting mobility will
give people more freedom with regard to the time and place
for using IP-based services.

The use of different access technologies needs vertical han-
dover [1], a mechanism for handover between the technologies.
Figure 1 illustrates a situation in a heterogeneous environment
when a Mobile Node is moving through an area with GPRS,
WiMAX and IEEE 802.11 hotspots available. There are al-
ready many protocols designed to support vertical handovers,
such as those described in more detail in section II. These pro-
tocols also need support for making the decisions for the han-
dovers. The optimal situation would be that the data flow could
be on all the time during the handover with no interruptions in
the services. To achieve seamless handover would be easier if
the connection to the new access point could be built before the
old connection breaks. Unfortunately, many layer 2 technolo-
gies require that the connection to the old access point must
be cut before the new one can be established. However, the
first step before the handover and updating the location of the
Mobile Node is the decision about the handover. It may also
lead to the decision about using a different access technology.
Usually it is based on the availability of the network, which
is, of course, a basic requirement for keeping the connection

established. The decision much depends on the services and
applications the user wants to use (required bandwidth, etc).
There is also a significant amount of information, like traffic
load, available in the network. Such facts as the actual cost of
using a technique may be quite important for users as well. It
is also shown by other studies that the use of cross-layer infor-
mation provides significant benefits for making decisions about
adaptations for multimedia stream [2,3]. There are hundreds of
different types of events related to mobility management avail-
able - see, for example, [4–8] - and it can be argued that the
use of cross-layer information and enhancements for mobility
mechanisms (like handovers) is the way towards seamless mo-
bility.

The rest of the paper is structured as follows. Section II vis-
its the state of the art of mobility management and presents
some of the protocols needed for supporting mobility. Section
III describes the VERHO vertical handover controller that can
be used for making the decisions about the handovers. The
Trigger Management Framework, which takes care of the col-
lecting and processing of events (cross-layer information) that
are then used to trigger the handover decisions, is described in
section IV. Prototyping and the results of experimentations are
explained in section V and section VI concludes the paper.

Figure 1: Movement of Mobile Node in heterogeneous envi-
ronment

II. MOBILITY MANAGEMENT AND PROTOCOLS

Several mechanisms for changing the access between IP net-
works while moving are introduced. The Mobile IPv6 protocol
(MIPv6) [9] handles mobility in IPv6 networks. There are still

1-4244-1144-0/07/$25.00 c©2007 IEEE



The 18th Annual IEEE International Symposium on Personal, Indoor and Mobile Radio Communications (PIMRC’07)

a number of drawbacks, such as high latency or packet loss,
caused by the procedures that are needed during the handover
execution phase [10]. Perhaps the biggest problem in handover
is that the connection breaks during the handover, which causes
some packet loss.

The Hierarchical Mobile IPv6 [11] introduces a Mobility
Anchor Point that acts as a local Home Agent for Mobile IP.
The benefit is that the signalling from the Mobile Node is
needed only with the first Mobility Anchor Point, which is ex-
pected to be closer than the Home Agent; thus the signalling
time can be reduced.

Fast handover for Mobile IPv6 [12] is another mechanism.
In Fast Mobile IPv6 there is a router located in the access net-
work that may work as a proxy for the mobile node. This proxy
router uses tunnelling to route the packets to the new access
router in the new access network. Fast Mobile IPv6 also uses
link layer information that triggers the handover earlier than
would otherwise be possible.

Mobile IP also has extensions to support network mobility
(NEMO Protocol) [13]. The basic idea of NEMO is to use a
gateway called Mobile Router to provide the Internet access
for the moving network. Only Mobile Router will change its
point of attachment to the Internet. NEMO is used to hide the
mobility and other nodes see the moving network as a normal
subnetwork and use Mobile Router as a default gateway.

Host Identity Protocol, HIP [14, 15] is also a mechanism for
mobility support. HIP propose a new Host Identity layer be-
tween the network and transport layers. With this layer it is
possible to map transport connections to host Identifiers instead
of IP addresses. Contrary to IP addresses, Host Identity stays
constant if a host is changing the network. Host Identity is a
unique public cryptographic key of a public/private key pair.
Using these cryptographical keys, Host Identity is a security
cornerstone in the HIP architecture.

The IETF Detecting Network Attachments (DNA) working
group [16] has been working with mechanisms enabling the
mobile node to detect its connectivity status. When the mo-
bile node is changing its IP network it needs to re-configure
the IPlayer parameters, such as IP address and default gateway
information, and DNS server address. Detecting the network
change can usually be done by network layer indications like
a change in the prefixes for IPv6, if this kind of information
is available. The DNA working group has proposed link-layer
notifications like a notification indicating that the node has es-
tablished a new link-layer connection. That notification can be
used to trigger probing the network for a possible configuration
change [16].

The IEEE 802.21 working group [17] is working with the
proposal for Media Independent Handover. This working
group has described mechanisms supporting upper layer proto-
cols and applications to participate in controlling the handover.
This also supports more intelligent handover decisions by pro-
viding a means to collect information related to the capabil-
ity of neighbouring networks. The IEEE 802.21 work is also
partly trying to solve problems related to handovers and deci-
sions about them.

Figure 2: Cross-layer information

III. HANDOVER DECISIONS

The VERHO Vertical handover controller [18, 19] is designed
to make the decision about which available access technology
should be used. The system uses the information deduced from
the decision process and controls the MIPv6 handover. The de-
cision about when the handover should occur depends on the
information collected from each available technology, which
can originate from different protocol layers, as shown in Fig-
ure 2. The collecting and processing of this information, called
trigger information, is described in more detail in section IV..
The most significant information is the information received
from the link layer, such as link up/down. The link layer of-
fers a different set of information depending on the technolo-
gies available. The use of link layer information also improves
the mobility protocol handovers. The VERHO system is able
to use several other sources of information, like user-specified
information and the Quality of Service requirements of appli-
cations. The main goal for the system is to realize the intelli-
gent decision based on the available information, and control
the handovers and achieve a seamless vertical handover by per-
forming a proactive handover. Papers like [20] have introduced
the means for using several information sources as well. This
paper supports those views and fully agrees that the solution for
a decision is needed and it is not too complex to create. It may
also be beneficial, not only for controlling the handovers but
also for triggering the search for new possible access points.

The VERHO system is working completely on the Mobile
Node side and the system does not need support from the net-
work side, although network-assisted handovers are possible.
The main idea is to use the information that is available for
the Mobile Node. The design of the system is such that it can
support possible future systems. The future systems can be sys-
tems on the network side that offer the handling of the authen-
tication, security or the mechanisms for a better quality of ser-
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vice. Making the decision in the mobile node allows the users
to give their own demands for the connection as well. Cost
information, which is obviously very important for the users,
can be one parameter for the decision. Users can, for example,
predefine the cost of the use of different access technologies
in terms of time. When there are several different access tech-
nologies available, such as WLAN and 3G, the efficient use of
different interfaces with minimized power consumption while
staying connected are very important. The applications may
have their own demands for the required bandwidth or maxi-
mum delay of the link or the supported media codecs and adap-
tation methods. The availability of the link is of course the most
important factor. This availability information can be gathered
and derived from the link layer. Other sources of information,
like location information from the GPS, could also be a benefi-
cial source of information for the decision.

The decision in the VERHO system is based on the defined
rules compared to the properties of the interface to the available
techniques. The rules are divided into critical and non-critical
rules. The critical rules are those rules that have to match
before the interface is enabled for the decision process. The
necessary critical rules are based on the state of the interface
and link (Link Up and Link Down). The system also provides
a possibility for the user to give some critical rules concern-
ing, e.g., the type of the interface or even the maximum cost
of the interface to be used. If the requirements of the critical
rules match, the interface is available for the decision. A rule
can be like this: Interface state = UP AND Interface type =
IEEE 802.11b. This rule means that the user wants to use only
WLAN.

The decision among those interfaces that match the critical
rules is based on the preference number. Each interface will
get a calculated preference value based on the values of dif-
ferent parameters. The parameters have weighted numerical
values so that the most significant parameters will have greater
weight. Each interface has several parameters like cost, power
consumption, support for wireless QoS or bandwidth. If a pa-
rameter is lacking in a specific interface due to its different
technology, that parameter can have a default constant value.
The value of the preference number is calculated from each in-
terface’s parameter values. One group of parameters can be the
measured QoS parameter’s value. The QoS parameter value
can be IP-level End-to-End quality measured with a separate
software tool like QoSMeT [21]. Each measured parameter -
e.g., delay, RTT and jitter - can then have the weighted value for
the calculation of the preference value of the interface. There
are also parameters like the type of interface without any nu-
merical value. Those parameters can be assigned with a default
numerical value. Deriving the value can be based on the user
demands or, e.g., on the speed of the connection. By following
the current state of the specific interface’s properties, the sys-
tem is able to choose whether there is other interface available
that better matches the specified rules. The presented way of
using the calculated preference value is just one possible way
of deriving the final decisions and does not exclude the use
of other suitable algorithms. All the information can be gath-
ered using the Trigger Management Framework presented in

the next section.

IV. CROSS LAYER TRIGGERING

One of the key components supporting the use of cross-layer
information is the mechanism that supports the collection and
processing of cross-layer information. One supporting mecha-
nism is the Trigger Management Mechanism [22]. This mech-
anism has been developed in the EU’s Ambient Networks
Project [23] and is one of the key concepts of mobility man-
agement in Ambient Networks.

The event sources providing the usable information for han-
dover decisions need to be able to deliver notifications to in-
terested applications or other system entities like the mobil-
ity management protocols or the software tools controlling the
handover like VERHO. It would be necessary to have the pro-
cessing of the notifications in a common standardized manner.
These standardized notifications are called triggers in this pa-
per. It is also beneficial to group similar and related triggers
as shown in [22]. The Trigger Management mechanism en-
ables efficient collection and propagation of triggers originat-
ing from a variety of sources. The Trigger Management pro-
vides a framework where new sources of triggers and the pos-
sible users of the source information, called consumers (like
VERHO), can be included as necessary. The mechanism aims
at providing the means to propagate mobility-related informa-
tion (triggers) between one or more event sources and several
trigger consumers. The mechanism does not make handover
decisions itself. This is done with systems like VERHO. Trig-
gers can be classified and filtered based on five criteria: type,
origin, occurrence/frequency, event persistence, and temporal
constraints. Trigger types can be based on whether an event
may, will, or must force a handover. The final decision on the
handover is made by a different entity but this entity can al-
ready make some separation of different types of triggers with
the help of Trigger Management. The origin of the event corre-
sponds to the source that is producing the trigger, for example
the radio access component. The source can be a system that
listens to the events in layer 2 and uses the polling for a source
that does not create any event to listen to. An example of this
kind of source used in an ambient networks architecture [23] is
the general link layer approach [24]. An event may also be peri-
odic, like a network utilization measurement, or asynchronous,
like the availability of a new network access. Finally, events
can be either transient or persistent, and they may be associated
with a real-time constraint. An advantage of our grouping and
classification approach is that correlations between otherwise
disparate triggers can be detected. This prevents the generation
of transient triggers and reduces the number of events that need
to be processed.

The Trigger Management Framework has four major com-
ponents. First, events are collected from event sources via a
collecting interface and are then further processed in the clas-
sification engine, which is also responsible for time-stamping
and reformatting triggers, if necessary. Assigning triggers to
the appropriate group is also done with the classification en-
gine. The classified triggers are then stored in the repository.
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Figure 3: Trigger Management Framework

Each trigger typically has an expiration time, after which it is
automatically removed from the trigger repository. The Trig-
ger Management architecture supports the application of dif-
ferent triggering policies. The current implementation supports
policies to restrict the accessibility of certain triggers to certain
consumers. It is also possible to extend the policies to support
the use of different rules for filtering and classification. This
means that Trigger Management may use a different policy at
different times or when in different contexts, without having
to regenerate rules. The current implementation of the Trigger
Management framework focuses on mobility management pro-
cedures and handles different triggers originating from radio
access, network, upper layer events, and sensor data. Triggers
can be formed depending on the system or application context.
Events can originate from other devices and follow security re-
strictions and user requirements. The cornerstone part of the
Trigger Management framework is entities as consumers and
producers of triggers. Consumers such as VERHO must spec-
ify their needs to receive triggers. Consumers can also choose
to stop receiving triggers at any time. The same entity may be
simultaneously acting as both a consumer and a producer. Con-
sumers can ask to receive all triggers originating from RAN
event sources, but deny receiving the upper-layer triggers asso-
ciated with security policy violations. This can be done by us-
ing the classification and filtering functionality. The consumer
can use these triggers to generate its own context-related trig-
gers and act as a producer for other functions (consumers) as
well. It is expected that the Trigger Management framework
will be used to feed and guide handover decisions and execu-
tion. It is possible for consumers to use the received triggers
to decide whether the mobile device is moving within a single
network or is crossing different access technology boundaries.
It is also possible to monitor whether the addressing scheme,
trust domain and provider domain should be changed accord-
ingly.

V. PROTOTYPING AND EXPERIMENTATIONS

While the performance tests and scalability analysis is still
ongoing work, the presented functionalities have been imple-

mented and tested in several proof of concept prototypes. The
current focus is to continue developing and testing the Trigger-
ing Management framework. The VERHO system, partly de-
veloped in previous research, has been tested using link layer
information to assist the Mobile IPv6 handovers. These exper-
iments are detailed in paper [19].

The Triggering Management framework is currently inte-
grated into the Ambient Networks integrated prototype [25]. In
that prototype the Triggering Framework is used to assist HIP
protocol handovers having the Generic Link Layer GLL [24]
acting as a triggering source for providing information about
different access with triggers by monitoring the link status,
routing table and IP address changes. The prototype also re-
alizes the support for network mobility using the HIP mobile
router. In addition to supporting vertical handovers, HIP also
supports handovers between IPv4 and IPv6 networks.

To show and validate the functionality of the Trigger Man-
agement Framework, it has been used to assist entities other
than mobility protocols in session handovers using sensor in-
formation. The functionality for supporting the movement of a
session between different devices is here called a session han-
dover. It is quite different from the traditional handover (i.e.
changing the network access point). In a test bed, the currently
available techniques with laptops and PDA was used for prov-
ing this concept. Using the developed mechanism it is possi-
ble to move the end point of the stream between the devices
inside an ad hoc network in such a way that it is transparent
to the streaming server. The mechanism is based on the idea
of using a virtual interface for the data stream endpoint that
can be moved and configured to different devices. The target
devices should have support for continuing the same session,
which, in our case, was a video stream. Enabling this type of
session movement gives the user a possibility to use the most
suitable device for watching the video stream at all times. For
example, at home the user most probably has the possibility to
watch the video on a bigger screen and while moving the user
can continue watching using a handheld device like a PDA or a
smartphone. More details about the scenario and prototype can
be found in [26].

While the demonstration scenario and prototype implemen-
tation was used as a proof of concept demonstration, some pre-
liminary tests were done as well. Tcpdump traces were used
to monitor the udp video stream and showed that in all of the
experiments there were no packet losses. In the test case, video
was streamed to the laptop during t = 0 . . . 3 and t = 7 . . .
10 min. During t = 3 . . . 7 min the video was streamed to
the PDA. In the handover case, as few as 9 packets captured at
the server trace had inter-arrival times exceeding 0.1 s. Closer
evaluation of the packet numbers showed that all 9 packets with
inter-arrival times exceeding 0.1 s were sent during at the time
the stream was on the PDA and 5 consecutive packets when the
handover was executed. It should be noted that this is a pro-
totype implementation of Trigger Management and taking into
consideration that the PDA was running the video client and
captured packets using tcpdump, these preliminary test were
very promising.

Early performance experimentations were also started where
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100,000 triggers were submitted to Triggering Management.
Measurements showed that it takes an average 1 ms to collect,
process, store and deliver a trigger. This is a good indication
that Trigger Management is already suitable for these kinds of
scenarios. More evaluations and performance tests in real and
simulation environments are part of currently ongoing work.

VI. CONCLUSIONS AND FUTURE WORK

This paper presented the Trigger Management Framework
mechanism for collecting information from various event
sources and processing the collected events to a standardized
trigger format. These triggers can be further used to feed han-
dover decisions to enable seamless handovers. A vertical han-
dover controller (VERHO) system was also presented as an ex-
ample for the decision mechanism that can benefit from trig-
ger information. The paper also presented some preliminary
results from the prototyping experiments. The current focus
is to finalize the Trigger Management implementation, which
has already been integrated to feed HIP, Mobile IP, and Ses-
sion Handovers. While the implementation is intensively be-
ing tested and prototyped in a real heterogeneous environment
(3G, WLAN, WiMAX), a simulation environment will be built
to fulfil the testing needs for the performance and scalability
analysis. The forthcoming studies will also show how the Trig-
ger Management Framework maps with the new standards like
IEEE 802.21.
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[18] J. Mäkelä and T. Hämäläinen and G. Fekete and J. Narikka, Intelligent
Vertical Handover System for Mobile Clients, in Proceedings of the 3rd
International Conference on Emerging Telecommunications Technologies
and Applications ICETA, Sept. 2004.
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Abstract— Modern mobile devices have several network interfaces and can run various network applications.  In order
to remain always best connected, events need to be communicated through the entire protocol stack in an efficient
manner.  Current implementations can handle only a handful of low level events that may trigger actions for mobility
management,  such  as  signal  strength  indicators  and  cell  load.   In  this  paper,  we  present  a  framework  for  managing
mobility triggers that can deal with a greater variety of triggering events, which may originate from any component of
the node’s protocol stack as well as mobility management entities within the network.  We explain the main concepts
that govern our trigger management framework and discuss its architecture which aims at operating in a richer mobility
management framework, enabling the deployment of new applications and services.  We address several
implementation issues, such as, event collection and processing, storage, and trigger dissemination, and introduce a real
implementation for commodity mobile devices. We review our testbed environment and provide experimental results
showcasing a lossless streaming video session handover between a laptop and a PDA using mobility and sensor-driven
orientation triggers.  Moreover, we empirically evaluate and analyze the performance of our prototype.  We position our
work and implementation within the Ambient Networks architecture and common prototype, centring in particular on
the use of policies to steer operation.  Finally, we outline current and future work items.

Key words: Triggering, Mobility Management, Mobile networks, Handover, Cross-layer Information Management

1. Introduction

Modern mobile devices, such as smartphones, internet tablets and PDAs, have several network interfaces and can run
various network applications, like web browsers, email clients, and media players.  Indeed, it is becoming common that
said devices can take advantage of wireless LAN, PAN and cellular connectivity, and we expect that in the coming
years mobile WiMAX will be supported as well.  In such a multiaccess environment, mobility management support for
both horizontal and vertical handovers should be one of the basic functionalities in future devices.  Moreover, in order
to allow a mobile device to remain always best connected, several events need to be communicated through the entire
protocol stack, as we explain in the following section.  Nevertheless, current implementations of state-of-the-art
mobility management protocols, such as Mobile IP [1] or Host Identity Protocol [2]), can only handle a small set of
event notifications that may lead to mobility management actions, including handover execution.

In this paper, we argue for a novel mobility trigger management framework that can handle a much larger set of
notifications related to events originating not only from the lower layers of the protocol stack (physical, data link, and
network), but also from the upper layers enabling the efficient use of cross-layer information for mobility management.
This framework needs to be open, flexible, with low overhead, and incrementally deployable.  After describing the main
parts of the architecture, we present the implementation of such a framework, which allows mobile devices to manage,
on the one hand, conventional mobility events, such as the availability of a new network access, received signal strength
indications (RSSI), network capacity load and, on the other hand, higher level events, such as security alerts, policy
violations, end-to-end quality of service deterioration, and network access cost changes.  In our framework, event
sources can deliver notifications to interested applications and other system entities used in a standardized manner.  We
will refer to these standardized notifications as triggers in the remainder.

The main elements of our trigger management framework are detailed in [3][4], and include the entities which
generate the events (producers) and entities that use the trigger information (consumers). Our trigger management
framework is capable of collecting event information from various producers through a specific collection interface.
The collected events are then processed and converted into a unified trigger format, described in Section 5, and
distributed to interested consumer entities. A trigger consumer can be any entity implementing the collection interface



and can be located in the same or in different node in the network.  It should be noted also that a same entity can act
both as a producer and a consumer.

In this paper we concentrate on the evaluation of the implementation of our framework in the VTT Converging
Networks Laboratory. Indeed this paper demonstrates the feasibility of our designed framework over a real testbed
network.  The concept and architecture behind our framework with some analysis to the similar existing concepts are
also summarized below.

The rest of this paper is organized as follows. Section 2 introduces the fundamental elements of our framework for
managing triggers, reviews the related work in this area and motivates our evaluation. Section 3 presents our
implementation of the triggering framework and Section 4 discusses the role of policies and rules in the system design.
Results from our experimental lab evaluation are presented in Section 5. Related work is discussed in Section 6, and
Section 7 concludes the paper.

2. A Framework for Managing Mobility Triggers

After surveying the relevant literature (see, for example, [5], [6]–[10]), and based on our own expertise, we identified
more than one hundred different types of network events related to mobility management. We cluster triggers,
regardless of the underlying communication technology, based on groups of events related to changes in network
topology and routing, available access media, radio link conditions, user actions and preferences, context information,
operator policies, quality of service (QoS) parameters, network composition [11], and security alerts.

Fig. 1 illustrates six different trigger groups as boxes. The “offshoots” on top point to example triggers belonging to
each group. The rightmost group includes representative link layer “up/down” triggers (irrespective of the radio access
technology). The leftmost group includes triggers originating from the application layer. In this example, certain
triggers originate from the node (“System Resources”) while others originate from the network (“Macro Mobility”).
The “origin” corresponds to the entity that produces the trigger, for example, the radio access component. An advantage
of our grouping approach is that it allows us to detect relations between otherwise disparate triggers. This prevents the
generation of excessive transient triggers based on, for example, the same root-cause event, such as a link outage, and
reduces the number of events that need to be processed.

Figure 1 An example of trigger groups

Event sources need to be able to deliver notifications to interested applications and other system entities in a
uniform, concise, and standardized manner. This approach simplifies notification handling considerably, while
guaranteeing sufficient diversity for event separation and classification. In order to manage and efficiently propagate
triggers originating from a variety of sources we developed a trigger management framework, which we call TRG. TRG
lays the foundation upon which sophisticated handover (HO) operations can be performed. We aim at establishing an



extensible framework where new sources of triggers can be defined and included in a system implementation as
necessary.  Note that this is quite different from other, in our opinion, more closed and specific approaches, such as the
one followed in the IEEE 802.21 [12] working group. On the surface, both TRG and the IEEE 802.21 Media
Independent Handover Services standard seem quite similar, aiming to improve mobility management performance.
However as we argue in [13] the mechanisms and services introduced by the IEEE standard do not include dynamic
information elements and any extensions will have to be introduced with lengthy standardization procedures in the
future. Moreover, triggers cannot originate from the higher layers of the protocol stack, and system level events are
simply out of scope of IEEE 802.21. Finally, 802.21 provides services to command and use the lower layer information
to enable seamless handovers and multiaccess, which is not in the domain of TRG, but of the mobility management
protocol. Last but not least, TRG is designed to handle much more event sources than MIHF. It is important to highlight
that TRG provides the means to disseminate and filter mobility-related information between one or more event sources
and several trigger consumers but that HO decisions are still the responsibility of the mobility management protocol,
say, Mobile IP [1] or HIP [2]. TRG can also provide hints about moving the communication endpoint from one device
to another, as explained in Section 5.

A central part of the design is designating different system entities as producers and consumers of triggers. Policies,
described in Section 4, are handled by the Policy Manager.  For communicating with different entities, TRG exposes
three service access points (SAP).  Event sources use the Producer SAP, to register events and emit notifications to
TRG when changes occur.  Consumers use another SAP, to subscribe with TRG and receive triggers in a single format
when they become available.  Finally, the Policy Manager uses another SAP to inform TRG about policies. Internally,
TRG implements a local trigger repository and functional blocks for processing triggers.

Consumers must state their need to receive triggers and can choose to stop receiving them anytime. For example, the
Mobile IP daemon can receive all triggers related to link layer events, but opt to receive only the upper-layer triggers
associated with security or policy violations. In the former case, such a consumer takes advantage of the trigger
grouping functionality; in the latter, it additionally requests trigger filtering. Consumers can use these triggers to
generate their own and, thus, serve as an event producer for other entities. We expect that TRG will be used to guide
HO decision making and execution. In particular, consumers can use triggers to derive whether the mobile device is
moving within a single network or it is crossing different access technology boundaries, and whether the addressing
scheme, trust and provider domains should be changed accordingly.

3. Architecture and Implementation

The core implementation of TRG has three major components:  triggering event collection, trigger processing, and the
trigger repository [3][4]. Triggering events collection receives events from various sources in the network system via
the trigger collection interface. New triggers can be introduced in a straightforward manner by implementing the trigger
event collection functionality and supporting the trigger collection interface. The latter allows sources to register their
triggers and to make them available to consumers. A specific TRG implementation may contain several event
collectors, which may be distributed, and are responsible for collecting different types of events.  The trigger repository
is designed to meet the stringent requirements placed by mobility management, but can be used to store non-mobility
triggers as well. The basic primitives include adding, removing, updating, and disseminating triggers in a standardized
format. Each stored trigger has an associated lifetime and is removed automatically once its time-to-live (TTL) expires.

The need for different event collectors arises from the fact that the origin of an event source can be a hardware
device, a system component implemented in kernel space, or an application implemented in user space. For example,
each device driver could implement its own event collection functionality, which would be capable of handling
triggering events produced by the specific device only. Moreover, sources can also be located in the network such as at
active network elements or at the user’s home network. Finally, a particular TRG implementation can act as a consumer
to another TRG located in a different node. Thus, orchestrating the collaboration of, perhaps, several collection entities
is needed in order to efficiently gather a larger amount of events.

Having dedicated collectors for different event sources enables the use of TRG in different operating systems as
well. The collector can format the events to the format that TRG understands and there is no need to modify the core of
TRG  functionality;  instead  the  collector  can  be  modified  as  necessary.  This  is  also  one  of  the  key  points  in  the
architectural design of TRG that enables it to handle cross-layer information by having a collector at different layers as
needed. For example TRG can get similar information considering the connectivity in FreeBSD through a collector that
uses Route Socket and in Linux through a similar collector using RTnetlink socket but obviously these collectors need
to have their own implementation. The core of TRG could be implemented in kernel space for performance reasons and



allowing for direct access to lower layer information.  On the other hand, TRG can be implemented in application space
allowing for greater flexibility and easing implementation and code evolution.  The prototype described in this paper
follows the latter approach. Of course, certain event collectors will have to be implemented closer to the lower layers in
the future.

The event sources are connected with TRG via producer SAP, as described also in section 2. The performance of the
event collectors is obviously very important.  They need to be fast enough to react to all different events, but the
collector implementation itself is not part of the TRG framework architecture.  TRG provides the interfaces to connect
different event producers with the possible consumers by defining the SAP’s between TRG and them. TRG core
functionality per se provides the mechanisms for distributing, filtering and handling the policies for the whole system of
the mobility event handling, but the collectors are out of scope of this paper.  Fig. 2 illustrates the TRG framework with
the different event producers and consumers.

Figure 2 TRG Architecture

After events are collected from the producers, they are handed over to the trigger processing engine which is
responsible for time-stamping and reformatting triggers (if necessary), and assigning them to the appropriate group.
Consumers can subscribe by specifying a set of triggers (and, optionally, filtering rules) and are expected to unsubscribe
when they do not wish to receive them any longer. For each consumer subscription, TRG makes sure that filters are
grammatically and syntactically correct, and accepts or rejects the subscription.  Basic rules can also be used as building
blocks for crafting more sophisticated rules.

4. Policies and Rules in TRG

TRG supports the application of different triggering policies, defined as a set of classification, filtering, trust, and
authorization criteria/rules. This allows our implementation to enforce a different policy at different times or when the
node operates in different contexts. The availability of a system-wide policy and consumer-supplied filters lies at the
centre of our TRG design. These two are orthogonal, providing flexibility and adaptability.

System policies ensure that only designated consumers can receive certain groups or types of triggers. For example,
a node may operate under different policies regarding network attachment depending on whether the user is on a
business or a leisure trip. Policies can also establish different trigger classification and groupings in different contexts
and are typically stored in a separate repository, accessible to the TRG implementation. Filters allow a consumer to
focus a trigger subscription. For example, a monitoring application may be interested in receiving all network utilization
measurements, while a VoIP application may be interested in receiving a trigger only when utilization exceeds a certain
threshold  and  the  user  is  in  a  call.  In  fact,  a  VoIP  application  can  even  opt  to  be  an  intermittent  trigger  consumer,
subscribing and unsubscribing to receive certain triggers solely when needed.



Our TRG implementation uses access control policies to define:

� Which producers are allowed to register and send triggers to TRG. Producers are identified by the
trigger IDs they register, and can be chosen on a system basis. For example, a policy allows only
specific producers to register with TRG.

� Which consumers are allowed to subscribe to triggers.  Policies can be very specific, prescribing
which consumers can receive certain triggers and from which producers.  Consumers are identified
by their locator (typically a host address).  For example, in our proof of concept implementation
described in Section 5, we can enforce a policy that dictates that triggers from producer with ID=50
are allowed to be subscribed only from “localhost” entities.

The Policy Manager applies access control using policies described in XACML (OASIS eXtensible Access Control
Markup Language) [14].  Fig. 3 illustrates which Policy Manager functions are called when a producer registers or a
consumer subscribes. Typically the decision on whether to allow producer registrations and consumer subscriptions is
made immediately based on the system policies and the result is returned to the initiating entity. In the case where a
consumer attempts to subscribe to all triggers, the decision may be deferred for when triggers become available.  That
is, the subscription for “all triggers” effectively becomes a subscription for “all triggers allowed”, when system policies
dictate so. In our current prototype implementation, policies are described using access control lists read from a
configuration file. Policies also define which consumers are allowed to subscribe and for which trigger.

Figure 3 TRG-Policy Manager Message Sequence Diagram

5. Results

We tested our user-space C++ implementation of TRG on laptops running FreeBSD release 6.1, Linux Fedora Core
3 with kernel 2.6.12 and Windows XP, and on a PDA running Linux Familiar v.0.8.4 with kernel 2.4.19. Architecture
design with the possibility to use separate event collectors in different environment, as discussed in Section 3, makes
our TRG implementation portable and is currently being integrated in several prototypes, including the Ambient
Networks [15] prototype [16, 17, 18]. For communication between producer, TRG and consumer a  Web Service XML-
based  communication  on  top  of  HTTP  was  used.  In  this  integrated  prototype,  TRG  takes  care  of  the  delivery  of  all
mobility-related events. Events were formatted according to the unified trigger format shown in Table 1.



Trigger data member Type Description

id integer Trigger identifier, same as producer identifier.  Maps producer name to
identifier.

type integer Specific to the trigger identifier. Mapping producer information to type.

value std::string Specific to trigger type.

timestamp time_t Time that a trigger enters the TRG repository.

Table 1 Trigger format

In previous work we presented a proof-of-concept testbed and demonstrated the feasibility of the concepts governing
our TRG implementation.  These preliminary validation results are summarized briefly in subsection 5.1; further details
are available in [4]. Subsection 5.2 presents the first detailed results of our stress-test empirical evaluation of TRG in the
lab.

5.1. Proof of Concept Validation

In [4, 19], TRG was employed to enable streaming video session handovers between different mobile devices. In the
scenario, the user starts watching a video streamed to his laptop. His GNU/Linux PDA is nearby and the user decides to
move to another room but would like to keep watching the video on the way. The commercial, off-the-shelf (COTS)
PDA is augmented with a multi-sensor device (detailed in [20]), which was extended to provide “device orientation”
triggers.  For example, when the user picks up the PDA, a “vertical orientation” trigger is produced, initiating a session
HO from the laptop to the PDA.  The two devices have to coordinate and arrange for the transfer of the video streaming
session. A successful session handover allows the user to receive the streaming video on the PDA over the WLAN
seamlessly. The user can also explicitly initiate a session HO by pressing a PDA button. In this example, TRG handles
triggers associated with mobility, orientation, and user preferences, keeping the video flowing smoothly while changing
the communication end-point. Two logical topologies were evaluated in our lab.  First, all devices are connected using
IEEE 802.11 in ad-hoc mode, as if the user streamed a video from his digital collection at home.  Second, the video
streaming server is located in a different network, as would be the case when watching a video from a service provider
over the Internet. For both setups in our lab proof-of-concept validation, we stream a 10- minute video encoded at 576
kb/s over UDP. At t  = 3 min, a session HO from the laptop to the PDA is triggered, and at t  = 7 min, the session is
“moved” back to the laptop.

We captured all traffic traces during the experiments using tcpdump and cross-checked all packet IDs sent by the
video server with the packet IDs received at the laptop and PDA video clients to confirm that no packet losses occurred.
Moreover, the effect of TRG signalling and the actual session handover on packet delay is negligible, compared to
packet delays before and after the session handover.  Fig. 4 illustrates the packet inter-transmission times as recorded by
tcpdump at the streaming server and the packet inter-arrival times at (a) the receiving laptop and (b) the receiving PDA.
On the left-hand side, the packet inter-arrival time measured at the streaming server, laptop and the PDA during the
delivery of the 10-min video stream are shown. The band around 50 ms indicates that the packets are sent and received
in an orderly manner.  We note a small number of inter-arrival times outside this band.  The vast majority of inter-
arrival times do not exceed 150 ms; only a handful of packets out of more than 12000 exceed this threshold. On the
right-hand side of Fig. 4, we zoom in at around t=3 min when the first session HO is triggered from the laptop to the
PDA.   As  the  figure  illustrates,  only  a  few  packets  had  >0.1  s  inter-arrival  time.  These  results  are  very  promising,
despite the fact that this is a prototype implementation, especially when taking into consideration that the PDA was
running the video client and captured packets using tcpdump throughout the experiment leaving few spare system
resources available.



Figure 4 Experimental results when triggering a session HO

This paper focuses on the empirical validation and evaluation of TRG. The theoretical aspects (scalability, security,
reliability) have been partly addressed elsewhere [21] and further analysis is also part of our future work agenda. It is
important to note that these set of experiments go beyond showcasing the concept of TRG-assisted session HOs. This is
simply a particular application of triggers leading to a HO. Instead, we emphasize that these experiments aim at
assessing the feasibility of introducing a TRG implementation in small COTS handheld devices, a result which was not
warranted when we embarked in developing TRG.

5.2. Experimental Evaluation

Since we conducted the experiments presented in the previous subsection, we continued the development and
evaluation  of  TRG and used  an  updated  implementation  of  TRG enhanced with  web service  interfaces  and ran  tests
where we submitted 100000 triggers from several sources to TRG and delivered those to different consumers.  We
consider two test cases, with the aim of quantifying TRG performance under stress (and perhaps clearly unrealistic)
conditions. Test Case 1 employs n producers connected with m consumers via TRG. During the test, each producer
sends 100000 back-to-back triggers and all triggers are distributed to all m consumers. This means that TRG needs to

process
510�n triggers and deliver

510��mn triggers. On the left-hand side of Fig. 5, we illustrate an example case

where n=3 producers A, B and C each send 100000 triggers, with trigger IDs 51, 52 and 53, respectively, to m=4
consumers (labelled I, II, III, IV).  That is, in this particular scenario, each of the four consumers will receive 300000
triggers from TRG.

Figure 5 Triggers in Test Cases 1 (left) & 2 (right).

Table 2 shows the number of delivered triggers with average processing times in milliseconds for each trigger
received by TRG from the producers in Test Case 1. In this case, only the number of consumers has a significant effect
on the processing time of each trigger.  This indicates that TRG can cope with several registered producers even when
there is no subscribed consumer from certain producers.  Moreover, the average trigger processing time is only few
milliseconds per subscribed consumer in this stress test of the prototype implementation.



Number of Producers
Number of Consumers 1 2 3 4 5

 1 100k, 1.7 ms 200k, 1.7 ms 300k ,1.8 ms 400k, 1.7 ms 500k, 1.8 ms
2 200k, 2.3 ms 400k, 2.5 ms 600k, 2.4 ms 800k, 2.5 ms 1 000k, 2.4 ms
3 300k, 3.2 ms 600k, 3.2 ms 900k, 3.2 ms 1 200k, 3.1 ms 1 500k, 3.3 ms
4 400k, 3.7 ms 800k, 3.8 ms 1 200k, 3.8 ms 1 600k, 3.8 ms 2 000k, 3.8 ms
5 500k, 4.5 ms 1 000k,4.6 ms 1 500k, 4.7 ms 2 000k, 4.7 ms 2 500k, 4.5 ms

Table 2 Total number of delivered triggers and average processing time (in ms) per trigger in test case 1.

Since there are several possible scenarios about how triggers are distributed between producers and consumers we
made also a Test Case 2 setup, illustrated in the right-hand side of Fig. 5, where each consumer has only one dedicated

producer. This means that TRG needs to process
510�n triggers and deliver

510�m triggers. If there are more

producers than consumers, triggers will be distributed evenly between the available consumers. As mentioned above, all
tests were made using a C++ implementation of TRG with a web service interface towards producers and consumers.
We used a laptop with an Intel Pentium M 1.70 GHz PC with 1 GB RAM, running FreeBSD release 6.1 in the tests
reported in this subsection.

Fig. 6 shows the total processing time of Test Case 1, with and without employing the TRG filtering mechanism.  It
can be seen that when the number of the consumers and producers increases, so does the total processing time. This is
expected since the number of processed triggers is increasing when adding more consumers and producers. The costs of
adding consumers  and producers  are  both  linear.  But  the  cost  of  adding consumers  is  greater  than  the  cost  of  adding
producers. For example when comparing the calculated slope k = �y/�x of the curves of total processing time, with and
without filtering, we see that the processing time increases faster the more consumers are introduced ( slope of the curve
with one consumer k = 177,6 and with 5 consumer k = 454,9 in Test Case 1 without filtering), this can be explained as a
cost of the duplication of triggers because the number of triggers that have to be duplicated and delivered to consumers
increases when adding more consumers. Anyhow this does not increase the average processing time of one trigger. The
number of producers has also effect to the total processing time, but not as much as the number of consumers.
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Figure 6 Total processing time in Test Case 1 without (left) and with (right) filter processing.

We also evaluated the cost of using the filtering function of TRG. With Test Case 1 we had all five producers
registered and each one was sending 100000 triggers. It follows that TRG was receiving total of 500000 triggers during
the test. The right-hand of Fig. 6 shows the total processing times when the filtering mechanism was used. When there
is one producer, the triggers from the other four producers are filtered away, and the triggers from the sole producer are
duplicated and delivered to all four consumers. In the case with two producers the triggers from three producers are
filtered away, and so on. The results show that it takes more time to process all triggers but this is not caused by the
filtering mechanism itself. When comparing the total processing times, in the case where triggers from 1 producer are
delivered to consumers in Fig. 6, the total processing time is increased when the filtering mechanism is used, but this is
because now there are five times more triggers received by TRG than in the case without the filtering mechanism, since



all five producers are sending 100000 triggers all the time during the test. When the filtering mechanism is not used, the
number of producers is controlled by making a

new registration per producer.

To further quantify system behaviour when filtering is employed, we consider Test Case 2. When evaluating the
filtering function in Test Case 2, each consumer had a filtering rule that was true for all triggers, allowing the
distribution of all triggers to the subscribed consumers. By having this “receive all triggers” rule we were able to test the
effect of the filtering mechanism, since every time a trigger is produced, TRG needs to run the filtering code before
disseminating the trigger to consumers even though none of the triggers are in practice going to be filtered away. The
purpose was to test the effect and cost of running the filtering function. The TRG filtering mechanism per se does not
have a significant effect on the overall processing time, especially when compared to the effect of increasing the
number of consumers. When comparing the processing times in Test Cases 1 (Table 2) and Test Case 2 (Fig. 7) we see
that the duplication of each trigger to every consumer, needed in Test Case 1, increases processing times. In Test Case
2, when the number of producers and consumers are equal, the difference of the processing times can be measured in
microseconds, since now there is no need to duplicate triggers.
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Figure 7 Average processing time in Test Case2 per trigger without (left) and with (right) filtering

The test and evaluation cases presented in this Section showed that it is in fact the duplication of triggers and number
of messages that have a biggest effect on the processing time of triggers. It can be seen in Fig. 7, for n=5 producers and
m=5 consumers, that the processing time does not depend on the number of consumers. There is no duplication of
triggers in this case either.

The feasibility of using TRG to process, filter and disseminate a very large amount of triggering events was shown in
practice. Each case showed that the processing time of one trigger does not increase, even when processing a huge
amount of triggers. Although the stress-test cases are clearly unrealistic, they demonstrate that using TRG does not
cause any major delays to handover times. On the contrary, TRG enables handover decision making mechanisms to
react more rapidly and to larger set of events. It is also important to note that the TRG filtering mechanism does not
have a major effect to processing times and this allows the handover decision making mechanisms to react faster to
relevant events. Although the filtering mechanism can be used for the pre-decision about which events are to be
collected, the handover decision per se is left to separate mechanisms with the decision algorithm.  It was also shown
that the cost of adding more consumers and producers increase processing times linearly and the cost of using filtering
has only a marginal effect on the processing times. Of course the more triggers there are, the more total processing time
is needed for processing and disseminating all triggers. However, by implementing grouping and classification of
triggers [4] and having mechanism, e.g. in the TRG source for prioritizing trigger delivery which allows critical triggers
to be processed and distributed faster, TRG is ready to process the triggering events.

6. Related Work and Discussion

Previously published work [7]–[9] shows the benefits of using event information, for example, to proactively perform a
handover  in  order  to  maintain  QoS  levels.  Our  goal  is  to  define  a  framework  that  supports  the  event  collection  and
processing, and trigger distribution possibly from hundreds of different sources. We concur with Vidales et al. [7] that
in heterogeneous network environments several sources of events and context information should be consulted in order
to achieve seamless connectivity and develop swift mobility management mechanisms. Furthermore, earlier work in



other event/notification systems [22, 23], which introduces mechanisms on how to implement such systems, along with
the evaluated event generation cases is very encouraging and complimentary to our effort in defining TRG as a
specialized notification system for mobility-related events which originate from the entire protocol stack.

The IEEE 802.21 Media Independent Handover (MIH) Services [12] working group is standardizing an information
service that will facilitate media independent handovers. The scope of the IEEE 802.21 standard is to provide a
mechanism that provides link layer intelligence and other related network information to upper layers to optimize
handovers between heterogeneous IEEE 802 systems and facilitates HOs between IEEE 802 and cellular systems. IEEE
802.21 assists in HO Initiation, Network Selection and Interface Activation. The purpose is to enhance the experience
of  mobile  device  users.  The  standard  supports  HOs for  both  stationary  and mobile  users.  For  mobile  users,  HOs are
usually needed when the wireless link conditions change. For stationary users, HOs are needed when the surrounding
environment changes.  Both mobile node and network may make decisions about connectivity. The HO may be
conditioned by measurements and triggers supplied by the link layers on the mobile node. The IEEE 802.21 standard
defines services that enhance HO between heterogeneous access links. Event service, Command service and
Information service can be used to determine, manage and control the state of the underlying multiple interfaces. By
using the services provided by MIH Function users, like Mobile IP, are able to better maintain service continuity,
service adaptation, battery life conservation, networks discovery and link discovery. MIH Function also facilitates
seamless handovers between heterogeneous networks.

The IEEE 802.21 Event Service has common characteristics with our TRG design but does not prescribe a particular
implementation and stops short of allowing upper-layer entities to provide events that can drive a HO. It was also
impossible to compare the performance of the implementations since no MIH implementation was available when these
tests were performed. Our approach emphasized standardized ways for consumers to receive trigger from a variety of
sources. TRG framework is also fully implemented and tested in a laboratory environment with several operating
systems. Easy application registration to TRG permits them to get the information they want from different sources.
Event generation, on the other hand, is by its very nature a distributed process and, without a central agent, all sources
and consumers are forced to create a fully meshed topology. By introducing TRG, event collection becomes
straightforward and trigger distribution standardized. That is why we propose that instead of using only the services
provided by the IEEE 802.21 MIH functionality future mobile systems should use also TRG alongside 802.21 services.
IEEE 802.21 can be, for example, the source entity that provides the lower layer information to TRG.

7. Concluding Remarks and Future Work

This paper presented a novel TRG framework for managing mobility-related triggers and its functionalities for
collecting information from various event sources originating not only from the lower layers of the protocol stack
(physical, data link, and network), but also from the upper layers and processing the collected events in a standardized
trigger format. By using the defined mechanism, TRG framework enables easy and efficient use of cross-layer and
cross-domain information. This framework was implemented and evaluated by performing tests in a real environment
with  several  operating  systems  (Linux,  FreeBSD,  Windows,  Linux  Familiar  for  the  PDA  and  Maemo  Linux  for  the
Nokia tablet ) to prove its robustness and measure its performance.

The TRG framework experimentations with the performance test and evaluations showed that the implemented TRG
functionalities are very promising. TRG can run efficiently in small device with very limited processing power and can
enable lossless session handovers between devices. Stress tests showed that the TRG filtering mechanism does not
cause delay for processing time and TRG can be used to filter and disseminate large numbers of triggers from several
information sources.

Our Triggering management framework is currently integrated with Mobile IP [1] and HIP [2] protocols and is also a
part of the Ambient Networks Architecture [15] and prototype as discussed in [16, 17, 18]. TRG and MIP integration
with the use of network information a.k.a cascaded triggering presented in [24] showed the benefits of using TRG for
the Mobile IP in the case when networks will be congested. HIP integration with TRG and test evaluations presented in
[25] showed as well that TRG processing have only a small factor (less than 9%) to the total; trigger collection,
processing and dissemination process.

Next steps will be to run a complete test with these integrated mobility protocols in real heterogeneous environments
with the WLAN, 3G/HSDPA, WiMAX access technologies. Tests will benefit of the cascaded functionality of TRG
when TRG can be located both at the terminal and network side as discussed in [24]. For example, TRG sources at the



network side can monitor the network capacity load and other QoS metrics in overlapping networks and based on this
information, the network side TRG can send triggers to the terminal initiating or even forcing a vertical handover.

While the tests and evaluations are made in a real testbed environment, a simulation environment will be built to
fulfil the tests and analysis of the performance and scalability. In a forthcoming study we will also map the trigger
management framework with the recently finalized standard by the IEEE 802.21 working group [12].
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Abstract Multimedia delivery in mobile multiaccess network environments has
emerged as a key area within the future Internet research domain. When network
heterogeneity is coupled with the proliferation of multiaccess capabilities in mobile
handheld devices, one can expect many new avenues for developing novel services
and applications. New mechanisms for audio/video delivery over multiaccess net-
works will define the next generation of major distribution technologies, but will
require significantly more information to operate according to their best potential.
In this paper we present and evaluate a distributed information service, which can
enhance media delivery over such multiaccess networks. We describe the proposed
information service, which is built upon the new distributed control and management
framework (DCMF) and the mobility management triggering functionality (TRG).
We use a testbed which includes 3G/HSPA, WLAN and WiMAX network accesses
to evaluate our proposed architecture and present results that demonstrate its
value in enhancing video delivery and minimizing service disruption in an involved
scenario.
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1 Introduction

Heterogeneous network environments and multiaccess connectivity evidently create
new opportunities, but also pose challenges for applications. Especially for Quality
of Service (QoS) sensitive multimedia applications, it is difficult to fully utilize the
potential of heterogeneous multiaccess networks as host mobility (and the neces-
sary handover management that this leads to) undermine QoS. As the underlying
network connection characteristics vary, major effects need to be handled in order
to maintain a high-level user experience, for example, in video quality delivery.
Currently, it is difficult for applications to take sufficient corrective measures (such
as adaptation) and cope with the handover-induced QoS changes as the current
layer 2 and 3 (L2/L3) mobility management solutions aim at hiding mobility effect
completely from higher layers. Moreover, in many cases, the handover decision-
making of current mobility protocols is suboptimal for multimedia applications as
the decisions are solely based on lower layer information (e.g. RSS measurements)
and do not take into account the applications’ requirements for network access.
Mobility management in a heterogeneous network needs support from mobility

management protocols such as Mobile IP [8] and Host Identity Protocol [6]. These
protocols provide key mobility management mechanisms, i.e. handover management
that enables changing the point of network attachment. The change of the point
of attachment is usually based on a decision made by the mobility management
protocols or by a separate entity guiding the protocols, as discussed in [12]. This
decision should take into account the conditions prevailing in the terminal and/or
the network side. More specifically, the decision is triggered by an event or events
created within the system as a response to a change in the conditions. Examples
of such changes include received signal strength, access network availability or user
preferences; all these can define events which can lead to handover decisions.
Since conditions are changing both at the terminal and the networks side,

distributed information exchange and decision-making is necessary for handover
management. To enable these distributed actions, we propose a framework to
exchange information between various entities that may be located at different
layers of the protocol stack and in different network nodes. More specifically we
use a distributed information service for collecting and distributing events created
by condition changes in the different parts of the system. The Distributed Control
and Management Framework (DCMF) with Trigger Management (TRG) proposed
in this paper provide the required cross-layer signaling mechanisms to enable
application-aware handover decision-making and enhanced application adaptation
in the presence of heterogeneous handovers. First of all, a multimedia application is
capable of informing the handover manager about its QoS requirements (bandwidth,
delay, etc.). This information can be collected, for example, from application-layer
session descriptors (Session Description Protocol) and communicated to the han-
dover manager via TRG. The handover manager can then map this information to
that received from lower layers (e.g. through Media Independent Handover (MIH)
Service [15]) and from the network to select the best possible access for multimedia
transmission.
In this paper, we put emphasis on evaluating and validating the proposed frame-

work implementation in a state-of-the-art testbed, demonstrating the performance
benefits achieved in a mobile multiaccess test case. We also present for the first
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time all main components that are mandatory for collecting and evaluating the
information and what is more important to enable a distributed way of disseminating
the information with our system. We use real heterogeneous multiaccess testbed
environment with 3G/HSPA,WLAN andWiMAX access technologies. The benefits
obtained from using our information service are validated in the context of changing
the point of attachment between the different access networks of the testbed
environment.
The rest of the paper is structured as follows. Section 2 describes the distributed

information service architecture with the main concepts. Section 3 describes the
experimental study scenario and heterogeneous testbed and shows the evaluation
cases with results. Section 4 reviews relevant related work and, finally, Section 5
concludes the paper.

2 Distributed information service

Figure 1 illustrates the Distributed Control and Management Framework (DCMF).
The illustration also shows examples of the software modules and functionalities
that are typically located at mobile terminals (left-hand side of Fig. 1) and in core
network nodes (right-hand side of Fig. 1). DCMF is designed to support distrib-
uted information exchange between operators, enable advanced access control, and
allow for different optimization techniques such as balancing traffic load between
access points in the network architecture. The basis of this framework is the TRG
functionality that provides a unified signaling architecture between network nodes,
capable of serving different entities, located either in the network or in the terminals
and controlled by different players (terminals by the user, network by the service
provider). The network side elements (right-hand side of Fig. 1) that will benefit from
such a signaling framework include, for example, network/operator aided mobility
management and resource management. On the terminal side (left-hand side of
Fig. 1) mechanisms such as mobility management or transport protocol optimization
solutions need access to extensive amount of information related to network access
characteristics and roaming.
The information that is made available through DCMF, by using TRG for signal-

ing between nodes, can be used for optimizing network and terminal side operations
in terms of application QoS requirements, energy efficiency, security, and network
load balancing. In order to obtain relevant information for the decision-making
process, we need to rely on, for example, operator policies, QoS measurements, and
various cross-layer events (e.g. those defined and grouped in [14]).
The main components of the DCMF framework are TRG, Network Expert

System (NES), Mobile Expert System (MES), and network resource probes. The
architectural view of these components is shown in Fig. 2.
The role of TRG in DCMF framework is to act as an interface between the infor-

mation sources and the information consumers. TRG provides also an information
dissemination mechanism between core network and mobile devices through the
wireless access network. Information dissemination is can capitalize on the cascaded
functionality of TRG. In this case, one TRG network entity collects information
from the network and acts as an information source to the second TRG entity
located in the mobile node. Other network side components are the Network Expert
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Fig. 1 The Distributed Control and Management Framework (DCMF)

System (NES) and network resource probe(s). Network resource probes are the
components that are collecting available information from the network side. A
network probe can, for example, collect valuable information from WLAN access
points using the Simple Network Management Protocol (SNMP). This information
is further processed by NES, which is a Self-organized Map (SOM) based decision-
making component. NES is capable of analyzing the level of congestion in the access
network. Human experts can guide the decisions of NES by using different training
data and by defining different sets of rules and policies to guide decision-making.
This processed information is further collected by the network-side TRG which
provides the information (in the form of triggers) to the TRG residing on the mobile
node. Communication with TRG uses reliable Web services or plain TCP sockets
depending on the source or the consumer. The communication between TRGs is
always Web service based. Figure 3 shows the messages in a simple example case
where congestion information is gathered from WLAN access point to the mobile
terminal.
By using this approach it is possible to minimize the access network traffic as

well since only the necessary information is transferred to the mobile node over the
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Fig. 2 Main components of Distributed Control and Management Framework (DCMF)

wireless network (message 5: in Fig. 3). The information can be further analyzed by
the Mobile Expert System (MES) based on the conditions on mobile node. The main
idea for this approach is that each node and network knows best its own conditions,
characteristics, and resources and can help other entities to make their own decision
as well.
We have implemented and tested the main components of DCMF and for this

paper we built a heterogeneous network environment to test our implementation
and show the feasibility of our proposed architecture and evaluate its performance
in a heterogeneous network environment. Next we delve into more details about the
design of DCMF components.

2.1 Trigger management

At the core of DCMF lies TRG (which is detailed in [14]). TRG is capable of
collecting, storing temporarily, and delivering notifications, called triggers, within an

Fig. 3 Message flow between the components
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IP-based communications system. Triggers signal a change in the system status and
may originate from virtually any entity that influences node communication. This
is in contrast with IEEE 802.21 [15] (and other proposals based on this emerging
standard), in which events originate solely from the lower layers. On the other hand,
similarly to IEEE 802.21, TRG leaves the interpretation of the information carried
in the triggers to trigger consumers, which can use the delivered notifications as input
to their own decision-making processes.
We are interested in developing a scalable and distributed system that uses TRG

to deliver a distributed information service between different network nodes. We
recently demonstrated the feasibility of our proposal using several TRG entities
for delivering triggers from WLAN access points to a Mobile IP client [10]. TRG
entities, located at various network locations and at the mobile nodes, can exchange
information and collaborate in order to increase the performance of multiaccess
mobile devices. TRG can capitalize on the availability of IEEE 802.21 Media
Independent Handover Functions (MIHF) in the network, as both remote and local
MIH events can be converted into triggers. As discussed in [5], the mechanisms
and services introduced by the recently finalized IEEE standard are not sufficient
for handover triggering and decision processes. IEEE 802.21 provides a way to
command and use the lower layer information to enable seamless handovers and
multiaccess, but there is no way to capitalize also on upper layer information such as
user or application preferences. Our trigger management framework enables a two-
way exchange of information allowing the mobility management entities to consider
both changes at the upper layers and at the lower layers. That is why we propose that
instead of using only the services provided by IEEE 802.21, future mobile devices
should use the TRG framework together with 802.21 services. MIHFs can be, for
example, source entities that provide lower layer information according to the IEEE
802.21 standard to TRG.
Most of the current application adaptation solutions rely on client feedback to

make dynamic adaptation decisions (e.g. adjustments to bit rate, frame rate or
resolution in the case of a video streaming application) in the server or some inter-
mediate media-aware network node. The feedback for RTP/UDP-based multimedia
applications is typically realized using RTCP [21]. Through TRG and DCMF, an
adaptive application can gain access to more extensive information (e.g. MIH events,
MIP or HIP mobility state changes) that it can use in adapting its operation more
efficiently in a multiaccess environment. TRG entities can potentially be employed
also in end-to-end feedback delivery, in cases where traditional feedback protocols
do not suffice. For example [18] describes an architecture for such an application.
TRG can feed the decision-making entities, namely the Network Expert System

(NES) and the Mobile Expert System (MES) in our system, or, for example, vertical
handover control systems, which uses several inputs for the decisions as presented
in [12]. The decision on which interface to use can be defined as a multiple attribute
decision making problem and it can be based on different algorithms like Simple
Additive Weighting: argmaxiεM

∑n
j=1 w jrij and Multiplicative Exponent Weighting:

∏N
j=1 x

w j

ij as detailed in [22, 25]. These are just a couple of examples that could be
used. Note that decision making algorithms per se are out of the scope of this paper.
Other adaptive procedures like genetic algorithms for solving the decision problems
are also possible as the design of the decision mechanism allows the flexible use of
different algorithms.
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Table 1 Trigger format

Field Type Description

id integer Trigger identifier, same as producer identifier.Maps producer
name to identifier

type integer Specific to the trigger identifier. Mapping producer information
to type

value std:string Specific to trigger type
timestamp time_t Time that a trigger enters the TRG repository

2.2 Event collection and distribution

The TRG functional entity has three major modules: event collection, event process-
ing, and the trigger repository. Event collection receives events from triggering event
sources via collection interface. Triggers can be created by implementing the trigger
event collection interface. The interface allows sources to register their triggers which
makes them available to consumers. Implementations of TRG may have several
event collectors which are responsible for collecting different types of events. The
trigger repository is designed to temporarily store the triggers. It is designed to
meet the requirements of mobility management, but can be used to store non-
mobility triggers as well. The repository’s basic primitives include adding, removing,
replacing, and disseminating triggers in a predefined format (Table 1). The format
consists of three fields, namely id, type and value. The id field is used identify the
trigger also identifying the producer. The type field defines the type of the trigger
if the same producers provides several types of triggers. The value field carries
additional information provided by the trigger.
The origin of an event source can be a hardware device, a system component

implemented in kernel space, or an application implemented in user space. For
example, each device driver could implement its own event collection functionality,
which would be capable of handling triggering events produced by the specific device
only. Event sources can also be located in the network such as at active network
elements or at the user’s home network e.g. in the Mobile IP [8] home agent. TRG
entity can act also as a consumer or a producer to another TRG (cascaded TRG
functionality) located in a different node in the network. Thus, orchestrating the
collaboration of several collection entities is needed in order to efficiently gather
a larger amount of events.
Having dedicated collectors for different event sources enables the use of TRG

in different operating systems as well. The collector can format the events to the
format (Table 1) that TRG understands and there is no need to modify the core TRG
implementation; instead the collector can be modified as necessary. This is also one
of the key points in the architectural design of TRG that enables it to handle cross-
layer information by having collectors at different layers as needed. For example
TRG can get similar information regarding the connectivity in FreeBSD through
a collector that uses Route Socket and in Linux through a similar collector using
RTnetlink socket.
After events are collected from the producers, they are handed over to the trigger

processing engine which is responsible for time-stamping and reformatting triggers
(if necessary), and assigning them to the appropriate group [14]. Those entities
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called consumers which are interested in certain triggering events can subscribe
by specifying a set of triggers (and, optionally, filtering rules) and are expected to
unsubscribe when they do not wish to receive them any longer. For each consumer
subscription, TRG ensures that filters are grammatically and syntactically correct,
and accepts or rejects the subscription. Basic rules can also be used as building blocks
for crafting more sophisticated rules. More details about the TRG architecture,
functionality and the performance evaluation can be found in [14].

3 Evaluation

Figure 4 illustrates our testbed and a scenario for evaluating and validating DCMF
operation . With the testbed we can also measure and demonstrate the performance
benefits achieved by our architecture in a mobile multiaccess environment. The
scenario, described next, and can be run on the testbed, includes a mobile router
(MR) providing access to a mobile client. In the beginning of the scenario MR is
connected to a WIMAX network. In the next step the MR switches its connection
to WLAN1 to save energy. While connected to WLAN1, MR moves away from the
WLAN1 access point and as the WLAN1 signal weakens below a threshold, MR
makes a handover to WLAN2. While in WLAN2, MR moves out of coverage of
both the WIMAX and WLAN1 and as WLAN2 gets suddenly congested the MR
makes a handover to the 3G network. During the scenario the client connected to
the MR continuously streams a video from an Internet service.

Fig. 4 Illustration of the heteregoneous network testbed and the DCMF evaluation scenario
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Table 2 Triggers provided by DCMF

Name Description

INTERFACE_ADD Network interface added to the local machine
INTERFACE_REM Network interface removed from the local machine
INTERFACE_CONN Local network interface gained IP connectivity
INTERFACE_DISC Local network interface lost IP connectivity
ROUTE_ADD Route added to the local routing table
ROUTE_DEL Route removed from the local routing table
WLAN_OPER_REM WLAN access point operational status change
WLAN_CONG_REM WLAN access point congestion status change
WLAN_QUAL_REM WLAN radio interface quality status change

3.1 Testbed description

The testbed includes a 3G/UMTS cell, two WLAN access points, and one WiMAX
cell (see Fig. 4). Using this testbed we show how DCMF can significantly improve
the end-user experience. The configuration consists of three network servers, four
access networks to which the mobile router is connected to, and a client connected
to the mobile router (MR). For mobility management, MR uses Mobile IP (MIP)
enhanced with DCMF and acts as router to the mobile network. DCMF provides
the triggers detailed in Table 2 to the MIP client running on the MR. These triggers
are provided locally on every network interface addition or removal, interface IP
connectivity change, and routing table change. DCMF provides also remote triggers
on WLAN access point operational or congestion status change and radio interface
quality change.
The decision logic added to the MIP client uses the triggers listed in Table 2

to evaluate all available networks and steer the mobile router to choose the best
possible network.
In our tests we employ the QoSMeT measurement tool [19], which is running on

the streaming server and the client. QoSMeT can measure the one-way QoS char-
acteristics experienced by the video stream from the server to the client. QoSMeT
is a QoS measurement tool developed by VTT which uses GPS synchronization to
accurately measure one-way QoS characteristics such as packet delay or jitter of an
end-to-end link. The video used in the experiment is streamed over UDP (with an
MTU of 1358 bytes) and an average bit rate of 485 kb/s.

3.2 Results

Figure 5 illustrates three aspects. First, the delay experienced by the video stream
in our testbed with help of DCMF; second the network which is actively used for
streaming the video to the client; and third the point at which a vertical handover
occurs. MR is initially connected to theWiMAX network (A). TheWiMAX network
is then disconnected and the MR makes a handover to WLAN1 network (point B in
Fig. 5). When the WLAN1 network is congested (by adding UDP traffic with a bit
rate of 60 Mb/s to another node in WLAN1) the MR makes a handover to WLAN2
(point C). Finally, the WLAN2 network’s transmission power is lowered gradually
until the MR makes a handover to the 3G network (point D).
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Fig. 5 One-way packet delay and handovers in our testbed evaluation

Fig. 6 Signal strength measurement
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Although a network card is able to maintain connection with an access point,
packets can still be lost due to low signal strength. To address this, DCMF provides
triggers based on the wireless network adapter signal strength. Figure 6 illustrates
a signal strength measurement by an information source in the DCMF. When the
signal strength drops below the lower threshold set in the information source, the
source sends a trigger informing interested parties that the interface in question is
considered to be down due to low signal strength. Again when the signal strength
rises above the upper threshold a trigger indicating the interface is up is sent. The
interface down trigger based on the signal strength triggers the handover (D) in
Fig. 5.
The MR by itself can only assess the quality of a WLAN connection mainly

based on received signal strength. In our architecture, DCMF can provide additional
information from the network to the MR via TRG. The handover (C) in Fig. 5 is a
result of such information. At that point in our scenarioWLAN1 is heavily congested
with additional traffic from another client in the network. The WLAN probe in the
network information server (NIS) notices this and sends a trigger to TRG running in
the NIS which forwards the trigger to the TRG in the MR which in turn sends it to
the decision logic guiding the MIP client. The decision logic instructs the MIP client
to switch to the WLAN2.
To better illustrate the advantage of DCMF, we now focus on the handover (C)

in Fig. 5. The packet delay in this situation is graphed in more detail in Fig. 7 and as
a reference without the help of DCMF in the same situation in Fig. 8. In Fig. 7 with
the help of DCMF the packet delay remains constant and only 90 packets are lost
while the MR makes a handover to the WLAN2. This packet loss is caused by the

Fig. 7 Network congestion in WLAN1 in case of DCMF assistance
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Fig. 8 Network congestion in WLAN1 without the assistance from DCMF

delay between the start of the congestion and the initiation of the handover. Visually
a casual viewer experiences a small glitch in the video just before the handover is
made. Figure 8 shows the loss of 1703 packets and no handover at all is made by the
MR during this time. Eventually, after 6238 lost packets, the MR makes a handover
which is caused by the MR not being able to update its binding with its HA because
of the congestion. Visually this corresponds to 50 s of the video being unintelligible
during which time only occasional broken frames of the video can be displayed to a
person viewing the video.
The Table 3 shows a classification of packets in Figs. 7 and 8 based on the

delay and also the number of packets lost. As can be seen from the table, DCMF
enhanced system offers better QoS in terms of packet loss, the packet loss being
2.2% with DCMF compared to 42.6% without DCMF. Also during the congestion,
the delivered packets without DCMF have significantly longer delay which can be
seen in the number of packets with delay over 0,01 sec.
The measurements without the help of DCMF were made using the default

settings of the MIP client. In this case the most relevant setting being the interval at
which the MR renews its binding with the Mobile IP Home Agent (HA). The default

Table 3 Packet delay distribution (sec)

Delay < 0,004 0,004 < Delay < 0,01 Delay > 0,01 Packets lost

DCMF 3,369 (84.2%) 518 (12.9%) 24 (0.6%) 90 (2.2%)
No DCMF 1,303 (32.6%) 690 (17.2%) 305 (7.6%) 1,703 (42.6%)
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of this setting on the used MIP client is 60 s. This means that the MR’s network
connection will be down 30 s on average in case of a total connection loss or severe
network congestion as in the example. This problem can be diminished by lowering
the binding renewal interval but this also puts unnecessary strain on the network as
the communication between the MR and the HA increases. Still, with less severe
congestion it is possible for the MR to experience lowered QoS and packet losses
indefinitely long periods of time as long as the MIP client is able to renew its binding
with HA.
Test case evaluations, as seen from the figures, showed that there is a clear benefit

when using DCMF to assist mobility management protocols. This evaluation case
and the used implementations are also steps towards the media independent and
seamless handovers in the mobile wireless world.

4 Related work

Using the event information service described in this paper allows one to proactively
perform a handover in order to maintain QoS levels and maintain application/session
continuity during handover processes. We also believe that in heterogeneous net-
work environments several sources of events and context information should be
consulted in order to achieve seamless connectivity and develop swift mobility
management mechanisms like those presented in [23]. Event/notification systems
presented in [4, 16], which introduce mechanisms on how to implement such sys-
tems, along with the evaluated event generation cases are very encouraging and
complementary to our effort in defining TRG together with DCMF as a specialized
notification system for events which originate from the entire protocol stack. Event
and notification system like the one presented in this paper are needed also for the
future Internet solutions as discussed in [17].
As mentioned earlier, the TRG functionality approach is related to the IEEE

802.21 [15] approach. The scope of the IEEE 802.21 standard is to develop a mech-
anism that provides link layer intelligence and other related network information
to upper layers so that they can optimize handovers between heterogeneous IEEE
802 systems and facilitate handovers between IEEE 802 and cellular systems. IEEE
802.21 helps with Handover Initiation, Network Selection and Interface Activation.
The purpose is to enhance the experience of mobile device users. The standard
supports handovers for both stationary and mobile users. TRG, on the other hand,
is designed to provide the way to command and use information from all layers,
even from the physical radio interface. The main target is to define and implement
a distributed framework as discussed in Section 2 that supports event collection and
processing, and trigger distribution possibly from hundreds of different sources. This
is also why we propose that instead of using only IEEE 802.21 services the system
can integrate IEEE 802.21 services with TRG functionality as well e.g. TRG can be
a distributor of MIH events to all application layer producers.
The generic nature of TRG allows its usage for a multitude of signaling purposes.

Although the experimental evaluation of DCMF described in this paper focused on
enhancing video delivery by the means of DCMF-aided handover management, the
natural next step will be to utilize the proposed information service in enhancing
application adaptation in heterogeneous multi-access environments. The usage of
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cross-layer information in adapting QoS-sensitive multimedia services especially to
quickly-changing wireless network conditions has been an area of ongoing research
for many years now. For example, adaptive video transmission can be enhanced
with channel state information to be more responsive to changes in wireless link
conditions as explained in [7].
In heterogeneous multiaccess environments, multimedia applications need to im-

plement adaptive schemes beyond the traditional end-to-end RTCP feedback-based
algorithms because mobility events such as vertical handovers can cause sudden and
drastic changes in the characteristics of the network connection. Event information
originating from mobility management protocols and MIH can be used in triggering
application adaptation in this case, as discussed in [1]. As this kind of information
is not included in traditional multimedia signaling protocols such as RTCP, the
TRG-based notification system is viable also for this purpose, as proposed in [18].
Moreover, TRG and DCMF scale well for the needs of a full end-to-end multimedia
adaptation solution that makes use of distributed adaptation in different parts of
the end-to-end path: in the server, in the client, and in an intermediate media-aware
network node (MANE) that can be implemented for example in a WLAN access
router [9]. The difference is that with TRG signaling, MANE does not necessarily
need to be an application-level proxy relying on RTP/RTSP signaling only but also
more light-weight processing of the streams, such as link level scheduling [20], can be
supported.
One important issue, which several papers, see for example [3, 11, 24] focus on, are

temporal event ordering and other time-related issues. Since first of all older event
should not overrun newer or current valid event information. Design and realization
of the TRG functionality is flexible in a way that it supports dedicated mechanisms
to handle the prioritization of events or ensuring the trust between different entities,
namely consumers and producers. In addition to that, TRG has a mechanism for
time stamping all events as well as handling the registration of producers. TRG also
provides a mechanism to filter all unwanted events before disseminating them to the
consumers as discussed in [14]. The current implementation provides also a way to
have policies to prevent the access to certain event information.

5 Conclusion

We presented the distributed information service and detailed its main building
blocks: Distributed Control andManagement Framework (DCMF) and trigger man-
agement (TRG). Our information service makes for an efficient way of exchange and
use cross-layer information in heterogeneous multiaccess environments. This paper
concentrated on showing the performance benefits gained from using a network
aided information service to assist handovers in a heterogeneous network. Of course,
although our main target is to provide an efficient way to handle distributed decision
making and information flows in heterogeneous networks and for multiaccess termi-
nals, our framework can guide mobile terminals within a network consisting of only
one access technology as well.
Triggering functionality and network monitoring components were used to build

the presented distributed information service system. For testing and evaluation
purposes we built a real heterogeneous testbed environment with 3G/HSDPA,
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802.11/WLAN and 802.16/WiMAX access technologies. With this testbed we were
able to validate that our implementation is already suitable for a real network
environment. Test result showed that the there are real benefits gained with this
system: in terms of packet loss and one-way delay a DCMF-enabled system can
achieve an order of magnitude increase in performance during congestion-induced
handovers. Our work continues by making more tests to validate and evaluate the
components used for information gathering and decisionmaking in different network
nodes.
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