
DEPARTMENT OF PHYSICS
UNIVERSITY OF JYVÄSKYLÄ

RESEARCH REPORT No. 5/2009

MOLECULAR DEVICES FOR
NANOELECTRONICS AND PLASMONICS

BY
ANTON KUZYK

Academic Dissertation
for the Degree of

Doctor of Philosophy

To be presented, by permission of the
Faculty of Mathematics and Science

of the University of Jyväskylä,
for public examination in Auditorium FYS-1 of the

University of Jyväskylä on August 7, 2009
at 12 o’clock noon

Jyväskylä, Finland
August 2009





Preface

The work reviewed in this thesis has been carried out during the years 2005-2009 at
the Department of Physics at the University of Jyväskylä and at the Department of
Applied Physics at the Helsinki University of Technology.

I want to thank all the people who were involved in research presented in this the-
sis. I was lucky to work together with Tommi Hakala, Dr. Jussi Toppari, Dr. Mika
Pettersson and Prof. Henrik Kunttu. I would also like to acknowledge Dr. Sampo
Tuukkanen, Dr. Vesa Hytönen, Teemu Ihalainen, Einari Niskanen, Veikko Linkko,
Kimmo Laitinen and Hanna Tikkanen for their valuable contributions. I was fortu-
nate to collaborate with Prof. Bernard Yurke, who introduced me to the fascinating
world of DNA self-assembly. I also wish to thank all the people in the Nanoscience
Center at the University of Jyväskylä and in the Department of Applied Physics at
the Helsinki University of Technology, especially members of nanoelectronics and
quantum dynamics groups, for creating an open and pleasant working atmosphere.

Above all I want to express my gratitude to Prof. Paivi Törmä. It is my great
honor and pleasure to work under her guidance.

Finally, I wish to thank my family and relatives for their support and encour-
agement throughout all years of my studies.

Financial support from the Finnish National Graduate School in Nanoscience, Finnish
Foundation for Technology Promotion and Magnus Ehrnrooth Foundation are grate-
fully acknowledged.

Espoo, April 2009

Anton Kuzyk

i



ii



Abstract

Kuzyk, Anton

Jyväskylä: University of Jyväskylä, 2009, 79 p.
(Research report/Department of Physics, University of Jyväskylä,
ISSN 0075-465X; 05/2009
ISBN 978-951-39-3577-1 PDF 978-951-39-3578-8
diss.

This thesis is focused on fabrication and characterization of molecular devices. In
connection with molecular electronics the dielectrophoresis based method for trap-
ping and attaching nanoscale double-stranded DNA between nanoelectrodes was
developed. Moreover, the method was extended to self-assembled DNA nanostruc-
tures. The method allowed to obtain valuable information about electrical and di-
electrophoretic properties of DNA. In addition, two general approaches to the uti-
lization of DNA origami structures for the assembly of materials are described and
experimentally demonstrated.
In context of molecular plasmonics, a novel lithographic fabrication method for po-
sitioning dye molecules on plasmonic waveguides was developed. The potential for
utilization of fluorescent molecules as couplers between far-field light and plasmons
in microscale waveguides was explored. Energy transfer, mediated by surface plas-
mons, from donor molecules to acceptor molecules over ten micrometer distances
was demonstrated. Moreover, it was showed that beside excitation and detection,
fluorescent molecules can be used to manipulate properties of surface plasmons,
e.g., to convert the frequency of propagating plasmons.

Keywords DNA, DNA self-assembly, dielectrophoresis, dyes, surface plasmons.
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Introduction

Throughout the history, the technological development of humankind was driven
by ability to learn and utilize properties of new materials. Some of the first tools
used by man were made of stone, followed by bronze and iron. As a time went by,
we learned to use large variety of materials which are found in Nature, but more im-
portantly, we also learned to fabricate and utilize materials with desired properties.
An excellent example is silicon; our ability to process it and use its electric proper-
ties has changed the world profoundly. From the chemical point of view, materials
can be classified into two big categories, organic and inorganic compounds. Histor-
ically it happened that inorganic compounds are the most widely used nowadays,
probably due to large natural availability and relatively simple processing. Unfor-
tunately the properties of inorganic compounds can be modified only to a certain
extend. This comes from the relative simplicity of composition. One the other hand
organic compounds offer the possibility of complex composition and thus function-
ality (life is a perfect example for both). An enormous progress in chemical synthesis
can be now used to create materials with large variety of desired properties. There
is a general trend to wider utilization of organic compounds in the areas dominated
previously by inorganic compounds, for example in electronics and light emitting
devices. One can also think about using organic compounds from the living word,
in a sense, those are evolution-optimized chemistry incarnates with a lot of unique
properties. Utilization of organic compounds, both at the level of single molecule
and of molecular assemblies, opens new interesting possibilities in many areas of
research and technology. Controlled positioning on a chip is one of the crucial open
challenges in application of single molecules and molecular assemblies in nanotech-
nology.

This thesis focuses on two different areas of application of organic molecules,
and development of methods for positioning constitute a large part of the thesis.
In Part I, DNA and the use of its exceptional self-assembly properties in nanotech-
nology are explored. Specifically, the following topics are discussed i) manipula-
tion of DNA and DNA self-assembled structures in nanoscale using dielectrophore-
sis ii) DNA electrical conductivity iii) utilization of DNA for nanostructures fab-
rication and material assembly. The structure of this part of the thesis is the fol-
lowing. Chapter 1 provides the reader with basic information about DNA, its self-
assembly properties and electrical conductivity. The chapter also gives background
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information about dielectrophoresis. Experiments on dielectrophoretic trapping of
DNA molecules are described in Chapter 2 and on electrical measurements in Chap-
ter 3. Chapter 4 describes experiments on dielectrophoretic trapping of DNA self-
assembled structures and assembly of materials using DNA structures as nanoscale
templates. Conclusions are presented in Chapter 5. Detailed information on materi-
als and methods used for the experiments is given in Appendix A.

Part II is focused on questions of molecular plasmonics, i.e., the use of fluo-
rescent molecules for excitation, detection, and manipulation of surface plasmons.
The structure of this part of the thesis is the following. Chapter 6 gives background
information about surface plasmon polaritons and molecular plasmonics. Chapter 7
describes experiments on utilization of fluorescent molecules for excitation, detec-
tion and manipulation of surface plasmons. Conclusions are given in Chapter 8.
Detailed information on materials and methods used for the experiments is given in
Appendix B.
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DNA molecular devices for
nanoelectronics

3





1. Background

Deoxyribonucleic acid (DNA) is probably the most important molecule in the liv-
ing world. Its main function is the long-term storage of information; it encodes the
architecture and function of cells in a living organism. It is not surprising that for
such an important function Nature chose a molecule with a lot of unique properties.
From nanotechnology point of view DNA has a number of appealing features1: it
is intrinsically nanoscale object with a diameter of about 2 nm, it has a short struc-
tural repeat (helical pitch) of about 3.4-3.6 nm, it has excellent mechanical proper-
ties (single-stranded DNA is a flexible molecule, whereas double-stranded DNA is
relatively rigid in the length scale of about 50 nm) and probably the most impor-
tant/useful property of DNA is complementarity (see below). In addition a rich
toolbox is provided by both Nature and DNA biochemistry: DNA of wanted se-
quence can be synthesized at will (it is not very straightforward for most polymers),
DNA can be cut at desired places and joined, variety of chemical modifications with
certain functionality can be introduced at different positions of DNA.

Since the discovery of DNA helical structure in 1953 by Watson and Crick2,
properties and functions of DNA were studied extensively, some of them are well
known already and some are still under debate. Recent advances in nanotechnology
and nanofabrication made it possible to get new information and knowledge about
DNA on a single molecule level. For example, structure of DNA and its interactions
with other molecules, e.g. proteins, can be directly observed with scanning tun-
neling microscopy (STM)3,4 and atomic force microscopy (AFM)5,6. Experiments on
direct measurement of DNA electrical conductivity properties became realizable7.
There are many exciting ways how DNA can be used in nanotechnology, and how
nanotechnology can be used to discover new functions and properties of DNA.

1.1 DNA structure

1.1.1 Deoxyribonucleic acid

Single stranded DNA (ssDNA) is a polymer of deoxyribonucleotides (nucleotides),
each of which contains a deoxyribose sugar, a phosphate and an aromatic nitroge-
nous base attached to the sugar. There are four different bases in DNA: Thymine (T),
Cytosine (C), Adenine (A) and Guanine (G). Thymine and Cytosine are single ring
structures called pyrimidines, and Adenine and Guanine are double ring structures
called purines. Phosphate and sugar groups form a backbone of a DNA strand into
which the bases are attached. Each DNA strand has a directionality. So called 5’ and
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FIGURE 1.1 a) Schematic chemical structure of a single stranded DNA. b) Hydrogen
bonding between bases. c) Helical structure of a double stranded DNA.

3’ ends are determined by the carbon atom (5th or 3rd) of the deoxyribose sugar
into which the phosphate is attached. Chemical structure of ssDNA is schematically
shown in Fig. 1.1a).

1.1.2 DNA double helix

DNA bases can form hydrogen bonds between each other in a very specific way.
Adenine forms 2 hydrogen bonds with Thymine and Cytosine forms 3 hydrogen
bonds with Guanine (see Fig. 1.1b)). This property is called complementarity. Dou-
ble stranded DNA (dsDNA) is a complex of two ssDNA held together by hydrogen
bonds between the complementary bases and has a helical form (see Fig. 1.1c)). Two
strands are coiled in an antiparallel way, which means that one strand goes form
5’ to 3’ and the other from 3’ to 5’. Double-stranded DNA can have many possible
conformations. Which conformation DNA adopts depends on the sequence of the
DNA, the amount and direction of supercoiling, chemical modifications of the bases
and also solution conditions. The structural configuration of DNA is thought to al-
ter its electronic properties. In living organisms the so-called A-DNA, B-DNA, and
Z-DNA forms have been observed. B-DNA is the most common type of DNA found
in the cells of living organisms, it is the most stable structure for a random-sequence
DNA molecule under physiological conditions and therefore it is a standard point
of reference in any study of DNA properties. For this type of DNA, the center of the
base pairs (bp) lies along the helix axis. The helix is right handed. The base pairs are
separated by a distance of about 3.4 Å and are slightly tilted. There are, on average,
10.5 bp per each turn of the helix, which gives an average 36o angle between succes-
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FIGURE 1.2 The A, B and Z DNA double helix forms

sive base pairs. More than 13 water molecules per nucleotide are required to form
stable B-DNA form. A-DNA and Z-DNA are two structural variants. The A form
is favored in many solutions that are relatively devoid of water. The A-DNA is still
arranged in a right handed double helix, but the helix is wider and the number of
base pairs per turn in A-DNA is 11. The plane of the bases is tilted about 20o with
respect to the helix axis. At least about 5-10 water molecules are necessary to form
a more or less regularly ordered A structure. The Z-form is more radical departure
from the B structure; the most obvious distinction is the left handed helical rotation.
There are 12 bp per helical turn, and the structure appears more slender and elon-
gated. The DNA backbone takes on zigzag appearance. The A-, B- and Z-DNA forms
are shown in Fig. 1.2. In addition to these three forms there are many more exotic
froms8: H-DNA9 with a triple helical structure, four-stranded G-quadruplexes10, C-
DNA, D-DNA, E-DNA, L-DNA, P-DNA, S-DNA etc. In fact, only the letters F, Q, U,
V, and Y are now available to describe any new DNA structure that may appear in
the future.

1.2 Self-assembly and DNA Nanotechnology

Self-assembly (SA) can be defined as the spontaneous and reversible organization
of molecular units into ordered structures by non-covalent interactions. The first
property of a self-assembled system that this definition suggests is the spontaneity
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of the self-assembly process: the interactions responsible for the formation of the
self-assembled system act on a strictly local level - in other words, the nanostruc-
ture builds itself. It can be argued that any chemical reaction driving atoms and
molecules to assemble into larger structures, such as precipitation, could fall into
the category of self-assembly. However, there are at least three distinctive features
that make self-assembly a distinct concept:

Order. First, the self-assembled structure must have a higher order than the
isolated components, be it a shape or a particular task that the self-assembled
entity may perform. This is generally not true in chemical reactions, where an
ordered state may proceed towards a disordered state depending on thermo-
dynamic parameters.

Interactions. The second important aspect of SA is the key role of weak in-
teractions (e.g. Van der Waals, capillary, π - π, hydrogen bonds) with respect
to more "traditional" covalent, ionic or metallic bonds. Although typically less
energetic by a factor 10, these weak interactions play an important role in ma-
terials synthesis. Weak interactions hold a prominent place in materials, espe-
cially in biological systems, although they are often considered marginal with
respect to "strong" (i.e. covalent, etc.) interactions. For instance, they determine
the physical properties of liquids, the solubility of solids, the organization of
molecules in biological membranes.

Building blocks. The third distinctive feature of self-assembly is that the build-
ing blocks are not only atoms and molecules, but span a wide range of nano-
and mesoscopic structures, with different chemical compositions, shapes and
functionalities. These nanoscale building blocks can in turn be synthesized
through conventional chemical routes or by other self-assembly strategies.

Molecular self-assembly is the process by which molecules adopt a defined arrange-
ment without guidance or management from an outside source. It is crucial to the
function of cells and is an important aspect of bottom-up approaches to nanotech-
nology. It has been put forth as an inexpensive, parallel method for the synthesis of
nanostructures that does not require expensive equipment and extreme conditions.

DNA nanotechnology is a subfield of nanotechnology which is based on the
self-assembly properties of DNA. As was described in Section 1.1.1, DNA base pairs
form hydrogen bonds between each other in a very specific way (C forms 3 bonds
with G and A forms 2 bonds with T). DNA nanonotechnology seeks to use these
unique molecular recognition properties of DNA and other nucleic acids to create
novel programable structures out of DNA. The DNA is thus used as a construc-
tion material rather than as a carrier of genetic information. This has possible ap-
plications in molecular self-assembly, molecular computing11, nanoelectronics and
optics12.

8



1.2.1 Two- and three-dimensional self-assembled DNA structures

The idea of using DNA as as a structural material was first introduced by Ned See-
man in the early 80’s13. Since the simple double-helix lacks the complexity needed
for forming tightly controlled two- and three-dimensional structures, a more com-
plex building block had to be designed. Seeman and co-workers succeeded in mak-
ing branched junction motifs with four double-helical arms, which resemble Holl-
iday junctions14. Each arm had region of ssDNA which was complementary to ss-
DNA region in another arm (so-called sticky ends). It was hoped that these branched
units would assemble into a quadrilateral lattice by sticky end cohesion (see Fig. 1.3a)).
Unfortunately the junctions did not assemble into a two-dimensional lattice because
the structure was not stiff enough. Since the original idea of using DNA junctions

FIGURE 1.3 a) Schematic drawing of the four-armed junction proposed for two-
dimensional lattice assembly via sticky ends cohesion. A and A’, B and B’ are com-
plementary sequences. b) Schematic structures of common building blocks used to
construct two-dimensional DNA arrays and examples of the corresponding assem-
bled structures imaged with AFM. Adopted with permission from [15–20].

as a building blocks for assembly of two-dimensional structures, a large variety of
distinct DNA building blocks (usually called tiles) have been designed and exper-
imentally tested (see Fig. 1.3b))15–20. Besides two-dimensional lattices, assembly of
three-dimensional DNA structures like nanotube21–24, cube25, octahedron26, tetrahe-
dra27 and polyhedra28 was demonstrated (for review see ref. [29]). However, the tile
approach to assembly of DNA structures suffers from several serious limitations:

i) DNA sequences for tiles should be carefully designed to avoid secondary
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structures and unwanted interactions. This task is far from being obvious.
ii) The possibility of fabrication of structures with controlled shapes/geometry
or asymmetric arrays is rather limited.
iii) Synthesis of such nanostructures involves interactions between a large num-
ber of short oligonucleotides, the yield of complete structures is highly sensi-
tive to stoichiometry (the relative ratios of strands). The synthesis of relatively
complex structures requires multiple reaction steps and purifications and the
yield is small.

1.2.2 DNA origami

There is an alternative approach to assembly of DNA structures. Instead of using
DNA tiles as building blocks, it is based on folding linear DNA scaffold into com-
plex structures. In 2004, Shih et al. showed that a single strand of DNA can be as-
sembled into a octahedron by addition of 5 short DNA strands26. The most striking
example of scaffolded assembly is the so-called DNA origami technique developed
by Paul Rothemund in Caltech in 200630. DNA origami is a two-dimensional struc-
ture made of 7.3 Kb single-stranded viral genome folded into desired shape with
the help of short oligonucleotides (so-called staple strands). The schematic picture
of DNA origami structure is given in Fig. 1.4a). The origami approach of DNA as-
sembly is fast, extremely easy, relatively inexpensive and gives the possibility to cre-
ate two-dimensional nanostructures of almost arbitrary shape with high yield (see
Fig. 1.4b)). Furthermore, is has a few advantages compared to the tile approach:

FIGURE 1.4 a) Schematic picture of DNA origami, long single stranded DNA (scaffold
strand) is folded into the desired shape with the help of short oligos (staple strands).
b) Examples of DNA origami structures. c) Patterning DNA origami using DNA hair-
pins. Adopted with permission from [30].

i) It is essentially "one-pot" method, it does not require multiple reaction steps
and purifications.
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ii) Staple strands are not designed to bind one another, thus, their relative con-
centrations are not important, and absolute concentrations do not need to be
precise.
iii) One can uses unpurified staple strands, which reduces the cost of fabrica-
tion by a factor of 10.

Besides ability to create arbitrary shapes, DNA origami technique can have
another very promising application. It can serve as template for assembly of materi-
als (see the next Section 1.2.3). Already in his original paper30 Rothemund demon-
strated that its possible to decorate origami with complex patterns using DNA hair-
pins (loops of ssDNA) (see Fig. 1.4c)).

1.2.3 Assembly of materials using DNA self-assembly

As was mentioned before, DNA can be functionalised with various chemical groups.
Some of those groups can serve as a binding sites for other materials (proteins,
nanoparticles, semiconducting quantum dots etc.). Thus it possible to use DNA
and DNA self-assembled structures as a template for assembly of materials31. First
steps in this direction were taken using linear DNA. It was shown that it can be
used as a template for fabrication of metal nanowires32, assembly of proteins33,
nanoparticles34 and carbon nanotubes35. Further on, it was demonstrated that two-
dimensional DNA lattices can be used as templates for assembly of arrays of pro-
teins16,20,36,37, metal particles38–41 and semiconducting quantum dots42. Examples of
two-dimensional assembly of materials are given in Fig. 1.5a)-c). Utilization of
DNA lattices as templates gives a possibility to fabricate large patterned structures
with resolution comparable to the state of the art lithography techniques. However,
it has one serious drawback; the two-dimensional DNA structures are usually peri-
odic, and such periodic templates allow only periodic assembly of materials. Non-
periodic assembly on the two-dimensional DNA templates build from the DNA tiles
is rather complicated37. Another limitation comes from the fact that materials are
usually assembled on prefabricated DNA templates, thus assembly of multiple ma-
terials requires utilization of multiple binding interactions.

One of the big advantages of the DNA origami technique is that, in principle,
it allows programmable assembly of materials into arbitrary patterns. This is due to
the fact that each of the staple strands it unique in sequence and its position inside
the origami structure and can be functionalised separately. Therefore, the origami
structure can serve as a nanoscale template, a "nanobreadboard", to a which a vari-
ety of components could be attached with nanometer resolution. The size and and
the resolution (distance between two nearest pixels) of such breadboard is limited
by lengths of the scaffold strand and the staple strands respectively. Realization of
the "DNA origami as a nanobreadboard" idea can advance the assembly of materi-
als by allowing programmable fabrication of non-periodic complex structures with
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FIGURE 1.5 Assembly of materials using DNA as a template. a) Assembly of 5 nm and
10 nm gold particles into a two-dimensional array. b) Assembly of proteins . c) Assem-
bly of semiconducting quantum dots. d) Assembly of proteins using DNA origami.
Adopted from [38] (a), [16] (b), [42] (c), [43] (d) [44] (e).

below 10 nm resolution. The controlled attachment of proteins can find applications
in biosensors, biomaterials, and tissue engineering. Ability of special arrangement
of proteins with nanometer precision is of extreme importance for understanding
fundamental bimolecular interactions. By attaching nanowires, carbon nanotubes
or metal nanoparticles one can create molecular electronic or plasmonic circuits. So
far, assembly of proteins (ref. [43] (see Fig. 1.5d)) and the paper I.V. of this thesis)
and of two gold nanoparticles44 (see Fig. 1.5e)) has been demonstrated with origami
structures.

1.3 DNA conductivity

In 1962, soon after the discovery of DNA helical structure in 1953, Eley and Spivey
suggested, that DNA molecules could act as electrical wires45. Later on, it was pro-
posed that DNA, due to its unique properties of recognition and self-assembly, could
be used as a building block for molecular electronics, where the basic concept is
to use individual molecules as wires, switches, rectifiers, and memories46. To be
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able to realize all these devices, the electrical properties of DNA and the charge
transport/transfer mechanism should be investigated and understood at the single
molecule level. Additionally, transport properties of DNA are of interest in several
other fields, e.g. in genetic mutations and cancer therapy47, and for DNA detectors
based on its electrical properties48. It was thought that DNA could be a very promis-
ing molecule for studying electrical transport in a 1D system, because is gives a
possibility of endless number of controlled structural manipulations (versus the hit
and miss control in nanotubes), and charge transport mechanisms like hopping and
tunneling can be studied in a controlled way.

A large number of reports on direct measurements of electrical conductivity
on single DNA molecules was published in the late 1990’s and the early 2000’s.
The pioneering work was done by Braun et al.49, Fink and Schönenberger50, Dekker
and colleagues51 and Kasumov et al.52. Already, the results obtained in those initial
reports were somewhat contradicting: DNA was claimed to have metallic, semicon-
ducting, insulating or even proximity induced superconducting properties. Unfor-
tunately further research work did not bring full clarification into the field, con-
ductivity measurements showed a large variety of possible electronic behavior and
the whole field of DNA conductivity still remains highly controversial7. There are
several factors that can influence the experimental results and should be taken into
account:

The contact between the electrodes and the molecules. Ideally, these contacts
should be ohmic so that any nonlinearity in the conductivity of the wire can be
correctly attributed and studied. They must also be low in resistance to ensure
that the properties measured are those of the molecule and not those of the
molecule-contact interface. Moreover, the medium surrounding and support-
ing the molecule must be several orders of magnitude more insulating than
the molecule itself because the contact area of the medium with the electrical
contacts is often much greater than that between the electrical contacts and the
molecule. The simple physical contact between the electrode and the molecule
(molecule just laying over electrode) does not guarantee good electrical con-
tact. It has long been recognized that to make good electrical contact between
a molecule and an electrode, a chemical bond is required. This is usually done
with sulfur or selenium bound to gold, platinum or silver53, or by reaction
between carboxylic acid groups at the end of carbon nanotube and DNA mod-
ified with amino groups54–56.
DNA structure. The length of the molecule and its base sequence might be
very important. A non-periodic sequence will lead to disorder along the one-
dimensional molecule. Homogeneous sequences like poly(dA)-poly(dT), poly(dC)-
poly(dG) should provide the best conditions for the π orbitals overlap. The
character of the measured sample (e.g., rope vs single molecule) can also inter-
fere with electrical properties.
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Environment. Water and ions have a large influence on the secondary struc-
ture of dsDNA, and thus on its conductivity (see ref. [55] and the paper I.I. of
this thesis) . For example from 5 to 10 water molecules per base pair are needed
for A-DNA structure, while in conditions with more than 13 water molecules
per base pair the B structure is preferred. Depending on the pH of the buffer
solution in which the molecule is kept, it can have a different charge due to dis-
sociation of the phosphate groups. Thus, the counterion concentration around
DNA can also vary, and it is known that counterions induce nonzero force on
electrons inside the molecule, thus interfering with electrical properties. Ad-
ditionally, the conformation and thus the electrical conductivity depends on
whether a molecule is free hanging or laying on the surface, and also on what
kind of surface is used (mica, glass or some specially treated surfaces)57.
Preparation and detection protocols. For example, the drying of DNA via
flowing N2 gas, which is usually done before measurements, tends to pro-
vide two or three molecules of water per nucleotide58, thus suggesting that
molecules are completely deformed after drying. Detection of single molecules
by scanning probe microscopies or electron microscopies can "dope" DNA and
change its electrical properties.

It became evident that it is extremely difficult to make clearly reproducible and
easily interpreted experiments on the single molecule level. After more than two
decades of research at least one conclusions can be made; although DNA is a very
promising material for nanofabrication, it does not have high enough conductivity
(at least highly conductive forms of DNA are not observed up to date) to serve as
a building block for nanoelectronics as such. Still, the mechanism of charge trans-
port/transfer in DNA is an important fundamental question.

1.4 Dielectrophoresis

Dielectrophoresis (DEP) is a phenomenon of the translational motion of matter caused
by polarization effect in a non-uniform electric field59,60. The result of the electric
field gradient is a force on any polarizable object, charged or neutral. The princi-
ple of DEP is illustrated schematically in Fig. 1.6. Surface charges are induced on
the polarizable object in the electric field, positive on one side of the object and
negative (of the same magnitude) on the other. There is a Coulomb interaction be-
tween induced surface charges and the electric field. In a uniform field, the net force
due to the Coulomb interaction is zero, as shown in Fig. 1.6a). However, in a non-
uniform field, as shown in Fig. 1.6b), the electric field density is higher on the right
side of the object, therefore, there is a net force acting on the object in the direction
of the higher field strength. In this simplified explanation of the DEP force, the ef-
fect of a surrounding medium was neglected. In the general case the polarization
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FIGURE 1.6 Schematic picture of dielectrophoresis.

of the medium should also be considered. There are two classes of DEP: positive
and negative. In positive DEP, the particle, due to having higher polarizability than
the surrounding medium, is pushed toward the region of higher electric field. If the
suspended particle has a polarizability smaller than the surrounding medium, the
particle is pushed toward the region of weaker electric field, and such phenomenon
is called negative dielectrophoresis.

Several theoretical methods have been developed to describe the total dielec-
trophoretic force on a particle. The effective moment method61,62 is commonly used,
because it provides quite a simple analytical solution while maintaining a good
physical insight to the behavior of the system. In this method the particle and the
surrounding medium are considered to behave as an effective dipole with induced
dipole moment −→p , which is proportional to the electric field

−→
E , i.e.,

−→p = α
−→
E . (1.1)

The constant of proportionality α is the polarizability of the object and depends on
the geometry of the system and electrical properties of both the particle and the sur-
rounding medium. The polarizability of a particle of volume V with a permittivity
εp is

α = V εpRe[K], (1.2)

where Re denotes real part, and K is the so-called Clausius-Mossotti factor, which
depends on both the particle and the medium and is given by63

K =
ε∗p − ε∗m

ε∗m + A(ε∗p − ε∗m)
. (1.3)

Here A is a geometrical factor that varies from zero to one: A = 1/3 for a sphere,
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A = 1 for a shot rod; ε∗p and ε∗m are complex permittivities of the particle and the
medium, described as64

ε∗p = εp − i
σp
ω

(1.4)

ε∗m = εm − i
σm
ω
. (1.5)

In these equations, ω is the angular frequency of the applied field, εp and εp are the
real part of permittivities, and σp and σm are the conductivities of the particle and
the medium respectively.

In the presence of a non-uniform electric field the force on the particle is given
by

−→
F = (−→p ·

−→
∇)
−→
E =

α

2

−→
∇(E2). (1.6)

This electrical force is termed as the dielectrophoretic force. For an isotropic ho-
mogenous spherical particle with radius R and dielectric constant εp , the time-
averaged dielectrophoretic force is

−→
F = 2πεmR

3Re[K]
−→
∇E2

rms, (1.7)

whereErms is the root-mean-square value of the electric field (assuming a sinusoidal
time dependence)60,61.

The Clausius-Mossotti factor is a frequency dependent variable. Its real part
can vary between -0.5 and +1. When Re[K] > 0, the particle experiences posi-
tive DEP, likewise, when Re[K] < 0, the particle experiences negative DEP. The
imaginary part varies between -0.5 and 0, and it is an important factor for the so-
called traveling-wave DEP65. The schematic plot of the Clausius-Mossotti factor’s
frequency dependence is shown in Fig. 1.7. Several notifications about equation 1.7
should be made.

i) By changing the electric field frequency, the Clausius-Mossotti factor can
experience a transition from a positive value to a negative value, which causes
the DEP force on the particle to change its direction accordingly. This property
of the Clausius-Mossotti factor of the particle under a specified suspending
medium can be utilized for manipulation of particles.
ii) The DEP force is proportional to the volume of the particle, V , and this fact
limits the application of DEP for the manipulation of nano-sized particles. In
addition, the equation is derived classically, all permittivities and conductivi-
ties are assumed to be the bulk values. For nanoparticles and macromolecules
a significant fraction of the atoms of the "particle" reside on the surface. More-
over, the particles can be charged and a so-called counter-ion cloud is formed
around the charged particle, which can have a significant effect on DEP. There-
fore, the application of this model to single molecules may not be quantita-
tively valid.
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FIGURE 1.7 Frequency dependence of the Clausius-Mossotti factor for a spherical
particle.

iii) The equation is valid for both DC and AC electric fields. Furthermore, the
direction of the DEP force does not depend on the direction of the electric field.
It is the field gradient that determines the direction of the force on the particle,
not the field itself. For the AC field: the particle experiences time-varying force,
but the direction of the time-varying force is always the same, even though the
direction the electric field vector is changing in time. In most cases one needs to
consider only time-averaged values of the field, as it is done in Equation (1.7).
iv) Sometimes the dipole approximation is not accurate enough and higher or-
der multipoles have to be considered. The general solution has been obtained
by Jones and Washizu66,67.

Another frequently used method to describe DEP is the so-called Maxwell
stress tensor method68. It requires a rigorous surface integration of the stress ten-
sor over the particle, and the analytical solution is limited to the case of a homo-
geneous spherical particle and small field gradients. However, this method is pre-
ferred for numerical calculations, and has been implemented in some commercial
finite-element software.

For the DEP force to be effective, it must overcome the Brownian motion,
which can be treated as a random force whose maximum value is given roughly
by60

Fthermal ≈ kBT/
3
√
V , (1.8)

where kB is the Boltzmann constant, T is the temperature, and V is the volume of
the particle. This sets rather strict requirements on the minimum particle size that
can be manipulated, and very large electric field gradients are needed to manipu-
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late nano-sized objects. Microfabricated electrodes are used to generate the required
field gradients.

There are several other forces acting on the particle, which originate from the
motion of the solvent under the high electric field69. The Joule heating can cause
an electrothermal force. Also, the geometry of the electrodes used to generate DEP
forces produces a tangential electric field at the electrode-electrolyte double layer
inducing steady motion of the liquid, a flow termed as electro-osmosis. Each of these
forces might limit the manipulation of particles with DEP.

So far the phenomenon of dielectrophoresis was used to manipulate cells70,71,
latex beads of different sizes72,73, viruses74, proteins75, carbon nanotubes76, and DNA77

(the papers I.I.-I.V. of this thesis). There are several good reviews on the application
of dielectrophoresis78,79. In addition there is a detailed overview of DNA DEP trap-
ping in PhD thesis of Sampo Tuukkanen80.
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2. Dielectrophoretic trapping and
polarizability of DNA molecules

2.1 Dielectrophoresis of double stranded DNA

2.1.1 DEP trapping with lithographically fabricated electrodes

The first studies of DNA dielectrophoretic trapping in this thesis were done in con-
nection with DNA electrical measurements. A key experimental problem in mea-
suring the conductance of DNA lies in the attachment of a single molecule or a
DNA bundle to the electrodes. DEP is a very promising technique that allows re-
producible fabrication of single molecule devices. For dielectrophoretic trapping
of single double-stranded DNA molecules narrow finger-tip type gold electrodes
were used (width ∼100 nm and gap ∼100 nm). Double-stranded 414 bp (∼140 nm)
long DNA molecules with thiol groups in both ends were fabricated and diluted in
HEPES buffer. Fabrication of electrodes and preparation of DNA is described in de-
tail in Appendix A.1. Prior to DEP experiments, samples were cleaned with short

FIGURE 2.1 a) Schematic presentation of the experimental set-up for attachment
of DNA to nanoelectrodes. Note that DNA is not in scale with the gap. DNA bun-
dle b) and individual DNA molecules c)-e) trapped between electrodes using dielec-
trophoresis. Adapted with permission from the paper I.I. of this thesis.
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flash of oxygen plasma in order to remove possible organic contamination from the
surface of the sample and the electrodes. Trapping was done by incubating a few
microliter drop of 1 nM DNA solution onto the substrate containing the electrodes
and keeping the sample in a moist chamber to prevent the drop from drying while
applying AC voltage to the electrodes. The voltage was applied for ∼20 min. After
DEP, the drop was rinsed with 6.5 mM Hepes (pH 7.0 with NaOH) buffer and water
and nitrogen dried. The principle of the attachment of DNA to electrodes is schemat-
ically shown in Fig. 2.1a). The electrode samples were imaged with AFM before and
after the DEP trapping. More than hundred DEP experiments were done in order
to find the optimal parameters for DNA trapping. It was found that for successful
trapping, electrical fields with a frequency of ∼1 MHz should be used with more
than 3 Vpp peak-to-peak amplitude (field strength∼107 V/m). It was also concluded
that a reducing agent ( in this case NaHB4 (Sodium Borohydride)) has to be used
to cleave the S-S (sulphur-sulphur) bonds between separate thiol modified DNA
molecules in order to trap individual DNA molecules. Without the reducing agent
only big agglomerates or bundles of DNA molecules were found in or near the gap.
One can distinguish between bundles and single DNA molecules by the analysis of
AFM images. The typical height of the DNA molecules on SiO2 substrate is between
0.5 nm and 1.5 nm57,81,82. Objects with height of more than 2 nm were interpreted
to be DNA bundles. The yield of trapping of individual molecules was as high as
50%. An example of DEP trapping of DNA bundles and individual DNA molecules
is given on Fig. 2.1b)-e). To distinguish the real effect of DEP from the random ad-
hesion of DNA or other particles to the substrate, reference electrodes were used.
They were situated in the vicinity (∼50 µm away) of the electrodes used to generate
alternating field for DEP, and were identical to them, except that the guiding voltage
was not applied to the reference electrodes. The incubated drop of the DNA solution
covered both trapping and reference electrodes at the same time. The attachment of
individual DNA or DNA bundles to the reference electrodes was never observed. It
should be stressed here that DNA molecules in solutions are coiled, and as can be
seen from Fig. 2.1c)-e) the effect of DEP is not only trapping but also stretching of
molecules. The successful attachment of single molecules between electrodes is the
result of both trapping and stretching.

2.1.2 DEP trapping with CNT electrodes

As was discussed in Chapter. 1.4, for the effective trapping the DEP force should
overcome the Brownian motion which is inversely proportional to 3

√
V , where V is

the volume of object to be trapped. Thus for the trapping of smaller objects higher
DEP forces are needed. As can be seen from Eq. 1.7 the DEP force can be increased
either by increasing the electric field or the electric field gradient. There are experi-
mental limitations on how much the electrical field can be increased, too high fields
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can induce harmful fluid flows (electrothermal and electroosmotic), heating and
even electrolysis in the system. One can increase the electric field gradient by fabri-
cating narrower electrodes. Nowadays, lithographically fabricated electrodes have a
minimum line width in order of tens of nanometers. These structures do not always
offer large enough electric field gradients to overcome Brownian motion for less
than ∼10 nm sized objects, when sufficiently low voltages are used. Since a single-
walled carbon nanotube (SWCNT) is only∼1 nm in diameter, and a few nanometers
in the case of multiwalled carbon nanotubes (MWCNTs), CNTs can be used as elec-
trodes to produce very high electric field gradients78. In order to test the efficiency
of CNT as a DEP electrode and compare it with the lithographically fabricated elec-
trodes, samples that had one CNT electrode and one fingertip metal electrode were
fabricated. DNA molecules of two different lengths (145 bp or 50 nm and 1065 bp
or 360 nm) were used as objects for trapping. Detailed description of the CNT elec-
trode fabrication and DNA preparation is given in Appendix A.2. The DNA was
labeled with a dsDNA specific fluorescent label PicoGreen (Molecular Probes) and
confocal microscopy was used to observe the DEP trapping. A schematic view of the
experimental setup and an example of CNT electrode is shown on Fig. 2.2. Dielec-

FIGURE 2.2 a) A schematic view of the experimental setup used in the DEP experi-
ments under the confocal microscope. The DNA solution is in the moisture chamber
between the substrate and the cover slip. The CNT electrode structure is presented
in the close-up image. Repeated confocal microscope images are captured to obtain
time-resolved information about the DEP process [Schematic 3D images by Tommi
Hakala]. b) SEM and d) AFM images of the MWCNT electrode sample before the con-
focal microscope experiment. c) and e) show the fluorescent signal from trapped DNA
(1065 bp) with a certain frequency and voltage used. Adapted with permission from
the paper I.II. of this thesis.
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trophoresis experiments under the confocal microscope (Zeiss Axiovert LSM510,
Zeiss "Fluar" 40x/1.3 Oil objective) were performed by (fluorescent) imaging of a
10x10 µm2 square area around the gap while applying sinusoidal AC voltage to the
electrodes. Data were collected simultaneously from two channels: the fluorescence
channel (equipped with 505 nm high band pass filter), which corresponded to the
amount of DNA, and the reflection channel (equipped with 475-525 nm band pass
filter), which showed the location of the electrodes. Time resolved data (DEP movie)
was obtained by capturing two 128x128 pixel frames per second. An argon laser (488
nm) with power of 0.45 mW was used for imaging. It was tested in advance that the
used laser powers did not induce bleaching of the PicoGreen dye. In the beginning
of a DEP movie, the voltage was kept off for 10 s after which the sinusoidal AC sig-
nal was turned on (to a certain starting voltage value). The voltage was raised in 0.2
Vpp (0.07 Vrms) steps after each 20 s until the final voltage value was reached. Then
the voltage was turned off but the data collection was continued for∼20 s to observe
the DNA diffusion from the gap. For the analysis, the mean fluorescence intensity

FIGURE 2.3 Trapping efficiency of CNT electrode vs finger-tip metal electrode for
1065 bp dsDNA. The normalized fluorescence a) in the end of the of CNT with elec-
trode separation 1 µm (Fig. 2.2) and b) in the 100 nm gap of finger-tip metal electrodes
as a function of the average electric field in the gap. Dotted lines in a) are fits to the
data using the function I = Io + A(V b + V b

min)2/b (see text). Adapted with permission
from the paper I.II. of this thesis.

inside the circle shaped (diameter of 1.6 µm) area in the gap between the finger-tip
electrodes (or at the end of CNT) was determined and subtracted by the mean in-
tensity of the background fluorescence. The obtained value is proportional to the
amount of trapped DNA. With this approach one can obtain quantitative informa-
tion about the minimum voltage Vmin for which the trapping begins for different
DEP frequencies as well as qualitative information about the amount of trapped
DNA molecules with different DEP voltages. Figure 2.3 shows the comparison of
the trapping efficiency of the CNT electrode and the finger-tip metal electrode. By
comparing the field strength one can clearly see that the CNT is more efficient elec-
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trode for DEP trapping than the lithographically fabricated. The trapping efficiency
was determined as the minimum voltage Vmin, and the corresponding field strength,
for which the trapping begins.

2.2 Polarizability of DNA molecules

Nowadays, separation of DNA molecules is mostly based on electrophoresis, i.e.,
electric field induced migration of the charged molecules in the electrolyte. Although
proposed more than 15 years ago83, it has been only recently experimentally demon-
strated that dielectrophoresis can be used as an alternative separation technique84.
The utilization of DEP offers the prospect of integration of the separation process
into microfluidic devices with an obvious application in lab-on-chip systems. In or-
der to utilize full potential of DEP as the separation technique for DNA molecules
the qualitative information about DNA polarizability and its dependence on the ex-
perimental factors is needed. The high efficiency of the trapping in the case of the

FIGURE 2.4 Polarizability per bp for 1065 bp DNA calculated from the fluorescence
data. The error bar originates from the uncertainty of the trap radius. For comparison,
values of DNA polarizability are taken from [85]a [86]c [87]b. Adapted with permission
from the paper I.II. of this thesis.

CNT electrode made it possible to do some estimations of DNA polarizability, which
was calculated in the following way. The DEP trapping energy for a polarizable par-
ticle in an applied electric field E(r) is UDEP (r, ω) = −1

2
α(ω) · [E(r)]2, where α is

the frequency-dependent polarizability. Besides DEP, the particle also experiences
the Brownian motion, which is associated with the thermal energy UTh = 3

2
kBT .

The DEP trap collects DNA when UDEP ≥ −UTh. First, the minimum voltage at
which trapping began, Vmin, was determined by fitting the fluorescent intensity to
the function I = Io + A(V b + V b

min)2/b which produces the V 2 dependence after the
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the voltage Vmin had been reached. Next, the finite element simulations by Comsole

FIGURE 2.5 Confocal microscope images of trapped DNA with applied signal of
frequency a) 1 MHz and b) 5 MHz. With higher frequency the DNA spot is smaller
because of the decreased electrophoretic effects. c) The trapped amounts (the fluores-
cence in arbitrary units) of different size DNA fragments as a function of the trapping
voltage using 1 MHz frequency. In the inset, the normalized fluorescence curves and
fits to the function I = Io + A(V b + V b

min)2/b are represented. d) Experimentally ob-
tained polarizabilities (per molecule and per base pair) plotted as a function of the
length of the DNA fragment with different frequencies. e) Experimentally obtained
polarizabilities (per base pair) for the different size DNA fragments plotted as a func-
tion of frequency. Figures c)-e) are adapted with permission from the paper I.III. of
this thesis.

Multiphysics software were performed to find out the electric field strength Emin at
the edge of the trap (fluorescence spot) from the obtained Vmin value. The typical
radius for the observable fluorescence spot was r = 0.5 ± 0.1µm. Thus, the Emin
was read from the simulations at the distance r from the CNT end, perpendicular
to it, in the plane parallel to the substrate, 0.2 nm above the CNT. The polarizability
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was obtained from the condition UDEPmin = −UTh as α = 3kBT/E
2
min. Normalized

polarizability (polarizability per bp) as a function of frequency is shown on Fig. 2.4
together with values from literature85–87 for various size DNA molecules. The DNA
polarizability strongly depends on the frequency used and buffer conditions (e.g.,
ionic strength), as well as on the total length of molecule. Thus, it is not surpris-
ing that there is some discrepancy in polarizability values obtained from different
experiments in Fig. 2.4.

Although the CNT electrodes are very effective for DEP trapping, it is experi-
mentally very challenging to fabricate such electrodes in a reproducible way. Thus,
in order to study DNA polarizability and its dependence on DNA length and fre-
quency systematically, metal finger-tip electrodes were used with width of∼100 nm
and ∼100 nm separation between them (see Appendix A.1). Double-stranded DNA
fragments with varying length (27-8461 bp) were fabricated by three different meth-
ods: annealing of the synthetic oligos, PCR, and restriction enzyme digestion of the
plasmids multiplied in bacteria. For details of DNA preparation see Appendix A.3.
Imaging under the confocal microscope was performed as described above for the
carbon nanotube samples. An example of confocal microscope images of trapped
DNA for two different sets of DEP parameters in the case of finger-tip electrodes
is given in Fig. 2.5a) and b). The polarizability was calculated following the same
steps as described above, i.e., first the Vmin was determined experimentally, then
the Emin was obtained from the simulations by Comsole Muliphysics software, and
finally polarizability α was calculated from the condition UDEPmin = −UTh. Fig-
ures 2.5c)-e) show the dependence of the fluorescence intensity (amount of trapped
DNA) in the gap of the electrodes on the applied voltage as well as the dependence
of the polarizability on the frequency and the length of DNA. The polarizability val-
ues obtained from the confocal studies correspond to the range of the values found
from the literature, which vary from ∼10−36 to ∼10−34Fm2/bp (see ref. [84] and ref-
erences therein). As one can see, the polarizability per bp is larger for the shorter
DNA fragments. This can be explained by the fact that the polarization of DNA is
mainly caused by the counter-ion cloud, which itself has a certain minimum thick-
ness.

2.3 Immobilization of the trapped DNA molecules on
the electrodes

Another important information that can be obtained from the confocal microscope
studies is the efficiency of immobilization of the trapped molecules on the elec-
trodes. In order to attach DNA to a metal surface or a carbon nanotube, oligonu-
cleotides modified with a thiol or an amino group are usually used. The immobi-
lization of DNA on the gold electrodes through sulphur-gold bonding was stud-
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ied for two different modifications (hexanethiol (C6) and dithiol-phosphoramidite
(DTPA)). Two types of DNA molecules were prepared, 414 bp C6-DNA and 415
bp DTPA-DNA (for preparation details see Appendix A.3). The non-specific bind-
ing of the unmodified 444 bp DNA was used to compare the immobilization of the
modified DNA molecules. The quantitative analysis was done by comparing the
amount of the fluorescence that remained in the gap region after the trapping volt-
age was turned off. This indicates the efficiency of the attachment to the electrodes.
The molecules without linkers diffused away from the trap very soon after the trap-
ping voltage was turned off, whereas in the case of the C6- and DTPA-modified
DNA a noticeable amount of the molecules remained on the gap (see Fig. 2.6).

FIGURE 2.6 DEP trapping and immobilization of a) the C6-DNA, b) the DTPA-DNA
and c) the unmodified 444 bp DNA to the fingertip electrodes using a 5 MHz fre-
quency. In a), b) and c), the circles describe the data points obtained from the DEP
movie and the stars represent the "remained fluorescence" measured separately after
the laser excitation had been turned off for a certain time. The dashed lines represent
the times when the voltage was turned off. Schematic views of the binding of linkers
are shown in insets. Adapted from the paper I.III. of this thesis.

Somewhat surprisingly, hexanethiol modified DNA were more efficiently immobi-
lized on the electrodes than those modified with DTPA. Naïvely, one can expect
DTPA to be more efficient linker, since is has two sulfur atoms in the ring, which
could allow double bonding to the electrodes. Density functional theory (DFT) cal-
culations were used to get more insight into the binding process. The gold electrode
was modelled by a tetrahedral 20 gold atom cluster. The calculations showed that
hexanethiol can bind to the gold surface with a binding energy of 1.8 eV. On the
other hand, DTPA linker did not show any binding affinity if the S-S bond was left
intact. Partial hydration of the S-S bond resulted in binding of the linker with a bind-
ing energy of 1.2 eV. It has been recently experimentally demonstrated, that lipoic
acid is much more efficient linker than hexanethiol for DNA attachment to gold
nanoparticles44. This is in a way unexpected, since the structure of the lipoic acid is
quite similar to the structure of DTPA.
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3. Measurements of electrical properties of
DNA molecules

With a reproducible method of trapping DNA molecules/bundles and their attach-
ment between metal electrodes, it was possible to make systematic studies of DNA
conductivity. DNA molecules were attached between gold electrodes by dielectrophore-
sis as described in Sec. 2.1. Samples were imaged with AFM before and after DEP
trapping to ensure the presence of DNA between the electrodes. Conductivity mea-
surements were performed inside an electrically shielded room, equipped with highly
filtered feed-throughs for measurement lines. Current-voltage (I-V) characteristics
of samples were obtained by measuring a number of individual DC current-voltage
points. A tunable DC voltage bias was obtained from the battery powered DAC
(digital-to-analog converter) circuit, which was digitally controlled through the op-
tical lines. A low-pass RC filter (R=100 Ω and C=47 µF ) was used to cut high fre-
quency transients from the DC bias voltage. The DC bias voltage was changed from
minimum to maximum by taking finite steps and letting the sample to stabilize for
3-5 s before recording the current. The maximum voltage varied from 0.1 V to 1
V. The most reliable results were obtained using the 0.1 V range which was small
enough to prevent undesired effects, e.g., electrolysis and collecting contaminating
particles form the air. Measurements were done at room temperature (∼23 oC) both
with relative air humidity of∼30 % (’dry’ environment) and of 80-90% (’moist’ envi-
ronment). Measurements in humid air were performed by placing the sample inside
a moist chamber during the I-V measurements. The relative humidity and tempera-
ture were measured using Honeywell Humidity sensor (HIH-3602-A).

In the dry environment, all DNA samples showed insulating behavior: I-V
curves were linear at small voltages with the resistance of tens of TΩ. This is in
agreement with observations by several other groups81,88,89. Drying of the sample
after DEP with nitrogen flow leads to dramatic dehydration of DNA suggesting that
DNA is significantly deformed from its natural state. After measurements in the dry
environment, the samples were placed inside a moist chamber and I-V characteris-
tics were measured simultaneously with the relative humidity level. In the moist
conditions, some samples behaved in a similar way to reference samples (which
contained no DNA), indicating that there were either no DNA properly attached to
the electrodes or DNA was not conducting for some reason, such as being severely
deformed. However, several samples showed clear enhancement of conductivity in
the moist conditions. One of the samples that showed increased conductivity in hu-
mid air was the one with three DNAs attached between the electrodes, shown in
Fig. 2.1e). After half an hour in the moist atmosphere, the resistance of the sample
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dropped to ∼250 MΩ. After that, the resistance slowly increased during the mea-
surements, being 700 MΩ after three hours. This deterioration of the conductivity
during the measurements could be related to disturbance of the DNA structure
caused by gathering of contaminants from the moist air, which was observed in
many samples by AFM imaging after measurement. Two sets of I-V curves mea-
sured at moist conditions are shown in Fig. 3.1a), together with the I-V character-
istics for dry conditions, corresponding to the resistance of about 10 TΩ. After

FIGURE 3.1 a) I-V characteristics of three DNAs attached between the electrodes.
Black diamonds are measured in the dry environment (R∼10 TΩ) while red circles are
measured after 30 min in moist conditions, corresponding to the minimum resistance
of the sample R ∼250 MΩ. Blue open circles are measured in moist conditions after
three hours. By that time the resistance had increased to ∼700 MΩ. The hysteretic
behavior is due to enhanced charging effects in moisture, as shown by fitting the data
to the classical theory to compensate the (de)charging effects (the solid curve). b) The
AFM height image of the same sample taken right after conductivity measurements.
Clearly, at least two DNA molecules are preserved. Adapted with permission from the
paper I.I. of this thesis.

measurements in moisture, the sample was dried with nitrogen and the resistance
increased back to the original dry value of tens of TΩ. The sample was imaged with
AFM right after these measurements confirming that at least two DNAs were still
properly attached (see Fig. 3.1b)). The scan noise in the AFM image is probably due
to contaminants collected from the moist air during the measurements. The increase
of conductivity in the moist conditions, i.e., resistance dropping to hundreds of MΩ

in moist conditions, was observed in several different samples with a single or a few
DNA. Such behavior was never observed in reference samples, for which control
experiments were done using exactly the same procedure for the DEP and subse-
quent transport measurements, but using a buffer solution without DNA. Reference
samples also showed clear difference between the dry and the moist environment
measurements. However, in moist conditions, the minimum resistance observed in
the reference experiments was ∼7 GΩ, and the resistance in dry environment was
always ∼10 TΩ.
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The hysteretic behavior observed in the measurements of the I-V character-
istics can be explained by currents due to charging of the total capacitance of the
sample formed by the capacitance of the electrodes and parasitic stray capacitances.
In the case of step-like DC bias voltage, one easily obtains (see Appendix A.5) for
the measured current

I =
Vn
R

+ I0α
1− αn

1− α
(3.1)

where n means the nth I-V point measured and Vn is the corresponding bias volt-
age. Other parameters are: R the resistance of the sample, I0 the maximum charging
current at bias voltage transients (depends on the resistances of the measurement in-
struments) and α=e−τm/τ the exponential of the ratio between the stabilization time,
τm, and the time constant of charging, τ . Fig. 3.1a) shows this formula fitted to the
data measured from the sample with 3 DNA molecules (Fig. 2.1e)). The obtained
time constant, τ , was of the order of 30 s in that case. The origin of such big time
constant is not totally clear.

Though the effect of humidity to the conductivity of individual DNA molecules
and DNA bundles was evident, the nature of the charge transport or transfer can-
not be completely determined based on these experiments. One of the possibili-
ties is enhanced electron transport/transfer caused by humidity induced confor-
mational changes in DNA structure. As it was already mentioned above, the direct
electronic conductivity, by means of overlapping π-orbitals of the base pairs along
the molecular axis, is likely to be sensitive to the helical conformation of DNA (note
that the contributions of protons or counterions might also be affected by the defor-
mations). The deformations of the structure can be due to, e.g., ambient conditions
or interactions with the substrate surface57. It has been observed that the humid-
ity of air affects the structure of a single double-stranded DNA on graphite so that
it appears in its natural B-DNA form at moist conditions, but collapses to a form
resembling A-DNA when dried to the surface90. Nowadays, it is quite generally
accepted that DNA conductivity depends on humidity, recently several experimen-
tal papers were published on the topic55,91,92. Also in several theoretical papers the
effect of water and conformational changes on DNA electronic structure was con-
sidered93,94. Again results are somewhat inconsistent, for example Kleine-Ostmann
and colleagues claim that increase of DNA conductivity in high humidity environ-
ments is due to water molecules accumulated at the DNA phosphate backbone and
it is not the intrinsic DNA conductivity92. On the other hand, Vedala et al. made
a more careful study on the influence of environmental factors (buffers, humidity,
temperature) on DNA conductivity55 and came to the conclusion that buffers of high
conductivity significantly affected the intrinsic conductivity measurement, and the
measured signal originated mostly from the salts residues. However, the authors
also observed a measurable current through DNA molecules in the case of low con-
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ductivity buffers, and the signal was attributed to the intrinsic DNA conductivity.
As for the theory work, Song et al.93 claimed that the increase in the conductivity
in the experiments described above cannot be attributed simply to the conforma-
tional changes of DNA. However, in ref. [94] Berashevich and Chakraborty showed
that besides conformational changes (from A to B form) there is another effect that
can influence the conductivity properties, namely, the interaction of the nucleobases
with water molecules leads to breaking of some of the π bonds and appearance of
unbound π electrons. These unbound electrons contribute significantly to the charge
transfer at room temperature by up to 103 times. Definitely more experimental and
theoretical work should be done in order to understand the influence of environ-
mental factors on DNA electrical properties. Some insight into the nature of charge
transport/transfer could be also obtained from the AC measurements95,96.
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4. DNA origami as a nanobreadboard

As was described above, DNA origami has a great potential for the nanoscale as-
sembly of materials. This is due to the fact that each of the short oligos used to fold
the origami structure is unique in its sequence and position and can be modified
to serve as a binding site. Thus, one can consider the origami structure as an ar-
ray of pixels or a "nanobreadboard" (see Fig.4.1), a nano-scale template to which
variety of (functional) materials can be attached, for example semiconducting quan-
tum dots can serve as light emitters, metal particles as capacitors, carbon nanotubes
as interconnects or transistors etc. Besides possible applications in nanoeletronics,
origami templates can also be used to assemble multiprotein arrays allowing cre-
ation of artificial complex enzyme cascades97. To realize the full potential of the
"nanobreadboard" idea one has to develop methods for i) controlled on-chip posi-
tioning of origami structures which also provide electrical contacts to origami, ii)
assembly of multiple materials with high yield and precision with origami as a tem-
plate. It the following sections I will describe the dielectrophoresis based method

FIGURE 4.1 Schematic picture of DNA origami as a nanobreadboard. Origami struc-
tures can be considerers as an array of pixels to which different materials can be at-
tached, or "plugged in" as in breadboard (inset).

for trapping of origami structures between metal nanoelectrodes and present and
compare two general approaches for the assembly of materials .

4.1 Connecting DNA origami to the outer world

As was shown above, dielectrophoresis is a very efficient method for nanoscale ma-
nipulation of DNA molecules. Thus, it was decided to use DEP as a method for
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on-chip positioning of DNA origami structures. It should be noted here that before
this work there were no reports on DEP trapping of DNA self-assembled structures.
One of the first difficulties that arose in the experiments was due to the fact that
self-assembly is usually done in buffers of relatively high ionic strength (conduc-
tivity) to reduce the repulsion between negatively charged DNA backbones. On the
other hand, DEP trapping should be performed in a buffer with a relatively low
conductivity (well below 1 mS/cm)85. Thus, before DEP, buffers should be some-
how changed. It is possible to overcome this problem by ligation, which is known
to increase mechanical and thermal stability of DNA structures98 and thus allows
changing of buffers. Another difficulty is that trapping of DNA origami structures
seems to be more sensitive to the experimental conditions (DEP frequency and volt-
age, buffer conductivity) than single DNA molecules, thus one has to test a wide
range of parameters in order to find the optimal that allows trapping of single struc-
tures precisely in the middle of the electrodes.

For the trapping, fingertip-type gold electrodes with widths of 20-25 nm and
gaps of 70-90 nm were used . Electrodes were fabricated on a SiO2 substrate using
standard electron beam lithography and evaporation of metal (1 nm of Ti followed
by 15-20 nm Au) in an ultrahigh vacuum (UHV) chamber (see Fig. 4.2a). For details
of the electrodes fabrication see Appendix A.1. Two types of DNA origami struc-
tures were used for trapping (see Fig. 4.2b)): a rectangular (71×98 nm2) structure,
and a disk-shaped (∼100 nm in diameter) structure with three holes (the so-called
smiley). Detailed information on these kinds of structures can be found on pages
26-28 and 32-35 of Supplementary Note 1 of the reference [30]. The origami struc-
tures were fabricated by thermal annealing (from 90 oC to 20 oC, at rate of 1 oC/min,
in 0.1 oC steps) of 50 µl solution of 10 nM of single-stranded viral DNA (from the
M13mp18 virus) with 10x excess concentration of staple strands. After annealing,

FIGURE 4.2 Trapping of DNA origami structures with dielectrophoresis. a) Schematic
view of the origami trapping experiments. b) AFM image of origami structures used
for DEP trapping. The image is taken on a MICA surface using tapping mode AFM in
liquid. c) AFM image of a single smiley and d) rectangular origami trapped with the
optimal DEP parameters (on SiO2 surface, tapping mode AFM in air). The scale bar is
100 nm. Adapted from the paper I.IV. of this thesis.

the origami sample was ligated using T4 DNA ligase. In the final step of origami
solution preparation, the 1x TAE Mg++ buffer used for origami annealing (1x Tris-
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Acetate-EDTA (TAE) with 12.5 mM magnesium acetate, pH ∼8.1, σ ∼3.5 mS/cm)
was changed to a Hepes-based buffer of smaller conductivity using spin filtering,
which should also wash out T4 DNA ligase and glycerol from the ligation proce-
dure. Two types of buffers were used: (Buffer 1) 6.5 mM Hepes, 2 mM NaOH, 1 mM
magnesium acetate (pH ∼7.2, σ ∼300 µS/cm) and (Buffer 2) 6.5 mM Hepes, 2 mM
NaOH, 1 mM magnesium chloride (pH∼7.2, σ ∼590 µS/cm). Final concentration of
the origami structures in the solution for the DEP experiments was about 1 nM. The
ligation procedure was necessary for the origami structures to be stable in buffers
with such a low conductivity (low salt concentration). After the ligation, origami
structures were stable at least for a few weeks in the Hepes-based buffers, if kept at
room temperature. For details of origami fabrication, see Appendix A.6. Altogether,
more than 200 electrodes samples were fabricated to obtain reliable statistics of the
trapping process.

DEP experiments were performed by incubating a 10 µL drop of an origami
solution onto the surface of the nanoelectrode sample and keeping it in a moist
chamber, to prevent the drop from drying, while applying a sinusoidal AC voltage
to the electrodes. To find the optimal conditions for trapping, the DEP parameters
were varied over a wide range. Frequencies from 1 MHz to 15 MHz, and voltages
from 0.6 to 2.4 Vpp (peak-to-peak value) were tested. With careful tuning of the DEP
parameters, it was possible to trap a single origami structure between the electrodes
(see Fig. 4.2c) and d)).

For the whole frequency range DNA origami structures underwent positive
DEP (attracted to field maxima rather than minima). However, in order to trap a
single structure precisely in the middle of the electrode high frequencies had to be
used. The results agree qualitatively with DEP experiments with dsDNA, where
DNA was more localized in the trap under higher DEP frequencies (see Fig. 2.5 in
the Section 2.2). Below 10 Mhz, origami structures were mostly trapped along the
electrodes in the region around the gap, and the yield of origami structures trapped
precisely in the gap was very low, below 1 %. However, for the optimal DEP fre-
quency, somewhat above 10 Mhz, the yield became as high as 10% and clearly fewer
origami structures were observed in other places than the gap. An example of the
frequency effect on trapping is shown in Fig. 4.3 with rectangular origami structures
in Buffer 1. Another parameter which should be optimized for the trapping of sin-
gle origami structre is the DEP voltage. As was discussed in Chapter. 2, for the DEP
trapping of single DNA molecules, it was experimentally observed that for each fre-
quency there is a certain threshold voltage below which no trapping is observed
and above which the amount of trapped DNA particles grows rapidly with voltage
(see Fig. 2.3 and 2.5c)). This is because the trapping potential caused by the voltage
should overcome the Brownian motion, which determines the minimum trapping
voltage. Naïvely, one could expect that higher voltages would lead to stronger trap-
ping over a larger area. Indeed, with voltage even slightly above the optimal, the
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FIGURE 4.3 Effect of the DEP frequency on the trapping of an origami structure. a)
DEP frequency below optimal, origami structures are trapped along the electrodes but
not in the gap. b) Optimal DEP frequency, one origami structure is trapped precisely
in the gap and another one is trapped at the end of the electrode. The scale bar is 100
nm. Adapted from the paper I.IV. of this thesis.

trapping of origami structures takes place not only in the gap but also along the
electrodes close to the gap. The effect is demonstrated in Fig. 4.4 with smileys in
Buffer 1. Another observation was that smaller voltages were required at higher

FIGURE 4.4 Effect of the DEP voltage on the trapping of an origami structure. a)
DEP voltage above optimal, smileys are trapped not only in the gap but also along
the electrodes close to the gap. b) Optimal DEP voltage, a single origami structure is
trapped precisely in the gap. The scale bar is 100 nm. Adapted from the paper I.IV. of
this thesis.

frequencies for the successful trapping of origami structures, which was somewhat
surprising considering that the polarizability is expected to decrease with frequency.
A plausible explanation is given by the liquid flow due to AC electro-osmosis69

which reaches a maximum at a certain frequency99. The optimal frequency for the
trapping of an origami structure was rather high (above 10 MHz) and could be lo-
cated above this maximum. For frequencies above the maximum, the harmful liquid
flow decreases with increasing frequency and therefore lower voltages are sufficient.

After extensive testing of trapping parameters it was observed that the best
yield for trapping one origami structure precisely between the electrodes was ob-
tained using 12.5 MHz frequency, and voltages of 1 Vpp for magnesium chloride
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containing Buffer 2 and 0.8 Vpp for magnesium acetate containing Buffer 1. As ex-
pected, for the buffer of higher conductivity the trapping voltage should be higher.
The yield for trapping a single origami structure with optimal DEP parameters was
∼5 % for Buffer 2 and ∼10 % for Buffer 1. The higher yield is most probably due
to the reduced fluid flows (electrothermal and ac electro-osmotic) in the buffer of
lower conductivity.

FIGURE 4.5 Height profile of DNA origami structures on SiO2 surface. a) AFM image
of a sample. The scale bar is 100 nm. b) Height profiles along the white lines in a).
Adapted from the paper I.IV. of this thesis.

As can be seen from the images (Fig. 4.3 and 4.4), the origami structures are
often folded after trapping. The problem can be technical (such as folding during
the water wash), or fundamental (such as the DEP process favors folded shapes
due to increased polarizability), or folding due to complicated fluid flow near the
electrodes. The first could be solved by technical improvements; the second may
require the attachment of material on the origami structure that helps it to preserve
its two-dimensional shape. More tests should be done in order to find the origin of
the folding. One important observation from the AFM images is that the origami
structures tend to show the height of ∼2 nm (Fig. 4.5), whereas the typical height of
a single double-stranded DNA on SiO2 is ∼1 nm57. This suggests that DNA double
strands inside origami structures are less deformed due to the interaction with the
SiO2 surface than a single dsDNA, which may be of interest in connection to studies
of DNA conductivity where the conformation of DNA is expected to play a major
role57,96,100.

4.2 Assembly of materials using DNA origami

In general, two approaches can be used for utilizing the DNA origami structure for
material assembly (see Fig. 4.6):
Approach (1): DNA origami can be used as a prefabricated template for assembly
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FIGURE 4.6 Two approaches for utilizing DNA origami structure for material assem-
bly. a) DNA origami used as a prefabricated template, materials of choice are attached
after the origami structures are assembled. Each material requires different attachment
chemistry. b) Simultaneous assembly of DNA origami and materials. The same attach-
ment chemistry can be used for different materials. The assembly of the DNA origami
structure drives the assembly of materials. Adopted from the paper I.V. of this thesis.

of materials (Fig. 4.6a)). First, origami structures are assembled with certain staple
strands having proper functionalizations which serve for attachment of materials
of choice. Then the materials are attached to origami structures. Attachment of only
one material by this approach is straightforward if the material has binding sites that
will attach to functionalizations inside origami: the only important question is the
addressability of the functionalization groups inside the origami structure for fur-
ther attachment. However, for attachment of several materials the complexity of the
approach grows with the number of materials that should be attached, since each
material needs different attachment chemistry if the materials are to be attached at
predefined positions.
Approach (2): Assembly of the DNA origami structure can be used to drive the as-
sembly of materials, i.e., both assemblies take place simultaneously (Fig. 4.6b)). At
the first stage, the materials of interest are attached to certain staple strands in sep-
arate parallel processes. Then the materials are assembled along the DNA origami
assembly. The advantage of this approach is that the same attachment chemistry
can be used for different materials. Important questions in this approach are: i) Will
the assembly of DNA origami structures be altered by the materials attached to sta-
ple strands? ii) Since the origami structures are made by thermal anneal, will the
materials tolerate the annealing temperatures?

Streptavidin (STV) protein was chosen as material for assembly to test the ef-
ficiency of those two approaches. Streptavidin-biotin recognition served as an at-
tachment chemistry. It is one of the most commonly used attachment chemistries
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in biotechnology due to one of the largest free energies of association observed for
noncovalent binding101. Other advantages are potentially high yields and orthog-
onality. Moreover, a large variety of STV conjugates are commercially available or
can be prepared in a laboratory (metal nanoparticles, semiconducting QD, fluores-
cent dyes, single walled carbon nanotubes). Thus, streptavidin-biotin recognition is
a promising candidate for versatile assembly of materials on DNA structures. First,

FIGURE 4.7 DNA origami as a prefabricated template for streptavidin assembly. a)
Schematic picture of the pattern for SA assembly. The pattern is chosen to resemble
the coat of arms of Ukraine (inset). b) Wide field AFM image shows the high yield
of STV assembly. c) High magnification AFM image to illustrate the high precision of
STV assembly. The inset shows a height profile along the dashed line. Adopted from
the paper I.V. of this thesis.

the assembly of STV using approach 1 was tested. Inside origami 24 staple strands
were chosen to have 5’ biotin modification. After origami anneal, biotin modifica-
tions formed a pattern that resembles the coat of arms of Ukraine (inset in Fig. 4.7a)).
The minimal distance between two biotin modifications was ∼6 nm. Origami struc-
tures were fabricated by thermal annealing (from 90 oC to 20 oC at rate of 1 oC/min
in 0.1 oC steps) of 50 µL solution of 10 nM of single-stranded viral DNA (from the
M13mp18 virus), with 10x excess concentration of staple strands in 1x TAE Mg++
buffer (1x Tris-Acetate-EDTA (TAE) with 12.5 mM magnesium acetate, pH ∼8.1).
After that, STV was added and origami structures were imaged with AFM. For de-
tails of origami fabrication see Appendix A.6. As can be seen from the AFM images
in Fig. 4.7, STV assembled into the pattern with high yield (Fig. 4.7b)) and precision
(Fig. 4.7c)). This result also shows that biotin modification inside origami can be ad-
dressed by STV after origami assembly. Note that biotins were attached to the staple
strands only through a C6 linker, no additional spacer was used. The yield of assem-
bly was determined as a ratio of structures that resemble the pattern of choice to the
total number of origami structures. The definition of "good" structure is rather sub-
jective since it relied on visual inspection. Structures that were considered to resem-
ble the pattern ("good") are marked with black circles in Fig. 4.9a). From 44 origami
structures 30 clearly resembled the pattern of choice, thus the yield of assembly esti-
mated in this way was∼68%. In addition, it is possible that some origamis were im-
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mobilized on the surface with the STV structure under the origami, in which case the
pattern would not be as well resolved in AFM images. Thus the yield of assembly
may be even higher than 68%. Then, the possibility to assemble materials simulta-

FIGURE 4.8 Assembly of proteins simultaneously with DNA origami assembly (ap-
proach 2). a) Wide field AFM image shows the high yield of STV assembly. b) High
magnification image to illustrate the high precision of STV assembly. The inset shows
a height profile along the dashed line. Adopted from the paper I.V. of this thesis.

neously with the origami structures (approach 2) was tested. The same pattern as in
the previous example was used. However, this time each of the biotin modified sta-
ple strands was functionalized with STV separately before origami annealing, then
mixed with the rest of the staple strands and the viral strand. Since the denatura-
tion of STV occurs at temperatures above 75 oC, starting temperature of annealing
was 70 oC. It is known that biotin binding increases the midpoint of temperature
of thermally induced denaturation of streptavidin102. Thus, in order to increase the
thermal stability of STV, it was further saturated with biotin after being bound to
biotin modified staple strands. Fig. 4.8 shows AFM images of origami-STV struc-
tures assembled using approach 2. Again the assembly yield was reasonably high
and individual proteins were assembled with high precision. Origami-STV struc-
tures fabricated by approach 2 were sensitive to damage induced by AFM tip (the
stability problem of DNA origami structures could be solved e.g., by ligation ( see
ref. [98] and the paper I.IV. of this thesis)), thus it was difficult to estimate the yield
of assembly accurately, but at least 26 origami structures out of 81 in Fig. 4.9b) clearly
showed the pattern, giving 32% as the lower limit for the yield. Possible reasons for
decreased mechanical stability of the structures and reduced observed yield of as-
sembly are sterical hindrances introduced by bulky STV molecule (STV is a 53 kDa
protein) and/or reduced diffusion rates of the STV conjugated oligoes. However,
the results showed that the attachment of the protein to staple strands did not pre-
vent the assembly of origamis. Here it should be noted that STV has neutral charge
and assembly of charged proteins by approach 2 could be inhibited by electrostatic
repulsion. Approach 2 can be useful for assembly of materials which cannot be di-
rectly attached to DNA structures in approach 1 because they require utilization of
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FIGURE 4.9 Evaluation of the assembly yield. a) STV assembly using DNA origami
as a template (approach 1). b) Simultaneous assembly of STV and DNA origami struc-
tures (approach 2). The scan size is 1x1 µm in both a) and b).

special methods in order to bind them to DNA molecules (for example see ref. [103]
and references therein). DNA conjugates with such materials can be prepared be-
forehand and then the materials can be assembled simultaneously with the DNA
origami structures.

An important issue in approach 2 is possible dissociation and reassociation of
bonds between the materials and DNA, which might limit its applicability, espe-
cially if several materials should be assembled using the same attachment chem-
istry. For example, it is known that biotin-streptavidin interaction can be reversibly
broken in nonionic aqueous solutions at elevated temperatures104. For approach 2

FIGURE 4.10 a) Example of DNA origami structures annealed from 50 oC. b) Evalu-
ation of the assembly yield for origamis assembled by thermal annealing from 50 oC
to 20 oC. Structures that are considered to be "good" are marked with black circles.
Adopted from the paper I.V. of this thesis.

experiments, a buffer of relatively high ionic strength (12.5 mM of magnesium ac-
etate) and 70 oC as starting annealing temperature ware used: biotin-streptavidin
bonds stay stable under such conditions104. In addition, the ratio of biotin-labeled
DNA to free biotin (used to increase the thermal stability of STV) in annealing so-
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lution was 1:90. If dissociation of streptavidin/biotin bonds took place, there would
be a large number of biotin without DNA to reassociate with, and consequently in
our experiment one should then expect ∼98% of pixels in the pattern to be missing.
This was, obviously, not the case.

Some materials may require even lower annealing temperatures in approach 2.
To widen the choice of possible materials, the assembly of DNA origami structures
with different starting temperatures for annealing was tested. Origami structures
were assembled with yields of more than 50% with starting temperatures as low as
50 oC (see Fig. 4.10), which is below the denaturation temperature of the most pro-
teins under physiological conditions. In this case, 20x excess concentrations of staple
strands were used. Recently Simmel and co-workers have demonstrated isothermal
assembly of DNA origami structures which is useful for assembly of temperature-
sensitive components105.
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5. Conclusions

In this part of the thesis it was demonstrated that dielectrophoresis is a powerful
tool for nanoscale manipulation of DNA molecules and DNA self-assembled struc-
tures. It allows fabrication of single DNA devices with high yield, which is a basis of
studies of molecular properties, e.g. electrical conductivity, on single molecule level.
Dielectrophoresis is also a good candidate for bridging top-down and bottom-up
fabrication approaches. In addition it was shown that unique DNA self-assembly
properties can be used for assembly of materials into complex patterns with below
10 nm resolution. The presented results suggest that a large variety of proteins, and
utilizing this also enzymes, can be arranged using the DNA origami assembly. This
has potential for creating multiprotein assemblies with nanometer scale precision,
as well as potential for efficient self-assembly of complex nanostructures made of
materials relevant for electronics, optics and sensing. Combination of DEP and the
unique DNA self-assembly properties can find application in less-than-100-nm scale
device fabrication.
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6. Background

It is often said that now we are living in the "Information Age" or the "Informa-
tion Era", times that are characterized by the ability of individuals to transfer in-
formation freely and to have instant access to knowledge that would have previ-
ously have been difficult or impossible to find. This was made possible mainly by
the progress in such technologies as electronics and photonics, in other word, by
the knowledge of how to use electrons and photons to carry, store, and process in-
formation. Electronics is mostly used to process information and to transport it on
relatively short distances. On the other hand photonics is mostly used to transport
information over large distances. The integration of both photonics and electron-
ics is limited by the difference in size of typical components. Nowadays, transistors
used in silicon integrated circuits have features of 100 nanometers or smaller. In op-
tics, the typical size of components is limited by the diffraction limit and is in the
order of micrometers. Surface plasmon polaritons (SPP) or surface plasmons (SPs),
allow to confine light below the diffraction limit. Thus, they may offer the solu-
tion to the size-compatibility problem, and provide the path to integrated electrical
and optical circuits. As a phenomenon, surface plasmons have been known for a
long time1. However, only recent advantages in nanofabrication allowed controlled
manipulation of SPs in sub-wavelength scales2. Combination of properties of fluo-
rescent molecules and surface plasmons opens new interesting ways to manipulate
properties of SPs3,4 and influence the florescence properties of molecules5.

6.1 Surface plasmon polaritons

When the light interacts with free electrons in a metal films, the surface electrons on
the metal/dielectric interface oscillate collectively and absorb, scatter, or re-radiate
the incident photons. This results in surface electromagnetic wave that propagates
in the plane of the film (Fig. 6.1a)) with ranges around 10 to 100 µm but decays expo-
nentially with increasing distance into each medium from the interface (Fig. 6.1b)).
These propagating electromagnetic modes are properly termed surface plasmon po-
laritons (SPP), but are often referred to simply as surface plasmons (SPs). The elec-
tromagnetic field of SPs is confined to the vicinity of the dielectric/metal interface.
This confinement leads to an enhancement of the electromagnetic field intensity by
a factor of 10 to 100 relative to the incident intensity resulting in an extraordinary
sensitivity of SPs to surface conditions. The electromagnetic field of a surface plas-
mon polariton at a dielectric/metal interface can be obtained from the solution of
the Maxwell’s equations in each medium and the associated boundary conditions
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FIGURE 6.1 Schematic picture of surface plasmon polaritons, surface electromagnetic
waves which propagate in the plane of the film (a) but decay exponentially with in-
creasing distance into each medium from the interface (b). c) SPs dispersion relation
(green), and comparison with dispersion for free propagation light (red). The momen-
tum mismatch between ksp and k0 should be overcome in order to couple light to SPs.
Adapted with permission from [2].

(for a derivation see, for example, ref. [6]). From the solution one obtains SPs dis-
persion relation (Fig. 6.1c)), i.e., the frequency dependence on the SP wave-vector,
ksp,

ksp = k0

√
εdεm
εd + εm

, (6.1)

where εd and εm are frequency dependent permittivities of the metal and the dielec-
tric material respectively, and k0 is the free-space wavevector. Real parts of permit-
tivities εd and εm should have opposite signs in order for SPs to be possible at the
interface. The condition is satisfied for metals, since the real part of εm is negative.
An important characteristics of SPs is the propagation length δsp, which is described
by the following equation:

δsp =
c

ω

(
ε′m + εd
ε′mεd

) 3
2 (ε′m)2

ε′′m
. (6.2)

Where ε′m and ε′′m are the real and imaginary parts of the dielectric function of the
metal, i.e., εm = ε′m + iε′′m. For a "good" metal, such as silver, the propagation dis-
tances are typically in the range of 10 to 100 µm for the visible spectrum, increasing
to milliliter range for the near infrared. Other important characteristics are decay
lengths into the dielectric (δd) and the metal (δm) (see Fig. 6.1b)) which are in the
order of 100 nm and 10 nm respectively.

Surface plasmons are essentially light waves that are trapped on the surface.
Thus, they are intrinsically two-dimensional in nature and, in principle, could be
easily manipulated. One of the most important features of SPs is that they can
be confined to dimensions much smaller than the wavelength of the light in free
space. This could allow to scale down optical devices, and ultimately provide the
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pass to integrated electrical and optical circuits for the information processing at the
nanoscale2,7–9. Significant progress has been made in this direction during the last
decade. Plasmonic waveguides of various geometries10–13 and sizes down to ∼100
nm14,15 have been demonstrated. Also various plasmonic optical elements such as
lenses, mirrors, interferometers, filters, splitters and demultiplexers12,16–21 were real-
ized. Some progress has also been achieved in integration of plasmonic and optical
waveguides22. Figure 6.2 shows a few examples of plasmonic optical elements.

FIGURE 6.2 Plasmonic optical elements. a) Integration of photonic and silver
nanowire plasmonic waveguides (schematic picture in the inset). On the left: image
taken with white light illuminations shows the positions of optical and plasmonic
waveguides. On the right: image without illumination showing plasmon propagation
along the nanowire. b) Channel plasmon waveguide, splitter and interferometer. On
the top, SEM images of the structures, on the bottom SNOM images showing plasmon
propagation, and splitting. c) Plasmonic lenses based on an array of holes arranged in
a quarter circle with 5 µm radius. The focusing is demonstrated by imaging the plas-
mon intensity with SNOM. In the inset ia a SEM image of the structure. Adopted with
permission from ref. [22] (a), ref. [12] (b) and ref. [17] (c).

6.2 Coupling of light to surface plasmons

In order to excite a surface plasmon polariton the frequency of the incident light
must equal the frequency of the SP, and the component of the wave vector of the
incident light parallel to the surface, k0 sin θ where θ is the angle of incidence, must
equal the wave vector of the SP, ksp. The first condition is easily satisfied. However,
as one can see from Eq. 6.1 and Fig. 6.1c), the SP wave vector ksp is larger than k0.
The resulting mismatch must be bridged in order to couple far field light to SPs. Sev-
eral experimental arrangements were designed to provide the missing momentum
(see Fig. 6.3). Probably the most frequently used the is the so-called Kretschmann
geometry23, shown in Fig. 6.3a) and b).

In this configuration, a metal film is illuminated through a prism at an angle
of incidence larger than the critical angle for total internal reflection. The prism is
optically more dense medium, thus, the wavevector of light increases and at certain
angle of incidence θsp such that ksp = k0nprizm sin θsp light can be coupled to SPs. The
coupling is observed as a sharp minima in the reflectivity from the prism (inset of
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FIGURE 6.3 Schematic pictures of SP excitation geometries. a) Kretschmann geome-
try. The inset shows a typical dependence of the prism reflectivity on angle. At angle
θsp a sharp minimum is observed due to the coupling of light to SPs. b) Two-layer
Kretschmann geometry. c) Otto geometry. d) Excitation with a SNOM probe. e) Diffrac-
tion on a grating. f) Diffraction on surface features. Adapted with permission from [6].

Fig. 6.3a)). In such configuration SPs are excited only on one side of the metal film.
It it possible to excite SPs on both sides, for this an additional dielectric layer with
a refractive index smaller than nprizm should be deposited between the prism and
the metal film (Fig. 6.3b)). Although light can be couple to SPs on both interfaces,
the coupling happens at different angles of illumination. For a thick metal film the
so-called Otto configuration can be used to excite SPs (Fig. 6.3c)). It is similar in prin-
ciple to the Kretschmann geometry. The difference here is that the prism where the
total internal reflection occurs is placed close to the metal surface, so that photon
tunneling occurs through the air gap between the prism and the surface. Another
way to excite plasmons is by illumination through SNOM (scanning near-field opti-
cal microscope) tip (Fig. 6.3d)). The technique is analogous to the Otto configuration
and has an advantage of local (with sub-wavelength precision) excitation of SPs at
the position of the SNOM tip. The missing momentum can be also provided through
diffraction of light on a periodic structure (Fig. 6.3e)). This method has advantages
of high efficiency and localization of coupling, which come at a price of additional
fabrication steps to create the periodic structure. In principle no special geometry is
needed to excite plasmons on rough surfaces (Fig. 6.3f)). SPs excitation is possible
since light diffracted on defects has all wavevectors and some of them are equal to
ksp. The disadvantage of this approach is that excitation conditions are not well de-
fined and the efficiency of excitation is low. Besides these methods, SPs can be also
excited by emitters which are placed in close proximity to the surface. This method
is discussed in detail in the next section.
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6.3 Molecular plasmonics

Utilization of the interaction between surface plasmons and molecules opens new
possibilities in manipulation of properties of both plasmons and molecules. Molecules
can be used to excite and detect SPs (see the paper II.I. of this thesis). Moreover, it
is possible to influence the frequency of plasmons (see paper I.II. of this thesis) and
its propagation24,25. Surface plasmons can also be used for energy transfer between
molecules over relatively large distances (in the order of few tenths of µm, for exam-
ple see ref. [26–28] and the paper II.I. of this thesis). Such energy transfer can find
application, e.g, in artificial light harvesting systems. A wide range of fluorescent
molecules or semiconducting quantum dots can be used to manipulate SPs. Usually,
no special interaction geometry is needed, any light source can be used to excite SPs
via molecules. Moreover, with molecules it is possible to localize the excitation and
the detection regions below the diffraction limit. In addition, the use of molecules
has the potential for integration with molecular electronics and the use of molecu-
lar self-assembly in fabrication. On the other hand, plasmons can be used to influ-
ence the fluorescent properties of molecules29, e.g to enhance their fluorescence30,31.
Probably the most widely applied interaction of molecules and plasmons is surface
enhanced Raman scattering (SERS)32. The next sections provide some background
into the interaction of fluorescent molecules and SPs.

6.3.1 Decay of excited molecules to SPs

The properties of a single emitter near a planar metallic surface are strongly influ-
enced by the presence of the interface. First of all, the interface modifies the bound-
ary conditions of the electromagnetic field, and it may alter both the radiative decay
rate and the spatial distribution of the emitted radiation. Secondly, the excited emit-
ter can lose its energy to the metal via non-radiative energy transfer. There are sev-
eral excellent reviews on the topic of emitter-interface interaction29,33. This section
is focused on the interaction of fluorescent molecules with SPs. Consider an emitter

FIGURE 6.4 Electric field lines of an electric dipole. The dashed line represents an
interface.

situated close to an interface. In the classical approach the emitter can be modeled as
a forced damped dipole oscillator; it is forced, because the field reflected by the inter-
face provides a driving term, it is damped because it radiates power, it is an electric
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dipole because many atomic or molecular transitions that produce light are of elec-
trical dipole nature. The field due to the dipole it shown schematically in Fig. 6.4. In
the near field region, i.e., at distances of about λ, the field contains components with
a wide range of wavevectors k. Some of those k have their component in the plane
of the surface that is equal to ksp. Thus, the dipole can couple to the surface plas-
mon mode. In addition to SPs, an excited emitter can also decay radiatively (with
emission of far field light) or non-radiatively to so-called lossy waves. The efficiency
of coupling to different decay channels depends on the details of the system. Fig-

FIGURE 6.5 The calculated fraction of power dissipated by an emitter to different
decay channels for different orientation of the emitter’s dipole. Adapted from [29].

ure 6.5 shows the calculated fraction of power dissipated by an emitter to different
decay channels. The emitter has a wavelength of emission 614 nm, immersed in vac-
uum and positioned above a silver interface. As one can see, the relative fractions of
dissipated power strongly depend on the orientation of the emitter and its distance
from the surface. The highest coupling to the SP mode (∼90%) is achieved for an
emitter which is situated ∼ 200 nm from the surface with a dipole moment oriented
perpendicular to the interface (Figure 6.5a)). For isotropic orientation of the dipole
moment, coupling to the SP mode can be as high as 30% at distances of ∼ 20 nm
from the surface. The fact that a significant fraction of excited emitters adjacent to a
metal surface decay to non-radiative channels, one of which is SPs, effectively de-
creases the radiative quantum yield. This is definitely an unwanted effect for light
emitting devices, e.g., OLED, since, unless recovered in some way, the energy in
the non-radiative modes is lost34,35. However, one can think about using this pro-
cess to directly excite SPs. Recent realization of organic plasmon-emitting diode36,
i.e, an electrically controlled source of plasmons, is an example of advances in this
direction. Plasmonic decay route is also the origin of the phenomenon of surface
plasmon-coupled emission (SPCE), which has a great promise as a new method of
fluorescence detection37.

6.3.2 Detection of SPs with fluorescent molecules

Imaging of SPs is usually done by coupling to the far-field. In a sense, it is a reverse
process to the excitation. Again, one has to match the wavevectors ksp and k0. In a
very similar way to the excitation schemes (see Fig. 6.3) SPs can be coupled to far
field light by a SNOM tip, by the so-called leakage radiation in Kretschmann or Otto
geometry, or by diffraction of SPs on a surface defect or a grating. Another way to
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detect SPs is to use fluorescent molecules. If a molecule is placed in the SP near-field,
it may be excited. There are several ways how the excited molecule can decay to its
initial state. Those include decay through the emission of a photon, fluorescence
light, through decay back to SPs or to lossy waves. Detection of SPs is based on the
fluorescence decay. The fluorescence light is red shifted with respect to the excitation
light, which allows easy filtering from possible background radiation in the system.
For successful imaging with molecules several technical issue should be taken into
account. Molecules should be deposited in the close proximity of the metal surface.
However, direct contact of the molecules to the metal surface has to be avoided as
it leads to a complete quenching of the fluorescence. To avoid irreversible photo-
bleaching of the molecules, excitation intensities should be kept relatively low18,38.
Besides molecules, also Er ions39 and semiconducting quantum dots can be used to
image the SP fields .
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7. Excitation, detection and frequency
conversion of SPs with molecules

The easiest way to combine fluorescent molecules and plasmonics structures on a
chip is by thin film deposition of molecules on the top of thin metal films. Several
techniques can be used, e.g., Langmuir-Blodgett films, spin-coating, evaporation
etc. These techniques are usually quite straightforward and they allow to control
the amount of molecules and in some cases even the distance between a plasmonic
structure and molecules. In order to create well defined regions of molecules in pre-
defined positions lithography methods should used. In the next section a method,
developed in the paper II.I. of this thesis, that allows deposition of several different
types of molecules on top of a plasmonic waveguide structure is described.

7.1 Fabrication of plasmonic waveguides with molecules

Before positioning the molecules, the 5 µm wide plasmonic silver waveguides and
alignment patterns were fabricated by regular e-beam lithography (EBL) and lift-
off techniques on a top of an ITO (Indium tin oxide) coated glass. The waveguides

FIGURE 7.1 Fabrication of a plasmonic waveguide with molecules.

consist of a thin adhesion layer (2 nm) of titanium and on top of that a 100-130 nm
thick evaporated layer of silver. For positioning, the molecules were mixed with
SU-8 epoxy-based polymer resist (Microchem SU-8 2025). SU-8 is a negative resist
leaving the exposed area on the chip after EBL. The dye–SU-8 solution was spin
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coated on top of the waveguide. To obtain desired thin layers the final solutions
were further diluted by a suitable amount of cyclopentanone. The actual thickness
was verified by AFM. The immobilization of the dye molecules by e-beam lithogra-
phy of the SU-8 resist involved a precise alignment step using marks created at the
same process step as the waveguide. Finally, the patterning was done on the areas
where the dye molecules were intended and the rest of the surface was cleaned using
SU-8 developer (Microchem). The fabrication process is schematically presented on
Fig. 7.1. The fabrication method is scalable and can be repeated in cycles to position
several different molecules, the size and accuracy of positioning of the molecular ar-
eas are limited only by the resolution and the alignment accuracy of the lithography
technique, which in case of EBL are ∼20 nm and ∼50 nm respectively. Note that use
of a positive resist like PMMA, where areas unexposed by the e-beam are left on
the surface, can not be used for deposition of several types of molecules in different
positions, because a polymer area positioned in the first cycle would be harmed by
the exposure during a subsequent cycle. Details for the waveguide fabrication and
deposition of molecules are given in Appendix B.

7.2 Coupling between light and surface plasmons us-
ing molecules

7.2.1 Plasmon propagation

To realize a full cycle of coupling of far-field light into propagating SPs and SPs back
to far-field, Coumarin 30 (C30) and Rhodamine 6G (R6G) were chosen as donor and
acceptor molecules respectively. Donor-acceptor pair was chosen in such a way that
there is sufficient overlap between emission of donor and absorption of acceptor (see
Fig. 7.2). In the used dye-SU-8 solutions the mass percentage of the donor molecule
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FIGURE 7.2 Absorption and emission spectra of Coumarin 30 and Rhodamine 6G.
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C30, of the dry SU-8 resin weight, varied from 2.5 % to 11%, and the mass per-
centage of the acceptor R6G varied between 2.5 % and 7.9 %. C30 and R6G were
positioned on top of the silver stripe as described above. The structure of the sam-
ple is shown schematically on Fig. 7.3a). Red squares correspond to the acceptor
molecules embedded in SU-8 and cyan area to SU-8 with the donor molecules. The
long silver stripe is the waveguide for plasmon propagation and the squares on the
sides provide a reference measurement to rule out the contribution from free space
propagation. An AFM image of a typical sample is shown in Fig. 7.3b). Confocal mi-

FIGURE 7.3 a) Schematic presentation of the structure of the samples and the mea-
surement. b) Measured AFM image of a typical structure. The height profile along the
center of the waveguide is shown on the left. The size of the square regions is 5 x 5
µm2. c) An image taken with a single scanner setup by scanning the sample with the
excitation light and simultaneously collecting data in two channels. d ) An image taken
with a dual scanner setup where the donor molecules are excited with 405 nm (the red
circle corresponds to the area of excitation) and emission with a bandpass of 520-620
nm is collected with a second independent scanner. The contour of the waveguide is
overlaid with the intensity map for easy comparison. The intensity profile along the
blue dotted line, indicated in the figure, is shown on the right. Adapted from the paper
II.I. of this thesis.

croscope equipped with a dual scanner (Olympus Fluoview-1000, 100x air objective
(NA=0.95)) was used for the measurements. Dual scanner allowed simultaneous
excitation of the donor area and detection of light from the acceptor areas. Donor
molecules were excited by the diode laser at 405 nm controlled by the first scanner.
The excitation laser was kept at low powers (10-100 µW) in order to avoid bleach-
ing of the dye molecules and scanned the selected region (circle with a diameter
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of 3-4 µm) in so-called "tornado" mode, i.e. spiral-like motion. The second scanner
was used to collect the emission from the whole sample point by point, resulting in
a confocal image. The scanning speed for excitation and detection was 10 ms/pixel
and 40 ms/pixel, respectively. The size of the measurement area was 800x800 pixels2

corresponding to the dimensions of 42x42 µm2. The excitation laser was filtered by
a dichroic mirror when the detection bandpass was near the excitation wavelength.
Otherwise, a beam splitter was used allowing collection of spectra which were not
modified by filters. The emission spectra were recorded with the same instrument
by scanning the spectral region in 3 nm steps of 6 nm bandpass.

The first step was to prove that there were propagating plasmons in the system.
Figures 7.3c) and 7.3d) show confocal microscope images of a sample. The center of
the structure had a 5x5 µm2 area of donor molecules. The acceptor was placed in the
upper, right and left arms of the cross in regions with the dimensions of 5x5 µm2,
while the lower arm had no dye on it. The thickness of the donor layer was 50 nm in
all the samples, and in this structure, the thickness of the acceptor layer was 60 nm.
Silver stripe connected the upper and lower arms providing a plamonics waveguide
channel. The disconnected areas on the sides acted as references. The plasmon prop-
agation was demonstrated by confocal images where scattering from several places
along the metal stripe was observed whereas the reference areas, with no metallic
connection to the excitation area, showed very little or no signal. The image of the
structure in Fig. 7.3c) was taken in the single scanner mode with 488 nm excitation
and is combination of images from two detection channels. One of the channels was
set to collect the reflection of the excitation laser and provided an image of metal
structures (the grey-blue color), the other channel (the red color) was set to collect
emission at 520–620 nm corresponding to the emission of the acceptor and also part
of the emission spectra of the donor. The Fig. 7.3d) was taken with the dual scanner
configuration by exciting the region of the donor with 405 nm laser and simulta-
neously recording the image with the second scanner. The collection bandpass was
520–620 nm. The signal in the region of the donor was saturated due to direct exci-
tation. A weaker signal was observed in different regions of the plasmonic channel
while there was essentially no signal from the reference regions, i.e., left and right
arms. The absence of signal in the reference regions rules out free space propagation
and indicates that the observed signal originates from propagating SPs. In order to
further check the presence of propagating plasmons, samples with varying length
(7.5-22.5 µm) between the donor edge and the stripe end were fabricated and the
dependence of the intensity of the scattered signal at the end of the stripe on the
length was measured. The intensity showed exponential dependence on the length
with a characteristic propagation length varying from 7 to 10 µm between different
sets of samples. These values are in agreement with the obtained plasmon propaga-
tion length of ∼20 µm for extended silver at 514 nm and silver-air interface40. For
633 nm wavelength and for a stripe width of 5 µm the propagation length is approx-
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FIGURE 7.4 Intensity of the scattered signal at the end of the stripe as a function of
the stripe length (black circles). The red line is the fitted exponential decay yielding
propagation length of 7.7 µm. Inset: Confocal microscope images of one of the mea-
sured waveguides taken with the single scanner and the dual scanner setups. The
waveguide has 10 µm from the edge of the donor (in the middle) to the end of the
stripe, where signal from scattered plasmon is clearly visible in the two scanner im-
age. Adapted from the paper II.I. of this thesis.

imately half from the value in extended silver. Results from one set of samples are
shown in Fig. 7.4.

7.2.2 Incoupling of plasmons by molecules

The fact that the plasmons are exited by the molecules is proven by the spectral
information from the emissions as presented in Fig. 7.5. The figure shows a single
plasmonic channel with the donor region in the center and the acceptor region in the
upper arm. The thickness of the donor layer is 50 nm and the thickness of the accep-
tor layer is 550 nm. The lower arm contains no acceptor molecules but is otherwise
identical to the upper arm. The spectra were taken using the dual scanner setup as
described above. Consider first the lower arm. The strongest emission signal is ob-
served at the back edge of the region with SU-8 resist (this region is the same as the
acceptor region in the upper arm but without dye molecules). The spectrum of the
signal is shown in the inset c) of Fig. 7.5. The spectrum is nearly identical to the spec-
trum of C30 measured by a direct excitation (shown with a blue line). The emission
shown in inset c) originates from scattered SPs (the edge of the SU-8 layer acts as a
scattering center), which were exited by the donor molecules. In fact, if no efficient
scattering centers are available, most of the emission is lost by dissipation into heat.
The donor emission is also visible in the upper arm of the structure, although there
the acceptor contribution is visible as well, as discussed in detail below. Further
information about coupling of the donor molecules to SPs was obtained by inves-
tigating the effect of an additional spacer layer of SU-8 polymer between the metal

61



FIGURE 7.5 Confocal microscope images of a plasmonic channel. a) An image ob-
tained by a dual scanner measurement where the excitation was only on the donor
area in the middle and the collection was scanned over the sample, showing plas-
mon propagation as the scattered light along the metal stripe. The donor molecules
were located in the center of the rectangular region, and the acceptor molecules in the
upper arm. The SU-8 structure without dye molecules in the lower arm served as a
reference. The intensity profile along the blue dotted line is shown on the right. b) The
spectra measured at different regions under excitation of the donor with 405 nm laser
are shown in the insets c)-e). The reference spectra of the donor (blue) and acceptor
(red) measured by direct excitation are shown for comparison. The donor spectra was
observed far away from the excitation region and that is a signature of excitation de-
cay to the plasmons, and the acceptor spectra demonstrate molecular energy transfer
via surface plasmons over the ten micrometer long distance. Adapted from the paper
II.I. of this thesis.

and the donor layer. The results of the experiments are shown in Fig. 7.6. Three
samples were prepared with otherwise similar structures but sample a) contained
no metal, sample b) had a donor layer directly on the metal film and sample c) had
additionally a spacer layer with a thickness of 40 nm between the metal and the
donor layer. All the samples were measured under the same excitation and collec-
tion conditions. Comparing the sample a) and sample b) shows a small increase of
the emission intensity from the donor molecules in the sample b). However, adding
the spacer layer increases the emission intensity from the donor region strongly as
can be seen by comparing the samples b) and c). This effect can be explained by the
efficient coupling of excited donors to SPs (or at least partly to lossy waves) in b)
which decreases the emission intensity to the far field. The thickness of the spacer
layer corresponds to a distance within which the molecules are strongly coupled to
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FIGURE 7.6 The effect of the spacer layer between the donor and the metal on the
emission intensity. a) A sample without any metal layer but with donor region in the
center and acceptor regions in the three arms. The right arm has no dye. b) Similar to
a) but with a plasmonic channel added. c) similar to b) but with a spacer layer of 40
nm thickness added between the donor and the metal. Images are takes in dual scan-
ner configuration with 405 nm excitation scanner localized on the donor region and
imaging scanner set to the detection bandpass of 520–620 nm including both donor
and acceptor emission. The height of the donor layer was 50 nm and the height of
the acceptor layer is 550 nm. In the insets: confocal images are shown with gray-blue
showing the reflection image and red showing the acceptor and donor emission image
(488 nm excitation and 520–620 nm bandpass detection).

SPs. Adding the spacer layer decreases the coupling with resulting increase of the
emission intensity to the far field, as seen in c). The increase of the emission inten-
sity of donors from sample a) to sample c), which both have molecules away from
the metal surface, can be explained by a mirror effect increasing the efficiency of
excitation and collection of the far-field light.

7.2.3 Outcoupling of plasmons by molecules

Outcoupling of the plasmons via molecules is shown by the spectra in Fig. 7.5b),
insets d) and e). The polymer matrix in the upper arm of the structure contains
acceptor molecules. The strongest emission signal appears at the back edge of the
rectangular acceptor region but some intensity is also observed in the center. In both
cases, the spectrum is composed of spectra of both the donor and the acceptor as can
be seen by comparison with the emission spectra of directly excited donor and ac-
ceptor. The relative contribution of the acceptor is strongest in the spectra measured
at the center of the acceptor region, but at the edge its contribution is also substan-
tial. The absolute intensity of the total emission in the center of the acceptor region
d) is lower than at the edge e) as can be seen from Fig. 7.5a). In the center of the
acceptor area d) the emission with the donor spectra could originate from scattering
of SPs from the imperfections of the polymer area. The remaining interesting ques-
tions are what are the mechanisms of the acceptor excitation, and acceptor emission
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to the far field? It is plausible that most of the acceptor excitation is caused directly
by SPs. Then what about the acceptor emission? It could be either direct emission
to the far field from the molecules excited by SPs, or surface plasmon coupled emis-
sion (SPCE) in the sense that the acceptors, after being excited by SPs, may emit
back to plasmons which consequently scatter from the edges of the polymer region.
Based on the fact that the acceptor emission is stronger at the edge of the acceptor
region (also evident from Fig. 7.5a) and from the relative strength of the donor and
acceptor emission) it can be concluded that the majority of the emission from the
acceptor is SPCE. It is reasonable to expect that those molecules which are excited
by the SPs can also be coupled back to SPs (the effect is explained in detail in Sec-
tion 7.3). Therefore, one can expect to observe considerable SPCE at the scattering
centers. In any case, the observation of the acceptor emission clearly shows that the
initial excitation by 405 nm light is coupled to the SPs via donor molecules, followed
by propagation of SPs over ∼10 µm and excitation of acceptors, thus demonstrating
molecular coupling and plasmonic energy transfer.

7.2.4 Efficiency of the energy transfer

Unfortunately it was not possible to get quantitative data on the efficiencies of differ-
ent steps of the energy transfer from the experimental data presented above. How-
ever, some estimates can be done. First, the absorption in the donor layer can de
estimated in the following way. According to literature data Coumarine 30 has a
molar absorption coefficient of 42740 M−1cm−1 at 405 nm41. Using this value for
a typical sample with a thickness of 50 nm and a concentration of 5% (by weight)
yields that 15.6% of the excitation intensity is absorbed. In this estimation the op-
tical path length is multiplied by a factor of two due to a reflecting metal surface.
The quantum yield for fluorescence adds another factor of 0.67 for the efficiency. In
a favorable case the coupling efficiency to plasmons can be of the order of 70%. The
propagation length of SPs is taken from the measurement (see Fig. 7.4) to be 10 µm
yielding a factor of 0.368 for a 10 µm long stripe. At this point the estimation shows
that about 2.7% of the initial intensity has been transferred to the acceptor site.

Next we calculate absorption in the acceptor layer. From the emission spec-
trum of Coumarine 30 and molar absorption coefficient data for Rhodamine 6G, it
can be estimated that along the 5 µm long acceptor area, 72.3% of the SPs intensity is
absorbed. Altogether, our simple estimation gives that about 2% of the initial laser
power is absorbed in the acceptor region. Of course there are many unknown fac-
tors which were not taken into account in this estimation, such as effect of SPs on the
absorption and emission efficiencies, variation of fluorescence quantum yield with
distance from the surface, scattering of light from the surfaces and scattering of SPs
from the surface imperfections, emission of SPs to the substrate and extension of SP
field out of the acceptor layer. Therefore, the obtained number represents rather a
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best case scenario but nevertheless a realistic one.

7.3 Frequency conversion of propagating plasmons

As was mentioned above, molecules which are excited by SPs can decay back to
SPs. This process can be used to manipulate the frequency of propagating SPs. The
operation principle of the frequency converter is shown schematically in Fig. 7.7a).
SPs were launched into a microscale plasmon waveguide by a SPP source consist-

FIGURE 7.7 a) Schematics of the frequency conversion. SPs are launched by the SP
source (cyan circle) and propagate along the waveguide to the conversion area (red
square) with the converter molecules embedded. SPs are represented in the image as
light with corresponding color and by an electric field distribution drawn at the edges
of the silvery waveguide. The inset shows a schematic energy diagram of excitation
of a converter molecule by SPs in the conversion area and the coupling back to SPs.
At the end of the waveguide, SPs are scattered to far field. b) An image taken by scan-
ning the sample with the excitation light (λ=488 nm) and simultaneously collecting
data in two channels. First channel: the gray-blue color corresponds to the reflection
image showing the metallic waveguide. Second channel overlaid with the first one:
the red color corresponds to a collection band that includes emission from R6G (the
red squares) and partly from the C30 (the red circle). The letters correspond to the
positions from where the spectra are recorded during the conversion experiment. c)
A plasmon image of the same sample taken with a dual scanner setup where the C30
area in the middle is excited with 405 nm, and emission with a bandpass of 500–600
nm is collected with a second independent scanner. The intensity profile along the
blue dotted line is shown below the image. Adapted with permission from the paper
II.II. of this thesis.

ing of fluorescent Coumarine 30 (C30) molecules or, alternatively, semiconducting
quantum dots (QDs) deposited at close proximity to the waveguide surface and ex-
cited by 405 nm laser light. The waveguide was a 5 µm wide silver stripe of ∼130
nm thickness. The emerged SPs had a distinct spectrum of the emitters used as the
SP source, i.e., maxima near λ=480 nm for C30 and λ=550 nm for QDs. After exci-
tation, the SPs propagated along the waveguide reaching the area of the converter
molecules, Rhodamine 6G (R6G) for C30 or Sulforhodamine 101 (SR101) for QDs.
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The SP donor and the SP convertor pairs were chosen such that there was an over-
lap between the donor emission and convertor absorption spectra. Thus, the conver-
tor molecules were exited by the SPs. Consequently, the exited converter molecule
decayed nonradiatively via vibrational relaxation to the bottom of the electronic ex-
cited state, as shown in the inset of Fig. 7.7a). Then the excited state could decay by
emitting free space light or couple back to the waveguide as a lossy wave or a SP
with a spectrum that is characteristic for the convertor molecules. The converted SPs
further propagated to the end of the waveguide. The edge of the waveguide served
as an efficient scattering center of SPs to far field. The typical sample used in the ex-
periments is shown in Fig. 7.7b). Samples were fabricated using e-beam lithography
and characterized using dual scanner confocal microscope as descried above.

Figure 7.7c) shows a "plasmon image" of the sample taken with a dual scanner
setup where the C30 area in the middle is excited with 405 nm, and emission with
a bandpass of 500–600 nm is collected with a second independent scanner. As one
can see the signal from the region of the SP source is saturated due to direct excita-
tion. However, a clear signal is observed in different regions of the waveguide arms.
There is no plasmonic channel connected to the lower R6G region, which is mani-
fested by significantly weaker signal caused by far field excitation of R6G by the C30
emission directly through a small solid angle or via scattering in the setup. It is also

FIGURE 7.8 a) Spectra recorded from the positions shown in Fig. 7.7: A (black circles)
and B (red squares). Cyan and orange dashed lines are the emissions of pure C30 and
R6G, respectively. b) Spectrum of A (black circles) after the subtraction of the spectrum
of B, the far-field contribution. Red line is a fit to the data as a sum of two Gaussian
peaks (blue dotted lines) corresponding to the emissions of C30 (480 nm) and R6G
(530 nm). Adapted with permission from the paper II.II of this thesis.

seen that the SPs are efficiently scattered from the edges of the waveguides, as well
as from the edges of the SU-8 regions. The spectra recorded from positions A and
B while exciting C30 are shown in Fig. 7.8a), together with reference emission spec-
tra of C30 and R6G. The spectra shown are averaged from 2-5 measurements. The
spectrum of A clearly shows a combination of C30 and R6G emissions. However,
even though B is disconnected from the waveguide, there is a clear contribution of
R6G in the spectrum recorded at B, which indicates that the R6G excited by SPs has
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also far field emission to B. This emission consists of direct far-field emission of the
converter molecule and also of scattering of the converted SPs from the end of the
conversion region. Both of these contributions are scattered to the detector by the
silver edge at position B. Due to the symmetry of the sample, the same far-field con-
tribution can be assumed to be present also in position A. One can thus obtain the
pure plasmonic spectrum of A by subtracting the intensity at B from the intensity at
A. Note that the spectrum of B contains also converted SPs that are scattered from
the end of the waveguide; therefore, the subtraction gives a minimum estimate of SP
intensity at A. The spectrum of A after the subtraction is shown in Fig. 7.8b). In or-
der to obtain the contributions of C30 and R6G in the emission, two Gaussian peaks
were fitted to the spectrum in Fig. 7.8b) and integrated separately corresponding to
C30 and R6G intensities. This yielded 45%/55% distribution between R6G and C30,
respectively. Thus the total SPs conversion efficiency of ∼45% was obtained, which
is comparable to the efficiencies obtained when using nanoparticle-localized surface
plasmons to enhance conversion of far field light42.

Frequency conversion was also tested for samples that used quantum dots as
the SPs source and Sulforhodamine 101 (SR101) dye as a convertor. QDs are more
stable with respect to bleaching. The bleaching time of QDs was observed to be over
an order of magnitude longer than that of C30.

FIGURE 7.9 Frequency conversion for QD Sulforhodamine pair. SP spectrum of A
(black circles), i.e., the spectrum of B subtracted from the spectrum of A. The red line
is a fit to the data as a sum of two Gaussian peaks (green dotted lines) corresponding
to the emissions of QD (565 nm) and SR101 (600 nm). Cyan dotted and red dashed
line are the emissions of pure QD and SR101, respectively. Inset shows the spectra
recorded from A (black solid) and B (red dashed). Adapted with permission from the
paper II.II of this thesis.

The QDs (Invitrogen, Qdotr 565 ITKTM amino) and SR101 have the emission
maxima at λ=550 nm and λ=600 nm respectively. Similar analysis as above yielded
15% conversion (see Fig. 7.9). The lower conversion efficiency is probably due to the
smaller overlap between the QD emission and the SR101 absorption. Semiconduct-
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ing quantum dots could have an interesting application in plasmonics. Due to broad
absorption of QD, one could think about building plasmonic multiplexer that would
convert of a large band into a single frequency. This is complementary to molecules
that typically convert one narrow band into another.
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8. Conclusions

In this part of the thesis it was demonstrated how fluorescent molecules can be used
to fabricate basic plasmonic devices. A new method for deposition of molecules
on plasmonic structures was developed. The method allows positioning of several
types of molecules with high accuracy and resolution, and could be easily scaled to
the nanoscale dimension without any fundamental restrictions. It was shown that
molecules can be used as couplers between far-field light and surface plasmons. En-
ergy transfer from donor to acceptor molecules over distances of the order of 10 µm
was observed. Moreover, it was shown that fluorescent molecules can be used to
manipulate the properties of SPs, i.e., to convert the frequency of propagating plas-
mons. The presented experiments are a proof-of-principle of fundamental concepts
for molecular plasmonics: plasmonic waveguide in which input, output and sim-
ple passive element (frequency convertor) are realized with molecules. The use of
molecules offers the prospect of integration with molecular electronics and the use
of molecular self-assembly in fabrication.
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A. Materials and methods (DNA related
studies)

A.1 Nanoelectrodes fabrication

Electrodes were fabricated using standard electron beam lithography. Slightly boron-doped
(100)-silicon wafer, with 200 nm thermally grown SiO2 at the top as a passivation layer, was
used as a substrate. For a mask polymethylmethacrylate (Microchem A2 PMMA) was spin-
coated with 2000-2500 rpm and baked for 5 min on a hot plate (160 oC). Patterning was
done by scanning electron microscope (SEM) LEO 1430+ equipped with Raith Elphy Plus
lithography software was used for fabrication of electrodes for single DNA molecule trap-
ping and Raith eLine was used for the fabrication of electrodes for DNA origami trapping.
After patterning the resist was developed by immersing the sample in a mixed (1:3) solution
of methyl-iso-butylketon (MIBK) and isopropyl alcohol (IPA) for about 30 seconds at room
temperature (22 oC). After that the sample was rinsed with IPA . Undeveloped residues
from mask openings were removed using a short oxygen flash in reactive ion etcher (Oxford
Plasmalab 80 Plus RIE). The metal evaporation took place in an ultrahigh vacuum (UHV)
chamber, pressure being of the order of 10-8 mbar during the evaporation. The thickness of
the evaporated gold layer was 15-20 nm, under which 1-2 nm of titanium was used as an
adhesion layer. After evaporation, the PMMA mask was removed by lift-off in hot acetone.
PMMA residues were removed from the substrate using oxygen plasma. For the experi-
ments on trapping single DNA molecules the electrodes were ∼100 nm wide with ∼100 nm
gap between them. For DNA origami trapping the electrode width near the gap was ∼20
nm and the width of the gap was ∼80 nm.

A.2 Carbon nanotube electrode fabrication
The nanostructure containing gold electrode as a one and a multi-walled carbon nanotube
(MWCNT) as another electrode was fabricated by two-step e-beam lithography with nanoscale
pattern alignment and an AFM imaging in between. In the first e-beam lithography step, a
metallic mark grid was patterned with LEO 1430+ SEM on the 300 µm thick silicon wafer
containing 700 nm thick low-pressure chemical vapor deposition (LPCVD) grown Si3N4 on
both sides. The grid was fabricated using a two layer PMMA resist: 11% PMMA in Ethyl Lac-
tate was spinned using 6000 rpm and baked for 2 minutes on hot plate(160 oC), and on top
of it 2% PMMA in Anisole was spinned using 3000 rpm and baked for 2 minutes. The resist
was developed for 30 seconds in MIKB:IPA (1:2) and 30 seconds in methyl glycol:methanol
(1:2), then flushed with IPA and finally He dried. Metallization (5 nm Ti and 15 nm Au) was
done as in the previous section. A mixture of MWCNTs in powder form, obtained from the
research group of S. Iijima, was dissolved in 1,2-dichloroethane by diluting and sonicating
several times to unravel the intrinsically formed nanotube clumps until the solution was ho-
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mogeneous. Several drops of the CNT-solution were spun on the substrate using 3000 rpm.
Tubes were located on the surface by imaging with AFM and/or SEM (LEO 1430+). In the
second lithography step, the prefabricated mark grid was used for the stage alignment to
make electrical contacts to the nanotubes located by AFM imaging. Metallization was done
as above.

A.3 Fabrication of DNA fragments and thiol-modified
DNA

DNA fragments of lengths varying from 27 bp to 8 kbp were fabricated by three different
methods: 1) 27 bp fragments – by annealing of synthetic oligonucleotides. 2) 145 and 444 bp
fragments – using PCR (Polymerase Chain Reaction). 3) 1065, 5141 and 8461 bp fragments
– using a restriction enzyme digestion of plasmids multiplied in bacteria. The obtained con-
centrations were measured spectrophotometrically. All fragments (except 27 bp fragment)
were eluted to Hepes/NaOH buffer, i.e., 3 mM Hepes and 1 mM NaOH, and stored in a
refrigerator in small aliquots.

TABLE A.1 The oligos used as primers for PCR
Name Base sequence
Primer1 GGT GAA TTC GCC GGC ACC TAC ATC ACA
Primer2 TGT GAT GTA GGT GCC GGC GAA TTC ACC
Primer3 CCC GAT GGT CAT GTT GGC GCC CAG ATC GTT GGT
Primer4 CTG CTA GAT CTA TGG TGC ACG CAA CCT CCC C
Primer5 GAG TGA AGA TGA TGA TGC CGA CC
Primer6 HS-(CH2)6-GCC AGA AAG TGC TCG CTG AC
Primer7 HS-(CH2)6-TTC TCG ACA AGC TTT GCG GG
Primer8 DTPA-GCC AGA AAG TGC TCG CTG ACT G
Primer9 DTPA-CTT CTC GAC AAG CTT TGC GGG

27 bp fragments were made by mixing stoichiometric amounts of complementary
oligonucleotides (TAGC, Copenhagen, Denmark) Primer1 and Primer2 (see Table A.1) in 6.5
mM Hepes buffer (pH 7.0 adjusted with NaOH) and heating the solution to 70 oC for 5 min-
utes and then cooling it at room temperature. 145 and 444 bp DNA fragments were produced
by PCR reaction using TAQ polymerase (Fermentas) with oligonucleotides Primer3 and
Primer4 or Primer4 and Primer5, respectively, as primers in PCR reaction. The PCR product
was subjected to 1% agarose gel electrophoresis and extracted with GFXTM PCR, DNA and
Gel Band Purification Kit (Amersham Biosciences). Chicken avidin complementary DNA in
pFastBac1-plasmid (Invitrogen) was used as a template in the PCR reaction.

1 kbp DNA fragments were generated by digesting the pBVboostFG plasmid using
BglI and SpeI restriction enzymes. 5 kbp fragments were produced by linearizing pFAST-
BAC1 plasmid (Invitrogen) containing chimeric avidin expression construct using HindIII
enzyme. 8 kbp fragments were generated by linearizing pBVboostFG containing modified
avidin expression construct using ApaI enzyme. The restriction enzymes were from Promega.
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Fragments were purified as explained above in the case of PCR products. Plasmids were
produced by cultivating transformed E. coli JM109 cell line (Stratagene) at 37 oC in suspen-
sion and isolating the plasmids from overnight cultures by using plasmid purification kit
(Macherey-Nagel, Düren, Germany). Two different types of chemical DNA-modifications,

FIGURE A.1 a) Hexanethiol- and b) DTPA-modification in the 5’ end of the oligonu-
cleotide.

i.e., hexanethiol (HS-(CH2)6) and DTPA (dithiol-phosphoramidite), were used (see Fig. A.1)
to attach DNA molecules to electrodes. dsDNA containing a modification group in the both
ends of the molecule was obtained by using 5’-modified oligonucleotides as primers in PCR
(see Table A.1). Oligonucleotide Primer6 (purchased from Synthegen, Houston, Texas) was
used as a forward primer and Primer7 as a reverse primer for hexanethiol-modified 414
bp DNA (C6-DNA). Oligonucleotide Primer8 (purchased from TAG Copenhagen A/S) was
used as a forward primer and Primer9 as a reverse primer for DTPA-modified 415 bp DNA
(DTPA-DNA). The PCR was done as above.

A.4 Preparation of DNA solution

Prior to a labelling and use in DEP studies, the DNA fragments were diluted into Hepes/NaOH
buffer, which has pH 6.9 and conductivity 20 µS/cm. For confocal microscopy, the DNA was
labelled with double-stranded DNA specific fluorescent label PicoGreen (Molecular Probes,
Eugene, USA). PicoGreen stock solution was first diluted 1:100 into Hepes/NaOH buffer
and then mixed 1:1 with the DNA solution to obtain the final solution, i.e., 1:200 diluted
PicoGreen into Hepes/NaOH buffer. The final concentrations of the fragments were chosen
so that the concentration of the nucleotides remained the same in all cases. The fluorescent
dye molecules attach approximately uniformly along the double helix, which ideally results
in the same amount of fluorescence in the solutions of DNA molecules of different length.
The final concentration of PicoGreen was 1.6 µM yielding a dye to base pair ratio of 1:5.

For DNA immobilization experiments performed in situ under confocal microscope,
10 nM solutions of C6-DNA and DTPA-DNA diluted into Hepes/NaOH buffer were used.
Unlike in the case of unmodified DNA fragments, for thiol-modified DNA the reduction
agents were used (in some cases) to break sulphur-sulphur bonds formed between separate
DNA molecules and to make thiol-groups more reactive. The reduction agent, either TCEP-
HCl (Tris(2-Carboxyethyl)Phosphine and Hydrochloride) or NaHB4 (Sodium Borohydride),
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was first added to Hepes/NaOH buffer in which the DNA solution was then diluted to
and kept about 1 h before the DEP experiment for the reduction to take place. Also, some
experiments were performed without using a reductive agent at all. Prior to the experiments
1.6 µM PicoGreen was added as above.

A.5 Charging effects

The measuring set-up can be modeled by the circuit presented on Fig.A.2a). Rsystem is the
resistance of the cables and connectors, Csystem is the capacitance of the sample. The bias
voltage changes in steps and the current is measured after the settling time τ (see Fig.A.2b)).
Let us consider a voltage sweep down with initial voltage V0, voltage step Vτ , and stabiliza-

FIGURE A.2 a) Equivalent circuit of measurement set-up. b) Etep-like voltage sweep.

tion time τ . For convenience, in all the equations Csystem will be denoted as Cs, Rsystem as
Rs and RDNA as R0. The equivalent circuit on Fig.A.2a) can be described by the system of
equations 

q/Cs = R0I2

I1 + I2 = I0

I0Rs + I2R0 = Vn

I1 = dq/dt.

(A.1)

Here q is the charge of the capacitor. From this system, the differential equation for the time
dependent charge of the capacitor can be derived

dq

dt
+ q

(
1

CsR0
+

1
CsRs

)
=
Vn
Rs
. (A.2)
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For the time interval 0 < t < τ (first step in voltage sweep), the solution of Equation A.2 is

q1 = C1e
−λt + V1

1
λRs

. (A.3)

Here λ = 1
CsR0

+ 1
CsRs

, V1 = V0 − Vτ . The constant C1 can be found from the condition
q1 = V0Cs at the time moment t = 0, thus

C1 = V0

(
Cs −

1
λRs

)
+

Vτ
λRs

. (A.4)

For the time interval τ < t < 2τ the charge of the capacitor is

q2 = C2e
−λ(t−τ) + V2

1
λRs

. (A.5)

Here V2 = V0 − 2Vτ and the constant C2 is defined by the condition

q2(t = τ) = q1(t = τ) = C1e
−λτ +

V1

λRs
. (A.6)

It can be easily seen that for the time interval (n− 1)τ < t < nτ that corresponds to nth step,
the charge of the capacitor is given by

qn = Cne
−λ(t−(n−1)τ) + Vn

1
λRs

. (A.7)

Where Vn = V0 − nVτ , and the constant Cn is given by the iteration relation

Cn = Cn−1e
−λτ + Vτ

1
λRs

. (A.8)

Thus,

Cn = V0

(
Cs −

1
λRs

)
e−λ(n−1)τ + Vτ

1
λRs

(1 + e−λτ + e−λ2τ + ...+ e−λ(n−1)τ ). (A.9)

By using the relation

1 + x+ x2 + x3 + ...+ xn−1 =
1− xn

1− x
, (A.10)

The equation A.9 can be written in the compact form

Cn = V0

(
Cs −

1
λRs

)
e−λ(n−1)τ + Vτ

1
λRs

1− e−λnτ

1− e−λτ
. (A.11)
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From the system of equations A.1 the measured current is

I0 =
(
Vn −

q

Cs

)
1
Rs
. (A.12)

For each step the current is measured after the settling time τ , so, for the nth step, the mea-
sured current is

In0 =
(
Vn −

Cne
−λτ + V0−nVτ

λRs

Cs

)
1
Rs
. (A.13)

Finally, after simplification, the measured current is given by

In0 =
V0 − nVτ
R0 +Rs

− V0e
−λnτ

R0 +Rs
− Vτ

R0

(R0 +Rs)Rs
e−λτ (1− e−λnτ )

1− e−λτ
(A.14)

With the assumption that R0 >> Rs, which is true for our samples with MΩ resistance, and
denoting e−λτ as α, the equation takes the form given in Section 3

I =
Vn
R

+ I0α
1− αn

1− α
+ Ic. (A.15)

Here I0 = −Vτ/Rs, Ic = −V0e
−λnτ/R0. The time constant of charging is

τc = 1/λ =
(

1
CsR0

+
1

CsRs

)−1

≈ CsRs. (A.16)

A.6 Fabrication of DNA origami

Origamis for dielectrophoretic trapping

The thiol-gold interaction was used to attach origami to the electrodes. Thiol-modified oligonu-
cleotides were purchased unpurified at 100 nM scale from Integrated DNA Technologies
(IDT). The sequences of the strands are the following:
Rectangular origami structure
For one end
5’AGCATAAAGCTAAATC CTC TCT CTC TCT CTC TCT CTC TCT CTC TCT CT /3ThioMC3-D/ 3’

5’/5ThioMC6-D/ CTC TCT CTC TCT CTC TCT CTC TCT CTC TCT CTC TGT AGC TCA ACA TGT 3’

For the other end
5’/5ThioMC6-D/ CTC TCT CTC TCT CTC TCT CTC TCT CTC TCT CTC GAC AAA AGG TAA AGT 3’

5’ AAA TCA GAT ATA GAA GCT CTC TCT CTC TCT CTC TCT CTC TCT CTC TCT /3ThioMC3-D/ 3’

16 bases of each strand are complementary with M13mp18 DNA sequence on the ends, and
32 bases long repetitive CT sequence is used as a spacer between the origami structure and
the thiols.
Smiley origami structure
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For one side
5’ /5ThioMC6-D/ CTC TCT CTC TCT CTC TCT CTC TCT CTC TCT CTT CCT TGA AAA CAA CTT TTT 3’

5’ CAT TTC AAT TCC CTT AGA ACT CTC TCT CTC TCT CTC TCT CTC TCT CTC TCT /3ThioMC3-D/ 3’

For the other side
5’ /5ThioMC6-D/ CTC TCT CTC TCT CTC TCT CTC TCT CTC TCT CTA AAA ACA GGA AGC GAG TAA 3’

5’ GAT ATT CAA GAA AAG CCC CCT CTC TCT CTC TCT CTC TCT CTC TCT CTC TCT /3ThioMC3-D/ 3’

19 bases of each strand are complementary with M13mp18 DNA sequence on the
sides, and 32 (for 3’ thiol modification) or 31 (for 5’ thiol modification) bases long repeti-
tive CT sequence is used as a spacer between the origami structure and the thiols.

Single-stranded DNA from M13mp18 virus (New England Biolabs) was used as the
scaffold for the fabrication of origami structures. The origami structures were prepared by
mixing the following components (in the order of mixing)
- 5 µL 10x TAE Mg++ buffer (1x: 40 mM Tris, 19 mM acetic acid, 1 mM EDTA, 12.5 mM
magnesium acetate)
- distilled water: 19.73 µL for rectangular origami structures and 18.57 µL for disk-shaped
origami structures
- 5 µL of 10x T4 DNA Ligase reaction buffer (New England Biolabs, B0202S)
- 5.37 µL of 0.93 nM M13mp18 DNA
- 6.9 µL of staple strand mix (192 staple strands, each at 0.78 µM concentration) for rectan-
gular origami structures and 8.06 µL of staple mix (224 staple strands, each at 0.67 µM con-
centration) for disk-shaped origami structures - 5 µL of thiol-modified side strands (each at
1 µM concentration)
- 3 µL of T4 Polynucleotide Kinase (New England Biolabs, M0201S)

T4 Polynucletide Kinase was used for adding phosphate at the 5’ end of staple strands
for the following ligation procedure. The final volume of solution for anneal is 50 µL with
10 nM concentration of scaffold strand and 10x excess concentration of each staple strand.
Annealing procedure was done using a PCR machine (Bio-Rad). Solution sample was first
kept for 1 hour at 37 oC (optimal condition of Kinase enzyme reaction) then heated up to 90
oC and cooled down to 20 oC at the rate of 1 oC/min in 0.1 oC steps.

Origami for streptavidin assembly

For approach 1
Single-stranded DNA from M13mp18 virus (New England Biolabs) was used as the scaf-
fold for the fabrication of origami structures. Rectangular origami structures were used as a
template. Staple strands were purchased unpurified at 100 nm scale from Integrated DNA
Technologies (IDT). 24 strands at the following positions had 5’ biotin modification.

r1t12f, r1t14f, r1t16f, r1t18f, r1t20f, r1t16e, r3t10f, r3t12f, r3t16f, r3t8e, r3t10e, r3t12e, r3t14e,
r3t16e, r-1t10f, r-1t12f, r-1t16e, r-1t16f, r-3t10e, r-3t12e, r-3t14e, r-3t16e, r-3t8e (names accord-
ing to P.W.K. Rothemund, Nature 440, 297 (2006)).
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DNA origami structures were prepared by thermal anneal of 50 µL sample with 10
nM concentration of scaffold strand and 10x excess concentration of each staple strand in
1x TAE Mg++ buffer (40 mM Tris, 1mM EDTA, 12.5 mM magnesium acetate). Annealing
procedure was done using a PCR machine (24-well PikoTM Thermal Cycler, Finnzymes).
Solution sample was first heated up to 90 oC and cooled down to 20 oC at the rate of 1
oC/min in 0.1 oC steps. After anneal, the origami sample was diluted to 1 nM concentration
with 1x TAE Mg++ Buffer. Recombinant streptavidin (STV) (Roche Applied Science) was
dissolved in water (1 mg per 100 µL or ∼180 µM). 5 µL of 180 µM STV solution was added
to 100 µL of 1 nM origami solution. The ratio of biotin modified strands to STV in final
solution was ∼1:30 to assure that each biotin strand is modified with STV.
For approach 2
Biotin modified staple strands were diluted to 10 µM concentration in water. After that, each
staple strand was mixed with 180 µM water solution of recombinant STV in 1:1 volume ratio.
Mixtures were kept in 6 oC fridge for several days to allow STV attachment. After that all
strand were mixed together (concentration of each staple strand in solution 0.21 µM and
STV concentration 90 µM). At the final step, the solution was mixed with 900 µM water
solution of biotin in 2:1 volume ration (ST/biotin ratio 1:6) to increase the thermal stability
of STV. DNA origami structures were prepared by thermal anneal of 10 µL sample with
10 nM concentration of scaffold strand and 10x excess concentration of each staple strand
(including those modified with STV) in 1x TAE Mg++ buffer. The sample was annealed from
70 oC to 20 oC at the rate of 1 oC/min in 0.1 oC steps.
DNA orgami structures with 50 oC - 20 oC anneal
DNA origami structures were prepared by thermal anneal of 10 µL sample with 10 nM
concentration of scaffold strand and 20x excess concentration of each staple strand in 1x
TAE Mg++ buffer. The sample was annealed from 50 oC to 20 oC at rate of 1 oC/min in 0.1
oC steps.

Ligation procedure

Ligation was done using T4 DNA ligase (from New England Biolabs (M0202S)) which is
an enzyme that catalyses the formation of a phosphodiester bond between juxtaposed 5’
phosphate and 3’ hydroxyl termini in duplex DNA . The procedure was performed in the
following way (for 100 µL of final solution, in the order of mixing)
- 67 µL of distilled water
- 9 µL of 10x TAE Mg++ buffer
- 9 µL of 10x Ligase reaction buffer
- 10 µL of annealed origami solution
- 5 µL of T4 DNA ligase
After mixing, the sample was kept for 8 hours in a dark place at room temperature. Origami
structures are 10 times diluted from the original concentration in the annealed solution (from
10 nM to 1 nM).

82



Spin filtering and buffer exchange

For filtering and buffer exchange Millipore Microcon YM-100 spin filters were used (MW
cutoff of 100 kDa). The procedure was done in the following way:
- 100 µL of origami sample was mixed with 300 µL of our buffer of choice and put into the
YM spin filter.
- Sample was spun for 12 min at 1000 relative centrifugal force (rcf) and 4 oC.
- After that the sample was removed from the centrifuge. The filter had only a few tens of
microliters of sample left in it. The filter was taken out and the liquid in the tube below was
removed. Then the filter was reinserted and 400 µL of the buffer was added.
- Sample was spun for 7 min at 1000 rcf and 4 oC. This left us with 100 µL of sample retained
in the spin filter.
- Finally, the spin filter was removed, placed upside down in a fresh tube and spun in a
microcentrifuge for 2-3 min to collect the solution.

It is assumed that all origami structures are recovered from the filter membrane, thus
filtering does not change the concentration of origami structures in the solution.
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B. Materials and methods (molecular
plasmonics)

B.1 Waveguide fabrication and deposition of molecules

The 5 or 10 µm wide plasmonic waveguides used in the experiments were fabricated by
regular e-beam lithography and lift-off technique on ITO (Indium tin oxide) coated glass
substrates. As a positive resist, a spin coated 700 nm thick layer of PMMA (Microchem C6)
was used, which was baked for 5 minutes at 160oC after the spinning. Patterning was done
by Raith eLine e-beam writer using 20 kV acceleration voltage. The patterning was followed
by a development in MIBK:IPA (1:3) (Methyl isobutyl ketone : isopropyl alcohol) -mixture
and cleaning by IPA and a flash of oxygen plasma. After that the metallization was done in
an e-beam evaporator equipped with UHV chamber. First a thin layer (∼2 nm) of titanium
was evaporated as an adhesion layer and after that a 100− 130 nm thick layer of silver was
evaporated with a rate of 3 − 4 nm/s. As a final step the rest of the resist and excess metal
was stripped (lift-off) in acetone.

The immobilization of the dye molecules onto the desired locations was as well done
by e-beam lithography involving a precise alignment step using marks created at the same
process step as the waveguide. To avoid a destructive contamination of the areas where
the molecules were not proposed, a negative SU-8 resist (Microchem SU-8 2025) was used
in which the molecules were embedded. This produced an excellent contrast in a dye con-
centration between the patterned and unpatterned areas, especially if compared to positive
resists, e.g. PMMA, which tend to leave residues on the exposed areas and thus contaminate
the intended clean areas.

To produce the needed dye-SU-8 mixtures a diluted SU-8 solution was first prepared,
with solid content of 22.85%, by diluting the stock solution with cyclopentanone as 1:2. The
coumarin 30 (C30) was then mixed with diluted SU-8 and further diluted by cyclopentanone
if needed. The concentration of C30 varied from 3.5 to 7.5 g/l and the molecular ratio be-
tween C30 and SU-8 resin varied between 2:1 and 1:2. On the other hand the rhodamine 6G
(R6G) had to be dissolved into ethanol before mixing with the diluted SU-8. The used R6G
concentrations varied between 1.7 and 12 g/l and molecular ratio between R6G and SU-8
between 3:8 and 6:5. The spin coating of dye solutions was always done with 3000 rpm and
the concentration of the solution was used as a parameter to define the thickness of the layer.
After that the patterning was done on the areas where the dye molecules were intended and
the rest of the surface was cleaned using SU-8 developer (Microchem).
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