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From the Editor in Chief

DESIGNS, SYSTEMS, SCAPEGOATS, AND
BUSINESS CULTURES

Pertti Saariluoma
Cognitive Science, Department of Computer Scienddformation Systems
University of Jyvaskyla, Finland

In November 2007, an event happened in Nokia tim@atened the health of thousands of
people. Now the Nokia in this story is not the wlekhown telecommunications corporation,
but rather the little city that shares its namesitg in southwestern Finland from which a
large rubber company operating there named itéelfentury later, that company made a
strategic shift in its product focus, and expantiedperations beyond the little city and even
outside of Finland. To my knowledge, the Nokia campno longer has factories or offices
in the city of Nokia, but this story about the cdy Nokia remains an important lesson in
human-technology interaction.

The municipal water system in the city of Nokiadesigned in such a way that a valve
separates the waste water lines from the pureidgnkater lines. The purpose of the valve is
to allow occasional flushing of the waste wateresin(Wikipedia, 2008). The water
department employees do not have much use fowv#g, which remains undisturbed for
years on end. Nevertheless, in November 2007, nti@nkable happened when an employee
opened the valve to flush the lines but, becaussoofe glitch, allowed semi-treated waste
effluent into the drinking water supply (“Nokia V¢atCrisis Eases,” 2007). Perhaps a
thousand residents were sickened by the bacterthviaus-contaminated water (“A thousand
Nokia residents sickened,” 2007) and a handful edtkis were investigated (“Investigation
underway,” 2007; YLE News, 2008).

What is strange about this water system is theavéive was not clearly marked, nor was
it locked. When the water system was designedwbed knew considerably less about
human-technology interaction. But the events ot thavember day, and all the problems
that followed, offer several perspectives on thenan and technology designs and systems.
The question is, then, what caused the incideetethployee, the structure and/or usage of
the valve, the designer of the water system, obthieler of the water system?

I will acknowledge that | cannot draw conclusioms the event because the official
investigation is not yet complete (YLE News, 2008hwever, a basic understanding of the
events provides a good opportunity to look at thabulity of the system from a philosophical
point of view. Just as when a competent surgeonle@ase a needle within the patient because
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he/she is rushed, fatigued from a long surgerydidrnot sleep well the night before, the
Nokia water crisis comes down to the question albsability in critical work: Where do you
place the blame for a failure in the usability cfadiety-critical work system?

Let’s start the philosophical scapegoating with #gent, the user who opened the valve.
One could hold that the worker should be able tdop@ the task assigned, and thus is
responsible for completing that task well and with@ poor outcome. Yet, what if the
hypothetical work had several facets, and one emthlvas to dance on a tightrope once a
year, but the other requirements of the job presduthe worker from being able to practice
this task? Now the assumption that the worker iy ftesponsible for his/her tasks is no
longer so clear. Of course, one could say thatrttiwidual should not have taken the job if
he/she did not know how to dance or to manage ogh&rope. Sometimes workers are not
fully aware of or competent in every single elemeht job, although he/she can manage
most of the tasks quite well, particularly the ompesformed regularly. In the case of the
municipal water company employee, he was respanditd a task that had not been
performed by any other water employee within thevimus decade: The valve had not been
opened and, when it was in that previous time,aswnder different conditions. So, one
could blame the employee, but that does not neglgsseean the discovery of the real reason
for the disastrous outcome.

So, let us turn our attention to the valve andsagety structure. The valve was not
secured against unforced errors. Just as in thenGby nuclear accident in 1986 (World
Nuclear Organization, 2008), where the technolaggifiwas deemed substandard, the Nokia
water system was created as a system that couily éaslitate a dangerous outcome if
workers did not properly use it under ideal comahisi. Just one sudden change in the ideal
conditions could jeopardize the entire process.i8the technology itself to blame?

What were the design intentions? The designersemed the valve to perform an
important role in the operation of the system: Itssli out the waste system on a periodic
basis. But did the designer think through the coo in which the intended use could be
overcome by poor conditions during use, such aswaver pressure in the clean water lines?
Did the designer assume that the use of the valeth technically and in practice, would
always be performed under the best conditions,thud neglected a backup system in the
event of less-than-ideal conditions? Is the culbetdesigner?

And what about the builder? Perhaps the buildewed his/her role as simply fulfilling
the design specifications, irrespective of the Meedafety in application. Should the builder
have questioned the technology of the design, évemas fairly typical of the era? Should
the builder have seen a need for some locking demicclear signage for safety reasons? As
an example, is the manufacturer of a ship resptnddr the effects of various future
pressures and effects on the keel of the boat wihemmetal keel is being formed in the
factory? Is the builder of any tangible item resgble for thinking through the particular
materials and uses of a product being created, wheas designed and commissioned by
someone else? Could the blame fall here?

As this short philosophical look at a human-tedbgy failure clearly indicates, no
simple answers are possible. While one could Idigigdace the blame on any of these four
areas, it would be more of scapegoating than trugerstanding the causes and the
outcomes. Placing blame surely closes the case, naost people are happy with a
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resolution—any resolution—even if it does not resahe true nature of the failure, simply
because it allows the ability to move on.

The reality is that poor outcomes in human-techgylinteraction take place for a
variety of reasons. And even though the usabildgigh community has addressed many of
the potential and actual problems over the yeaosemstill exist in critical work processes. In
some ways, it is a matter of looking at the usgbitlesign process in a different way.
Technologies, and particularly technological systeare never guaranteed to be bug free,
particularly at the beginning, and users are alwaysinpredictable element of any system.
Designers and manufacturers of technologies, pdatly safety-critical work technologies,
need to consider not just the current need beingamé the successful application of the
technology, but also potential future failures &nel use of the technology in less-than-ideal
situations by less-than-perfect users. Such anoakitbn the design of usable systems
decreases the likelihood of underdeveloped usgliiésign of the technology side of the
human-technology interaction, and improves the falvi@ outcome of usability by the human
side of the equation.

Finally, while establishing blame for any one ombination of factors in a technological
system is how business and legal practices tradityp address the fallout of a poor system
outcome, that blaming does nothing to proactivelgrass other current and future disasters of
similar type. Newsworthy events such as the Nolaéewcrisis, Chernobyl, airplane crashes,
equipment malfunctions, structural failures, anubat of other past, present, and future crises
resulting from the mismatch of humans and technetogall attention to what current
standards have to say about risks, norms, ideadsgaod practices. Sadly, they say too little,
and often say it too late. This reality must chareged soon. Therefore, human technology
standards and criteria for critical interactionqasses are definitely required, and quickly.
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Guest Editor’s Introduction

THE END OF COGNITION?

Phil Turner
Centre for Interaction Design,
School of Computing,
Edinburgh Napier University,
Edinburah, UK

The papers that make up this special issuelwfian Technology have been elicited as a
response to the growing interest in user experiamcesecond-wave HCI (human—computer
interaction), also known as post-cognitivist HCkdd experience, in particular, has shifted
the focus of research interest away from cognifpem se to, for example, affect (e.g.,
Norman, 2004); fun (e.g., Blythe, Monk, Overbeek&\right, 2003), pleasure (e.g., Jordan,
2000), and aesthetics (e.g., Tractinsky & Lavi€QB0thus begging the question, where does
this leave cognition? To judge from the submissimnthis special issue, cognition in HCI is
alive, well, and positively thriving. Indeed cogait is proving to be a remarkably robust
theoretical framework that is expanding and adgptm a growing understanding of how
people use, interact with, and think about intevadiechnology.

CLASSICAL COGNITION

At the heart of all classical cognitive accounts@ne form of representation. While it is
difficult to be precise about the origins of cogret psychology, Tolman (1948), some 60
years ago, was one of the first to argue for a lkaprepresentation in the brains of rats that
enabled them to find their way around a submergazemTlhe presence of this representation
raised problems for the then-dominant behaviogsbant, which argued that we could only
be certain about stimulus (input) and response(dytand what lay between was effectively
a “black box.” However, it was not until Chomsky($959) damning review of Skinner’s
(1957) Verbal Behavior that behaviorism was consigned to the history baarkd cognition
became a dominant paradigm in psychology.

Norman and his colleagues went on to create a humf@mation processing account of
human cognition that bore an uncanny, but unsumngrisesemblance to the operation of digital
computers (Lindsay & Norman, 1967). Other significeandmarks included the appearance
of Simon’s (1969)he Sciences of the Artificial and the journaCognitive Psychology in 1970.

© 2009 Phil Turner and the Agora Center, Universityyvaskyla
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The influence of all of these developments canlbarly seen in Card, Moran, and Newell's
(1983) psychological model of the user: the modeh&an processor (MHP) that comprised
perceptual, cognitive, and motor systems, and vgad to develop a set of predictive models
known as GOMS (goals, operations, methods and tgeigc GOMS models behavior in
terms of a changing “goal stack” and a set of ritesadding and removing goals from this
stack—a cognitive model couched in the languagdigifal computation. Norman’s (1988)
execution—evaluation cycle similarly envisages tlser formulating a plan of action (a
cognitive representation) that is then executedvly of the system’s user interface. As this
plan is executed, the user observes its resultsshvthen form the basis of the user’'s next
plan. This cycle continues until the goal has badrneved.

In addition to these models, the centrality of matgn to the practical design of
interactive technology was recognized with the apgece of Gardiner and Christie’s (1987)
Applying Cognitive Psychology to User-Interface Design. However, it is also worth
remembering that probably the most defining charatic of HCI isusability. Usability,
according to Nielsen (1993), is defined in termsfieé dimensions, namely, learnability,
memorability, the treatment of errors, efficien@nd satisfaction. Excepting the final
dimension of satisfaction, the others are basedognition, though satisfaction by no means
excludes a role for cognition. Although noncogratierms of evaluation are being developed
and applied, it cannot be denied that usability ism&bundations in cognition remain the sine
gua non of all interactive technology and media.

Since the introduction of these applications ofssieal cognition to the problems of
designing and evaluating interactive technologgumber of practical extensions have been
created, taking cognition beyond its original fotation. One strongly theoretic use of
cognition can be found in VicenteGognitive Work Analysis (CWA; Vicente, 1999). CWA
has its origins in the work of Rasmussen and drawsthe theoretical foundations of
cognitive engineering. The method is primarily &egl at those domains with complex,
dynamic environmental constraints; typical exampreslve nuclear plants and operating
theatres. The approach includes five complemeraaayyses: théunctional structure of the
work domain;control tasks, which must be undertaken to achieve work gcsifstegies to
cope with task demandssocial organization and cooperation (broadly, allocation of
responsibilities for tasks and communication betweeles); andworker competencies.
Together the analyses provide a very full desaiptf the work domain under study, having
addressed many of the shortcomings of classicalitog.

In parallel to these developments, the whole badesognition in HCI have been
challenged, firstly and most significantly, by Sowm’s (1987)Plans and Stuated Actions,
and then by other researchers, such as Bannon (1881 his “From Human Factors to
Human Actors.” These works, for many people, markieel end of the dominance of
cognition in HCI and the beginning of the “turn thie social.” Suchman highlighted the
importance of contextual or situated factors imgsiechnology, concluding that a plan is
better thought of as a resource that could be drapon rather than a program to be
executed, while Bannon criticized the laboratorgdh study of technology use and the
accepted practice of treating people as mere “tisers
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RESURGENT COGNITION

In many respects, the frequent citations of Sucharah Bannon’s criticisms of cognition
may be a little unfair, since they only really agll classical cognition, that is, the cognition
of symbol manipulation and rules; a cognition uragned by context, culture, or the social
world; and a cognition that is rarely, if ever, falin human—computer interaction today.

Cognition has successfully extended and reformdlaieelf in the last 20 years. For
example, Hutchins (1995) is one of the originatoirgshe concept of distributed cognition.
Distributed cognition incorporates social and orgatonal perspectives, the premise being
that cognitive processes and the representatitmafiledge may be distributed among both
multiple human actors and artifacts. It is alsdidgiished by its emphasis on the role of
external representations (cf. Rogers & Ellis, 199%)e elements of the cognitive system
include human beings and artifacts, representatbmsformation that may be both internal
and external to the human actors, and the reldtipasetween these elements as they work
to achieve the system’'s goal. In the real worldsksainvolve the coordination of
representational states, both internal and extemvbereby multiple representations are
combined, compared, derived from each other, orentadcorrespond (e.g., Hutchins &
Klausen, 1996). A distributed cognition approachstioffers a means of understanding how
socially shared activity achieves its goals. Initid to distributed cognition, Clark (2005, p.
1) has proposed an “extended mind hypothesis,” wisithe view that “the material vehicles
of cognition can be spread out across brain, bady eertain aspects of the physical
environment itself.” Meanwhile, Edmondson and Be&007) have written of projected
cognition, which adds intentionality to these acdsu

Predating these innovations is, of course, actititgory. Activity theory is not a
cognitive account of the use of interactive tecbggl but has, nonetheless, strong social
cognitive and distributed cognitive dimensions. t€arto activity theory is the argument that
all purposive human activity can be characterizgd ltriadic interaction between a subject
(one or more people) and the group’s object (ugulalbsely translated as its purpose)
mediated by artifacts or tools (e.g., Blackler, 399995; Badker, 1991; Engestrém, 1987,
1990, 1995; Holt & Morris, 1993; Kuutti, 1991, 199@ardi, 1996). In activity theory terms,
the subject is the individual or individuals camyiout the activity, the artifact is any tool or
representation (the internalization of externalamGtas discussed by Zinchenko, 1996) used
in that activity, whether external or cognitive;datne object encompasses both the purpose
of the activity and its product or output. Develagits of activity theory by Engestrom and
others have added more elements to the originatutation and these are: community (all
other groups with a stake in the activity), theiglon of labor (the horizontal and vertical
divisions of responsibilities and power within tlaetivity), and praxis (the formal and
informal rules and norms governing the relationswken the subjects and the wider
community for the activity). These relationship® guopularly represented by an activity
triangle. Given this description, it is perhaps wpsising that Cole and Engestrom (1993)
have argued that activity theory in itself is as@mt of distributed cognition.

Cognition is also recognized as being embodied, iacognitive processes are not
confined to the brain but are deeply rooted in lthdy’'s interactions with the world (e.g.,
Lakoff & Johnson, 1999). These ideas echo the wofgdilosophers such as Whitehead and
Merleau-Ponty. Whitehead (1997), for example, okesrthat, “We have to admit that the
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body is the organism whose states regulate ourittmgrof the world. The unity of the
perceptual field therefore must be a unity of bpdiperience” (p. 91). However it is Merleau-
Ponty’s work that has witnessed a renaissancecenteyears (e.g., Dourish, 2001). Merleau-
Ponty (1945/1962) has argued that it is only thioagr lived bodies that we have access to
what he describes as the “primary world.” The watl the lived body together form an
intentional arc that binds the body to the worldeTntentional arc is the knowledge of how to
act in a way that coheres with one’s environmerging body and world together. “The life
of consciousness—cognitive life, the life of desme perceptual life—is subtended by an
‘intentional arc’ which projects round about us @ast, our future, our human setting, our
physical, ideological and moral situation” (Merleanty, 1945/1962, p. 136). For Merleau-
Ponty, the intentional arc embodies the intercommeof skillful action and perception. More
recently, Wilson (2002), in a critique of the emisalicognition hypothesis, noted that she has
been able to distinguish a number of differentnatafor it. These include that it is situated; that
it functions in real-time; that we off-load cogm#iwork onto the environment; and that off-line
cognition is bodily based. While distributed, stedh and embodied cognition are yet to be
fully, practically realized, we can be confidentttrcognition itself is alive and well and
continuing to underpin most of the current researd¢iCl.

This issue addresses a number of current and ppan research themes identified above
while adding particular new perspectives and imgtions. The first two papers consider
embodied cognition.

Hurtienne begins by discussing image schemata. dnsiemata are described as
“abstract representations of recurring sensorimpétterns of experience.” They are formed
by and directly structure our experience with therlds and, as such, present an important
means of exploring the embodied nature of cognitidartienne shows how these image
schemata can be used directly drawn in the degignavactive technology.

Preferring the term embodied embedded cognitionQEEan Dijk writes that EEC
is characterized by both its phenomenological roatsl action-centeredness. The
phenomenological character of EEC is an expligik Ito user experience research by
relating the ultimate goal of good design in HCIthe quality of the (user) experience of
using it and the recognizing that usability is Isbkest understood within a cognitive
framework. Moreover, van Dijk argues for a renevecdus on improving usability based
on this EEC perspective. He concludes with a tergagtketch for an embodied embedded
usability, while retaining the original goal of mag interactive technology easy to use.

Next, van den Hoven and Eggen consider the rokxtarnal cognition in everyday lives
and environments. They introduce the concemubdtopography, which refers to the study
of personal collections of physical artifacts teatve as a memory landscape to the owner.
These artifacts, such as photos, souvenirs, fumitor jewelry, physically shape an
autobiography because they link to memories thatimportant to the owner. Since those
memories are important, the artifacts that linkhem are also important, although this link is
often invisible and unknown to other people. Thiection of artifacts, and their disposition
and location, represents a part of the owner’s nmgniostory, and thus identity (cf. Turner,
2008). These artifacts also might represent desdentification, and social relations,
establishing a form of self-representation. Inttipaper, van den Hoven and Eggen consider
the range of memory cues in the environment by @mg the effect of cue modality (odor,
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physical artifact, photo, sound, and video) on rlbenber of memory details people related
from a unique one-day real-life event. They arghat the HCI specialist or interaction
designer cannot just focus on the interaction atdhaut must adopt a wider remit and address
an individual’s broader environment.

Hall, Woods, and Hall introduce and use theory aid(ToM) methods to investigate
children’s interpretations of the social and emuio states of synthetic pedagogical
characters. Their work focuses on children’s cogamiind affective empathic responses to
virtual characters in bullying scenarios and ttssicial awareness and understanding of the
characters’ situations. Although cognitive appraechypically do not consider user social
awareness and emotional understanding and thes nolinteraction, these are critical for our
research, with a focus on empathic engagementeinpaper, Hall et al. present an approach
focusing on story and character comprehension usomgepts from ToM methods. This
approach seeks to understand children’s interpoetaibof the characters within virtual role
play scenarios, which were then compared with art gerspective. Their results imply that
ToM methods offer the potential for determining usecial awareness and emotional
understanding, with the key results suggesting #mhilts and children have different
perspectives on how victims and bullies are feeligspite the differences in how the adults
and children responded to the characters in théyibgl situations, Hall et al.’s study
demonstrates that children can exhibit ToM andaste to respond to synthetic characters in
virtual learning scenarios.

The concluding paper by Turner and Sobolewska itsves classic study of mental
models but from the perspective of individual diffleces. They argue that people are able to
exhibit different cognitive styles, either a tendgrio systematize or to empathize with
interactive technology. Systemizing is associatdth the creation of mental models, while
empathizers tend to treat technology as thoughereva friend. Following Payne’s (1991)
study of how people thought automatic teller maekimvorked and using Baron-Cohen’s
work on cognitive styles, they examined the relslop between the cognitive styles and
how people think about their mobile phones. Turaed Sobolewska report evidence that
lends support for this relationship of cognitivg/les, but concluded that the situational
factors are important too.
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Abstract: The field of human computer interaction (HCI) megly rooted in cognitive
science. But can cognitive science still contribtdethe newest developments? This
article introduces the recent trends towards “emieddcognition.” Then research on
image schemas and their metaphorical extensiongvgewed as an example of how
understanding a special branch of embodied cogmitan be useful to HCI. Special
emphasis is placed on the validity of the theorg &s practicability in different phases
of the user interface design cycle. It is conclutteat cognition can still contribute to
current HCI and that the dialogue between the dffié schools of thought is beneficial
to the field.

Keywords: user-centered design, image schemas, embodiedtioogni

INTRODUCTION

New challenges require new solutions. Computerdaceming smaller, more powerful, and
ubiquitous. They are no longer used exclusively $otving work tasks. They support
communication and cooperation; they help with eilserand wayfinding; they entertain and
educate. New design themes like user experienceti@m and artistic expression emerge.
The emphasis is shifting towards the analysis oftexd, embodiment, and values. New
interaction paradigms, such as ubiquitous computiaggible interaction, and ambient
interfaces, have appeared that require new appesachdesign well beyond those used for
traditional graphical user interfaces. Design iremns are drawn from phenomenological
philosophy, ethnography, and industrial design.sEheew approaches to designing human
computer interaction (HCI) have been called thimes HCI (B6dker, 2006), or the third
paradigm (Harrison, Tatar, & Sengers, 2007) instrese of Kuhn (1970).

Traditional HCI is rooted in cognitive science aslwas in ergonomics and human
factors engineering. From cognitive science it Inaserited its focus on theory-based
research, on experimental methods conducted ifatieratory (e.g., usability tests), and on
information processing by humans and computersmFeogonomics and human factors
engineering, it has inherited its focus on desarttie workplace, emphasizing effectiveness

© 2009 Jorn Hurtienne and the Agora Center, Unityeos Jyvaskyla
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and efficiency as design objectives. Traditional IHIE is felt, cannot address the new
developments adequately, hence the call for a garashift.

Do these new developments mean that cognition aedstientific method are not
needed anymore? Looking from the cognitive scigmaspective towards third-wave HCI,
however, these approaches seem to be eclecticcoofie of fairly vague design
philosophies; the insights generated by researehhaghly context dependant and lack
generalizability; and subjective interpretation vaiés, which does not contribute much to
finding “objective truth.”

Who is right and who is wrong? Is there really aagdagm shift going on? Does one
approach have to dominate another? According tonKd970), a generally accepted set of
theory, associated methods, and domains of applisatharacterize a scientific paradigm. A
new paradigm can only exist after it has overthrolenold one by being better able to explain
new and old phenomena. A paradigm shift only ocbyra process of scientific revolution.

Is this what is currently happening to HCI? | woskay no. Grudin (2006) pointed out
that several approaches to HCI are currently ctiagisThere is not a sole paradigm; there is
a multitude. It seems that, rather, we are in whatn (1970) describes as the preparadigm
phase, in which different schools of thought adweddifferent theories, approaches, and
applications. In this phase there is no consensuary particular theory, although the
research being carried out can be considered gmantnature. Current HCI then should be
seen as a dialogue among members of different &choo

In this article | view cognition as one school bbtight rather than a paradigm in the
Kuhnian sense, and | will show what this schoadlhaiught has to contribute to the scientific
dialogue in today’'s HCI.

TRADITIONAL AND EMBODIED COGNITION

The advent of computers influenced cognitive sa@eaied cognitive science influenced how
computers were built. The computer brought a pawedea to psychology: understanding
the mind as an information processing device. Massad Cowan (1993) describe the
defining properties of the information processipgpr@ach as follows: (a) The environment
and cognition can be described in terms of inpugcgss, and output; (b) Stages of
processing can be broken down into substagesnf@)nhation is transmitted forward in time
and all inputs necessary to complete one operatieravailable from the outputs that flow
into it; (d) Each stage or operation takes some;tiamd (e) Information processing occurs in
a physical system; representations are informatioiedded in states of the system, and
processes are operations used to transform thesamations. This idea of information
processing means that one can trace the progreskinformation through the system from
stimulus to response.

A high-level schematic of this approach is showrFigure 1. The mind is seen as an
information processing device consisting of indejset modules for perception, cognition,
and action. Often connected with the informatioocpssing view of cognition is the view of
intelligence being explained by processes of symiahipulation (Newell & Simon, 1976).
Because symbols are abstract and amodal (i.etigtbtto perceptual representation), their
processing can be implemented without differendeairdware, in software, in a brain, or in a
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Perception Cognition Action

Figure 1. The traditional view of the mind, in which cognitiforms a module separate
from perception and action.

brain in a vat. Knowledge is equated with symbalsd thinking is equated with the
application of algorithms. Theories of cognitione ainterchangeable with algorithmic
programs. Indeed, a large part of the field offiarél intelligence was occupied with testing
theories of human cognition that were formulatedasaputer programs.

Card, Moran, and Newell (1983) introduced this itradal view of cognition to HCI in
their influential book,The Psychology of Human Computer Interactibor an audience of
computer scientists, they described the human @snan information-processing system with
memories, processors, cycle times, and specifis lafvoperation. They described it te
model human processa@nd proposed it as a general-purpose thinkingcdevihis view of
cognition and the model human processor was vagessful in HCI. Card et al. summarized
many principles, like the power law of practiceftd¥ilaw, and Hick’s law, that enabled
engineers to predict—within limits—human performanghen interacting with computers.
The GOMS (goals, operators, methods, and selediii@s) analysis and the keystroke level
model were powerful tools for modeling human—corapunteraction. The model human
processor concept influenced many milestone tek#baoa HCI, among them Deborah
Mayhew’s (1992)Principles and Guidelines in Software User Integaddesign Cognitive
modeling (or cognitive engineering) is the subfieldHCI that tries to replicate users’ cognitive
processes within the computer in order to bettedipt user behavior (Byrne, 2003; Norman,
1986). Different stages of information processiag still be found in today’s human factors or
usability engineering textbooks (Rosson & Car20l02; Wickens & Hollands, 2000).

The metaphor of the mind as an information-procegssievice soon attracted criticism.
Winograd and Flores as well as Dreyfus, Dreyfusl, Athanasiou (both in 1986) maintained
that the traditional cognitive view on the mindflawed and that artificial intelligence will
not go far, based on this model. They backed #rguments with philosophical theories by
Heidegger and Merleau-Ponty that bring in the idbasthinking is dependant on perception,
action, and experience; that having a human bodyotlghly influences and constrains
human cognition; and that human experience musstbedied using a phenomenological
approach. The mind cannot be viewed as a devicexpg on bits of information according
to formal rules. Much of human intelligent behavamd expertise relies on intuition and
subconscious processes, rather than conscious Sgnmbanipulation captured in formal
rules. Works in robotics supported this criticissmowing that many everyday behaviors
involving balance, motion, and navigation do notchéiigh-level symbolic manipulation to
be successful, because “the world is its own besteli (Brooks, 1990, p. 5).

The view that conscious symbol manipulation is,bast, only a small part of our
intelligence is gaining ground in cognitive scienEgidence shows that cognition cannot be
separated from sensory and motor processes. Laaguatprstanding, for instance, involves
simulations of sensorimotor experiences rather thanipulating amodal symbols (Glenberg
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& Kaschak, 2002). Sensorimotor input directly affecognitive judgments about time
(Casasanto & Boroditsky, 2008). Categorical knogked grounded in sensorimotor regions
of the brain (Barsalou, 1999). And thoughts abdgtract things, like the self, the mind,
morality, emotions, causality, or mathematics, gi@unded in the sensorimotor experience
of the world (Lakoff & Johnson, 1999; Lakoff & NUfie2000).

Such evidence led to the view that cognition is edid. Embodiment emphasizes that
cognition is dependant on its concrete implemesnatn a human body, with specific sensory
and motor capabilities. Connected to it is the idied cognition takes place in the real world,
that is, that cognition is situated, time-pressueadion-oriented, and emerges in interaction
with the environment (Wilson, 2002). Hence, theacldemarcation between perception,
action, and cognition cannot be sustained any Ignged large overlaps between these
faculties exist (Figure 2).

Many of the general ideas in embodied cognitionehantered third-wave HCI (cf.
Dourish, 2001). As mentioned above, not all of treeenclear-cut enough to be easily applied
to human—computer interaction. Here, | will folloavnotion of embodied cognition that
describes how much of our thinking is influencedpagt embodied experience. This idea is
expressed by Zwaan and Madden (2005, p. 224):.rdaot®n with the world leaves traces of
experiences in the brain. These traces are (ggytiedtrieved and used in the mental
simulations that make up cognition. Crucially thasaces bear a resemblance to the
perceptual and action processes that generated..thech are highly malleable.” In the
remainder of the article, a theory will be introddcthat is concerned with these “traces of
experiences” and that calls these traneage schemasResearch will be presented that
shows how image schema theory is valid and usefaldontext of user—interface design.

IMAGE SCHEMA THEORY

Image schemas are abstract representations ofrirgcgensorimotor patterns of experience
(Johnson, 1987). They are formed by and directlycgire our experience with the world. The
containerimage schema, for example, forms the basis oflaily experiences with houses,

Perception

Figure 2. Embodied view of the mind, with large overlaps bestw cognition, perception, and action.
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rooms, boxes, teapots, cups, cars, and so on. faioen is characterized by an inside, an
outside, and a boundary between them. Considem#rey container events encountered in
simple activities: “Take for example a child in edrdress who watches her mother put
cookies into a jar. The child takes the lid off faeand looks inside to search for the cookies.
She reaches into the jar,...down into the cookiggasps a cookie (so that the cookie is now
in her hand), and takes it out. She wraps the eowkia napkin. She walks with the cookie
through a door into another room, where she isqulakp in her mother’'s arms and put into a
high chair. She watches the mother pour milk ingdass. She then dunks her cookie into the
milk (which is itself contained in the glass), apdts the cookie into her mouth” (Dewell,
2005, p. 371-372). These examples show that camtaican have different forms and
consistencies: They can be instantiated by fluithe (milk), collections of things (the
cookies), or flexible wraps (the napkin). (See dls® experimental evidence in Feist, 2000;
Garrod, Ferrier, & Campbell, 1999). One of the gm@nts of the container image schema is
that the content of a container is separated frdratws outside the container. The container
image schema and its entailments are reused whekingy about abstract categories. It
surfaces in conventions when we talk about “bemélorida” or that someone is persuaded
“to enter into the contract.” Both expressions amenabstract containers without physical
instantiations in the real world.

Table 1 lists a set of image schemas that are fawmride cognitive science literature
(Baldauf, 1997; Clausner & Croft, 1999; Hampe, 20D&hnson, 1987; Talmy, 2005). The
image schemas in Table 1 are separated into groupssic space force containment
processmultiplicity, andattributeimage schemas.

Although most of these image schemas were derik@a finguistic and philosophical
analyses, they are proposed to stem from physitataction with the world. As mentioned
above, they can be transferred to the thinking abbstract, nonphysical entities. This transfer
is called ametaphorical extensionf the image schema. Metaphorical extensions #esn o
grounded in bodily experience. For example, expeng the level of liquid rising in a
container when more liquid is added or seeingeddipaper shrink when sheets are taken away
leads to the metaphorical extensiore is up-less is dowilhis correlation between amount
and verticality is subsequently generalized torabsentities like money or age, as can be seen

Table 1. List of Image Schemas

Group Image Schemas

BASIC object, substance

SPACE center—periphery, contact, front-back, left-right, location, near—far, path,
rotation, scale, up—down

CONTAINMENT container, content, full-empty, in-out, surface

MULTIPLICITY collection, count-mass, linkage, matching, merging, part—whole, splitting

PROCESS cycle, iteration

FORCE attraction, balance, blockage, compulsion, counterforce, diversion, enablement,
momentum, resistance, restraint removal, self-motion

ATTRIBUTE big—small, dark—bright, heavy-light, smooth—rough, straight, strong—weak,
warm—cold
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in expressions like “My income rose last year,” flReare going up,” or “He is underage.”
Other metaphorical extensions of the up—down insapema are (Lakoff & Johnson, 1980):

Good is up—bad is dowriThings are looking up”; “We hit a peak last yehut
it's been downhill ever since.”

Happy is up—sad is dowri’'m feeling up”; “That boosted my spirits”; “Hés
really down these days”; “I'm depressed.”

High status is up—low status is dowBhe’ll rise to the top”; “He’s at the bottom
of the social hierarchy.”

There are more than 40 image schemas, and eacle isthgma gives rise to several
metaphorical extensions: More than 250 metaphoexignsions have been documented in the
literature (Hurtienne, Weber, & Blessing, 2008)thalugh much of this research was done on
linguistic data, cognitive linguists claim that seemetaphorical extensions are only expressions
of underlying conceptual metaphors. Because tlaisncis very strong, research is necessary
that provides evidence beyond pure linguistic asialyThis is addressed more fully below.)

The universal character of image schemas, theirthén course of life—extremely
frequent encoding in and retrieval from memory, dmeir subconscious processing make
them interesting as patterns for designing userfaxtes. Aleft—rightimage schema (along
with an up—down image schema), for example, mayepeesented by a joystick on a toy
car's remote control. When the joystick is movetitard, the toy car turns left. A rightward
move of the joystick lets the toy car turn righiis a simple physical mapping. Metaphorical
extensions of image schemas can be used to rep@ssinact concepts, such as using up
down in a vertical slider for controlling the intty of the speaker volume (more is up) or to
rate the attractiveness of a new car (good is Tipis use of image schemas for representing
abstract concepts is one of the major promiseaderinterface design, because, in the mind
of users, they subconsciously tie the location, @neent, and appearance of user interface
elements to their functionality. Thus they can pdevan extra layer of meaning to physical
properties of interfaces. The next section dessrilesearch into how image schema theory
has been applied to user interface design.

IMAGE SCHEMAS IN HCI
As in any theory useful for HCI, image schema tlgawreds to fulfill the requirements of (a)

making valid predictions in a context of user ifaee design, and (b) being useful in
practice. Research that has addressed these megutis reviewed here.

Validity

Image schema theory originates from the fields agnitive linguistics and philosophy. In
language, image schemas are found to motivate gasicahforms, underlie the meaning of
prepositions, motivate verbs and adverbs, and miativnany metaphorical extensions of
abstract concepts like causation, death, and ny(&aldauf, 1997; Gibbs & Colston, 1995;
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Hampe & Grady, 2005; Lakoff & Johnson, 1980, 199&)e question is whether they are
also valid outside a purely linguistic context.

Psychological experiments show that image schemeamadiating between perception,
language, action, and cognition. Mandler (1992,42@D05) describes research that shows
how image schemas are involved in building up @s@motor representation of the world in
the young infant and how they scaffold the acquisiof early concepts and language. Other
studies show that nonverbal image schema instemsat interfere with sentence
understanding when the sentence implies a diffeneatje schema (e.qg., left—right instead of
up—down) and facilitate understanding when the Bnaghema orientation is consistent.
These effects could be shown with visual, acousiicl motor instantiations of a number of
different image schemas (up—down, left—righdnt—back near—far, rotation; see Hurtienne,
2009, for a review). How image schemas are plagisibim a neurocognitive standpoint was
shown by Barsalou (1999).

The psychological reality of a number of metaphafrthe up—down image schema was
shown by Meier and Robinson (2004), Casasanto azrio (2006, 2007), and Schubert
(2005). The metaphaimilar is near—different is fawas validated by Casasanto (in press).
He found that people judge abstract words morelaimvhen they are presented close
together than when they are presented further dweay each other. Meier, Robinson, and
Clore (2004; Meier, Robinson, Crawford & Ahlver)(Z) experimentally confirmed the
relation between affective state and instancebaibitight—darkimage schema (e.dappy is
bright—sad is dark Metaphors of time perception were investigatgdBoroditsky (2000;
Boroditsky & Ramscar, 2002), also under a commstadance of verbal material (Casasanto
& Boroditsky, 2008). Metaphorical expressions irstgee replicate those found in speech
(Cienki & Miiller, 2008; McNeill, 1992, 2005). Neudamical evidence for conceptual
metaphor is discussed in Kemmerer (2005) and R¢ae85).

Despite the multiplicity of studies in linguistiend psychology, only a few studies
validate the claims of image schema theory in tbmaln of HCI. The idea is that user
interfaces consistent with metaphorical extensmwingnage schemas will be more effective
(i.e., less error prone), more efficient (i.e. slésne consuming), and more satisfying to use
(i.e., they receive better ratings by participatiighn inconsistent user interfaces.

Two studies (Hurtienne & Blessing, 2007) investghtnetaphorical extensions of the
up—down image schema with arrangements of buttodsslders. In these, efficiency was
measured by response times and satisfaction byeaulg suitability ratings of different
arrangements. In the first experiment, participaetsaluated hotels along different
dimensions. They did this with a simple two-butioterface, with one button in the upper
position and the other in the lower position (FeB). The results show that participants
significantly preferred button arrangements comesistvith the metaphors more is up-less is
down, good is up—bad is down, avidue is up—depravity is dowover button arrangements
that were inconsistent with these metaphors. Indd®e of good is up and virtue is up,
response times were significantly lower when thdtdms were arranged in a manner
consistent with the metaphor than when they wecenisistent. No statistical difference in
response times was found for the metaphor morp.is u
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friendly unfriendly

unfriendly friendly

Figure 3. Button labels in a hotel evaluation task. Buttdrela on the left are compatible with the
metaphor virtue is up; labels on the right are mpatible (Hurtienne & Blessing, 2007).

The second experiment investigated the metaphorse m® up and good is up.
Participants received a context-free task with igaktanalogue sliders and they were to
indicate in which direction they would push thedeli when asked to adjust the slider to
display more, less, better, or worse. The resui#tkdated the metaphors, showing that
preferences were significantly higher and respapeeds were significantly lower for the
metaphor-consistent sliders than for the metaphoorisistent sliders. In both experiments,
alternative explanations of the findings could bked out by control conditions in which the
buttons and sliders were arranged horizontally.

Measures of all three usability indicators—effeetiess, efficiency, and satisfaction—
were taken in an experiment that investigated nifleence of the near—far image schema in
judging the similarity of display values in pointand number displays (Hurtienne, 2009).
Well-known design principles like the proximity ceatibility principle (Wickens &
Hollands, 2000) state that values that are prodessgether during a task should also be
placed near each other on the display. This priechowever, is in contrast to the metaphor
similar is near—different is far, evident in exmiess like “A and B are close, but they are by
no means identical” or “the difference between Al @ is vast.” This metaphor would
predict that two displays showing differing valst®uld be placed further apart, even if they
belong to the same task. In these experimentsuiddee seen that in a comparison task in
which display similarity varied along one dimensialisplay value) more errors were made
and reaction times were slower when following th@®xpmity—compatibility principle.
Following the metaphor similar is near was more éberal to performance. However,
subjective suitability ratings were less distinetlyetween the two principles.

Across all three experiments (Hurtienne & BlessR@)7; Hurtienne, 2009) effect sizes
(Cohen, 1988) were measured. Response times eigrtfy measures show small- to medium-
sized effects (average = .45). Error rates as effectiveness measures s@meetimes not
available because the tasks were too easy. If thvere error effects, they were in the
medium to high ranged(= .74). Expressed in percentages, this means Ug%o gains in
speed and 50% fewer errors in the metaphor consistnditions. Suitability ratings as
measures of satisfaction show very large effecteréayed = 2.28) and could swing from a
strong rejection of the inconsistent to a strongeptance of the consistent interfaces.

Image schemas are useful not only for conveyingtfanal information, but they also can
be used for conveying aesthetic information (vampBay, Hekkert, Saakes, & Russo, 2005).
The expression of the image schemas up—down, oentaandbalancewas manipulated in
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jugs and alarm clocks. Up—down, for instance, wased by manipulating the height of the
objects. Participants rated the expression of thjects on nine dimensions, for example,
secure—insecure, introvert—extravert, and constgetiberating. The results showed that the
image—schematic variations in product appearanfteencted the ratings on the abstract
dimensions. Unfortunately, the study was not basedspecific metaphorical extensions
derived from theory, so it provides no evidencedioagainst the validity of specific metaphors.

In a recent study, 29 metaphorical extensionsvef dittribute image schemas (big—small,
bright—dark, warm—cold, heavy-light and smooth—rough were investigated (Hurtienne,
StoRel, & Weber, 2009). Participants received senglijects (Lego bricks of different sizes,
colors, and textures; small bottles filled with laoid cold water; or a light and a heavy match
box) and were given an abstract word for which tehguld find the one object that best
represents this word. For example, they receivadkibhnd white Lego bricks and should say
which best represented the wadndppy Here, the metaphor happy is bright-sad is dark
predicts that people will choose the white brick aas answer (indeed, 88% did). Other
examples of metaphors under investigationi@@ortant is big—unimportant is smagjpod is
bright—evil is dark emotional is warm—-unemotional is coplgroblematic is heavy—
unproblematic is light and polite is smooth—impolite is roughAveraged over all 29
metaphors, 78% of the participants’ answers wensistent with the metaphors’ prediction,
a value that lies significantly above chance ageren(50%). There were, however, great
variations in strength between the metaphors aadothsentation styles of image schemas.
The metaphor good is bright—evil is dark, for exéenpeceived 100% agreement when using
black and white Lego bricks, but only 67% agreenmemén using light-blue and dark-blue
bricks, suggesting that the specific instantiatanimage schemas plays a great role in
whether metaphors are valid or not.

Altogether, the evidence on the validity of imagehesnas and their metaphorical
extensions inside and outside the context of ustarface design is promising. Further
research will be necessary to replicate theserfgedunder different circumstances, to detect
the effects of context and conflicting metaphonsg @0 refine the theoretical predictions.
Much of the potential has not been tapped so fdrmaany hypotheses are still hidden in the
250 metaphorical extensions that have been docwahérytcognitive linguists.

Because these metaphorical extensions are hypotide derive from correlations in
basic sensorimotor experience, they should extdbhigh degree of universality across
cultures. In a comprehensive survey of linguistietaphors, Kovecses (2005) shows that
metaphors about emotions, event structure, time tla self are consistent across languages
of different families (such as English, Chinese,nbfarian, Japanese, Polish, Wolof, and
Zulu). Only minor variations occur, for example,tie word forms that are used (e.g., nouns
instead of verbs) or in the different salience aftp of the metaphor. In our own studies
(Hurtienne, 2009; Hurtienne, et al.,, 2009) paraois with different native languages
(Chinese, French, Polish, Spanish, Japanese) prddresults that were not noticeably
different from the majority of subjects whose mathengue was German. Although such
results are promising regarding the universalitcaficeptual metaphor in the HCI context,
the issue awaits further study in the form of datid comparative studies.
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Practicality

If image schemas are at the basis of much conenetie abstract thought, as the theory
suggests, they might be usefully employed as aukzge to describe users’ mental models,
their tasks, and the user interfaces. Having astadal that image schema theory makes valid
predictions, the concern now is how designers @@imnage schemas in their daily design
work and how useful image schemas are. This seotaBws previous research regarding a
model of the human-centered design process, asogedpby ISO 13407 (International
Organization for Standardization, 1999; see FigtireThe process starts with a planning
phase (goals, time, budget). Then the four coregdeactivities are (a) understand and
specify the context of use, (b) specify the usat arganizational requirements, (c) produce
design solutions, and (d) evaluate designs ageegsirements.

In the first phase of the cycle, the context of ugpically is analyzed in situ.
Characteristics of the task to be solved (includisgr goals), the current technological support,
the characteristics of the target user group, Bedyeneral organizational context are analyzed.
Several studies show that image schemas can backextr from users’ utterances, thus
revealing parts of their mental models. Maglio avdtlock (1999), for example, analyzed
users’ mental models of the World Wide Web (WWWingsmage schemas. Although the
WWW is usually described ascallectionof web sitesl¢cationg that are connected viks,
the users’ utterances revealed maalf-motion container angiathimage schemas. The use of
path metaphors increased in line with the partitigagreater experience in using the WWW.

In other studies, the mental models of people w&smined when navigating in airports
(Raubal, 1997; Raubal & Worboys, 1999). Image s@sewere extracted from the utterances

Plan for HCD

Include usability
in the project plan

Specify context of use

Who will use the program
and under what conditions?

Evaluate designs Specify requirements
Test the design with users to * Program meets What are the business and
ensure that it meets business usability and user goals for this program?

and usability goals business goals

Produce design solutions
Prototype the design, building /
from initial concept to complete
design specifications

Figure 4. The human-centered design (HCD) process accordiifg@ 13407 (ISO, 1999).
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the users made while finding their way through satians of these airports. Image schemas
could be extracted from almost all utterances ef plarticipants, and suggestions for the
redesign of the airport navigation system couldi&eved from the results by the researchers.

Image schemas were also used to analyze and deseeb interface metaphors (Kuhn &
Frank, 1991). Zooming, for instance, instantiatethta near—faimage schema that mediates
a part—wholeimage schema. Similarly, desktops and clipboardsrestances of thsurface
image schema; and folders and trashcans instathiateontainer image schema. The results
of a large number of image—schematic analysesgXample, of airplane cockpits, ticket and
cash machines, tangible user interfaces, busirésgase applications, or software widgets,
have been collected in a database called ISCAT génfachema CATalogue; Hurtienne,
Weber et al., 2008). The database was built toigeodesigners with examples of image
schema uses and their effects on the usabilityadyrts.

Image schemas and their metaphorical extensionshalge been proven effective in the
design phase of prototypical applications. One iappbn, SchemaSpace (Lund, 2003), is a
collection of WWW bookmarks organized in a hiergr¢Rigure 5). Semitransparent cones in
an information landscape represent different categmf bookmarks, thus drawing on the
metaphoicategories are container3he more bookmarks there are in one categorytattes
the cone is (more is up). The relevance of singlekimarks in a category is conveyed by the
metapholimportant is centralConnections between cones (link) indicate thaticels between
subcollections of bookmarks. Higher level categorae located higher in the landscape
(e.g., on a hill) and lower level categories arated lower in the landscape drawing on the
metaphorabstract is up—concrete is dowhinally, similar categories (cones) are locatedrn
each other and dissimilar items are located fan famother (similar is near—different is far).

Figure 5. SchemaSpace, a personal information browser,rélitisg the image-schematic
metaphors categories are containers, more is up@mtectedness is linkage
(Lund, 2003, p. 150; used with permission).

22



Cognition in HCI: An Ongoing Story

The SchemaSpace prototype was evaluated by a nwhbsers who solved information
finding tasks; the same users also solved the dasies with an information-equivalent
hypertext prototype (Lund, 2003). The results shibwieat the SchemaSpace prototype
elicited significantly more comments containing tireage schemas center—periphery,
container, link, near—far, part-whole, path, anddgwn than the hypertext prototype. The
hypertext prototype, in contrast, elicited only m@momments containing the image schema
surface. The author concluded that implementing apteirical instantiations in user
interfaces profoundly influences how users thin&wlihe interface.

The first application of image schemas coveringpakses of the user-centered design
cycle (i.e., from the context-of-use analysis \@guirements specification, producing design
solutions and evaluation) has been done in thesmgdeof a business application for
accounting (Hurtienne, Weber et al., 2008). Imagemas were used to gather requirements
from a context-of-use analysis of task steps, ciiruser interfaces, and interaction steps, as
well as the users’ utterances. The strength ofirttege schemas was that they allowed a
direct translation of requirements into design Bohs.

For instance, in thinking aloud, users’ often useat—back relations to describe their
use of additional information, such as lists of tagh persons in the company or additional
order information. However, the current system @nésd this information either in left—right
fashion on different monitor screensgplit the information into several containers that had
to be accessed separately. Consequently, puttiggsapplemental information into one
container in a position behind the main screem(fback) was posed as one of 29 image—
schematic requirements.

It showed that image schemas were able to presitrébstructure of the interface without
constraining the creativity of the designer in hmaage schemas become instantiated. For
example, if main and supplementary information &hdwe shown as an instance of the front—
back image schema, the designer is free to créatilevelop different forms of front—back
appearance (Figure 6). Concrete design solutioms developed in the same way for other
image—schematic requirements and the most suisahléions were selected and combined to
form the complete user interface concept. To shbe flexibility of image—schematic
requirements, the same set of requirements was tosddvelop a graphical user interface
solution (Hurtienne, Weber et al., 2008) and a itdaguser interface (Hurtienne, Israel, &
Weber, 2008). In the subsequent evaluation withrsysboth solutions were rated as
significantly higher in hedonic and pragmatic gyatiompared to the current solution.

A B C

Main Screen Main Screen Main Info D

1 Screen
e A
74

Figure 6. Design variants of front-back arrangements of nf@ont) and supplementary
information (back).

oju|
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SUMMARY: WHAT HCI CAN LEARN

First, although originating from research in comyaitlinguistics, many image schemas and
their metaphorical extensions are also valid witldinuser interface design context.
Metaphorical extensions can provide design rulaswere unknown until recently. They can
point out the limits of current design principléke the proximity compatibility principle and
provide alternative explanations instead.

Second, as the practicability studies show, imademas enhance insights during a
user-centered design process. They allow the qb#imeri of tasks, mental models,
requirements, and design solutions to be conceivaccommon language. They facilitate the
transfer from requirements to design solutions tpwviling the structure of the prospective
user interface.

Third, analyzing image schemas in user interfacay tead to insights into implicit
design rules and can help make them explicit. Fstance, specific interactions and
dependencies between image schemas emerged ceiagalyses for the ISCAT database.
Among these are

= rules of image schema co-occurrences (blgckageneeds to be followed by
restraint removglattractionis resulting indiversion;

»image schema transformation rules (e.g., up—doweaidily substituted by front—
back relations); and

= typical problems (e.g., user interface elementslikbong to the same task are often
far away from each other without communicatingtiheliation via a link or a
common container image schema).

Fourth, there are a number of metaphorical extesdioat are able to capture the “softer”
aspects of human—computer interaction. Because w@ngptoday are increasingly used as
tools for human—human communication, aspects sactpaial relationships, emotions, and
personality traits need to be expressed through ingerfaces. Metaphorical extensions of
image schemas show how this could be done. Metapksmcial relationships are links,
intimacy is closeness, sinning is diversion fronpath, affection is warmth, desire is
attraction, intelligent is brightor problems are heawypoint to interesting ways on how one
could build user interfaces for intangible domabhsise.

Finally, image schemas have been used for builgiraghical and tangible user interfaces
alike. This shows that they are flexible enouglve¢ouseful also for designing newer forms of
interaction. Indeed, my present research exterelapblication of image schemas towards the
design of haptic force-feedback interaction empigythe group of force image schemas.

CONCLUSION

Cognition certainly is not and will not be the onligcipline contributing to HCI. This review
shows at least two contact points to the other@shaf thought.

One point of contact with ergonomics and humanofacengineering is the concept of
population stereotypes. Population stereotypes ritbesovays in which people, often
subconsciously, expect user interface elementsutetibn. The ergonomics literature,
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however, documents only a few population stereatyhat were derived from user surveys.
With image schema theory, however, the current reuxnolb documented stereotypes can be
increased tenfold with known metaphorical extensidrhis number may even be higher with
further analysis (Hurtienne et al., 2009) inspibgdhe theory.

Another point of contact is with applications oirthwave HCI. Metaphorical extensions
of image schemas provide a way to map the abstemttins of emotion and experience,
which are more important in nonwork user interfadesspatial and physical properties of
user interface elements. In the discussion of Higlity, it has been shown that design with
image schemas can enhance classical measuresdi\efhess, efficiency, and satisfaction,
as well as convey aesthetical attributes (van Rgnepal., 2005). Other studies have shown
that image schemas are easily applied to third-wsee interface paradigms such as tangible
interaction. Indeed, the image schema languagernsrgl enough to be useful in the design
of other user interface styles as well (includimgyséic installations that intentionally violate
common image schema usage).

Finally, this review shows that new theories of edibd cognition, when applied to
HCI, can make cognitive science productive andr@sting again. Cognition can still deliver
theories with concrete predictions on what willuseful in design, methods that can readily
be applied to the design process, and concretgrdesles. As long as cognitive science
develops, and someone in HCI listens, the story goagn.
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Abstract: Embodied embedded cognition (EEC) has gained stujppaognitive science
as well as in human—computer interaction (HCI). EE4D be characterized both by its
action-centeredness as well as its roots in phenofgy. The phenomenological
aspects of EEC could be seen as support for trémddesign emphasizing the user
experience. Meanwhile, usability issues often & approached using traditional
methods based on cognitivist assumptions. In tyEep | argue for a renewed focus on
improving usability from an EEC perspective. | dramainly on a behavior-oriented
interpretation of the theory, the key aspects atiwlare reviewed. A tentative sketch for
an embodied embedded usability proposed, doing justice to the embodied emlzedde
nature of interaction while retaining the goal awloping technology that is easy to use
in everyday practice.

Keywords: embodied embedded cognition; usability; human—caenpateraction.

INTRODUCTION: THE END OF USABILITY?

In cognitive science (Clark, 1997), as well as imiar-computer interaction (HCI; Dourish,
2001), the theoretical framework embodied embedded cognitibas gained influence as a
serious alternative to cognitivism, the traditiof@indation of cognitive science (Fodor, 1983;
Newell & Simon, 1972). Embodied embedded cognifieEC) holds that intelligent behavior
is embodiedn the internal milieu and action possibilitiestoé body, as well asmbeddedn

the structure of the environment. This is oftentsted with the view in which behavior is
seen as the result of an internally constructed plased on a mental representation of the
world (Clark, 1997). Cognitivism has been a fouraafor usability practice in HCI (Newell

& Card, 1985). One might therefore be tempted thebe that an alternative theoretical
paradigm, such as EEC, has serious consequencesdbility as a practice. As it happens,
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major industries have been changing their focus ffasability engineering” to what is called
“user experience design.Consider this quote from a designer’s blog:

User-experience is not like usability—it is aboeglfings. The aim here is to create
happiness. You want people to feel happy beforengland after they have used
your product. ... It is a touchy feeling kind oirt). Why, for instance, does an
Audi S6 give you a much better user-experience th&word Focus? | mean, in
terms of usability they are pretty much the safBaekdal, 2006)

Such talk is in stark contrast with the aims ofditianal usability practice, namely,
improving functionality and ease-of-use (Nielsef93). The user experience trend and the
rise of EEC as a cognitive theory could be seem@spendent developments had it not for
the influential work of Paul Dourish (2001). Dodrigxplains how, based on an embodied
interaction perspective, experience should indeedoime the grounding concept for
interaction design. Yet, a focus on experienae a consequence of adopting the EEC
perspective, is not straightforward. Several tradg can be discerned within the community.
For the purposes of this paper, it is importardigtinguish between two lines of thought. The
first line of thought has its roots in phenomenaad philosophy (Heidegger, 1927/1986;
Merleau-Ponty, 1962; Verbeek, 2005). It rejectsakistence of an objective, external world,
favoring instead the metaphysical priority of expece This is the tradition in which
Dourish (2001) can be positioned. Dourish speaksaiamteraction mainly on the level of
phenomenological reflection. He is concerned wlid éxperiences that emerge in the user’s
mind during interaction with technology. He uses thrmembodimento “capture a sense of
phenomenological presence” (Dourish, 2001, p. 115¢all this the phenomenological
approach to embodied cognition (Dourish, 2001; cf. Merld2qonrty, 1962; Varela,
Thompson, & Rosch, 1991). In contrast, a secora dihthought within EEC builds on the
idea that cognition emerges in action, contingentimect, ongoing interaction between the
brain, body, and local environment. It is a matestigperspective that deals mainly with
subconscious behavioral pattern formation. | chi$ tthe behavior-oriented approacko
embodied cognition, paraphrasing Brooks’ behavesed robotics (Brooks, 1991; Clark,
1997). The behavior-oriented approach is centréieécargument developed in this paper.

In order to get a feel of the difference between tthio approaches, consider the Wigo
(Bruns, Keyson, & Hummels, 2008). The Wigo is ateliactive object vaguely resembling a
pint-size milk bottle (see Figure 1). It is onetlé tangible media that are currently gaining
attention in HCI (Ullmer & Ishii, 2000). Wigo autatically detects patterns in the way you
wiggle and roll it in your hand, and then provideaptic feedback on the basis of these
patterns. If you feel stressed, this will show wuy wiggling and rolling patterns. In turn,
Wigo will start to counter your stressed movemaevith haptic feedback.

Wigo’s designers are foremostly interested in tffective experience that the Wigo
elicits (Miguel Bruns, personal communication, kety 20, 2008). The Wigo is intended to
make one conscious of one’'s own bodily state. Onetrthen consciously decide to take
action in order to reduce stress, for example,abyng a walk in the park or signing up for
yoga. With the focus on eliciting ambodied experienc®/igo’s designers implicitly adhere
to the phenomenological approach to embodimentr Blrategy may be very useful, but it is
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Figure 1. The Wigo: a tangible interactive device respondmganual activity patterns with haptic
feedback. (Image used with permission from Brureyd6n, & Hummels, 2008.)

not the onlypossible design approach that results from takmd@gBC perspective. Instead,
the behavior-orientedpproach offers an important alternative that isdie@cted at creating
experiences at all. Thus, when Dourish writes, “Bdiment does not simply mean physical
manifestation. Rather, it means being groundedhoh @merging out of everyday, mundane
experiencé (Dourish, 2001, p. 125; emphasis added), the \ehariented approach would
replace the wordexperiencewith actions or behavioral patterns The behavior-oriented
approach does not (necessarily) need the concegtpmErience to explain user—technology
interaction’ For example, envision an alternative version ef\figo: the Wigo-Act, which
controls the user’'s stress-levels directly, withtlaeé user even noticing it. The design
objective of Wigo-Act would not be to elicit a usstperience. It would instead be directed at
creating an interactive behavioral coupling, whishturn maintains a desired bodily state.
Such a system in principle could bypass consciapereence, not unlike the workings of a
common pacemaker. But, unlike a pacemaker, Wigowfaild not (necessarily) have to be
positioned inside the body.

In fact, many of today’s common tools elicit comgdale effects, effects that may take
place largely out of our immediate awareness. @ansihe subtle ways in which using
keyboard and monitor instead of pencil and papey aféect writing style, or even the
content of the writing. Here, the user’'s experiedoes little in explaining how the tool
influences her behavior. Likewise, the Wigo-Act slamt have to be an object in the user’s
experience for it to work, just like the blind mantane completely withdraws into the
“experiential background” when it is used normallgf. Merleau-Ponty, 1962). Most
importantly, whatever the specific form a Wigo-Auty take, the quality of the interaction
would be assessed primarily by its functionalityl aase-of-use: Does the product produce
the desired behavioral results without seriousudistnces?

Reconceptualizing Usability from an EEC Perspective
Is usability practice still possible once EEC ha®rb adopted as a theoretical foundation?

This paper argues that accepting EEC as a thealrétaimework does not mean rejecting
usability as a goal. Even today, many of our t¢gstdtware and hardware) continue to create
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serious obstructions in everyday use. Too oftenicdsvdo not work as expected, fail to
provide the functionality needed, cannot be colddobs intended, or will not give useful
feedback. In short, usability is still highly rebevt (Landauer, 1995). In this paper, therefore,
an EEC-based interpretation of usability is explotbat does justice to the embodied,
embedded nature of interaction, while at the samme tetaining the original behavior-
oriented objective of making products easy-to-useractical contexts. In order to develop
this interpretation, | claim the benefit of drawimy the behavior-oriented approach to
embodiment.

Outline of the Paper

The remainder of the paper is organized as folloMe next section discusses some of the
problems of traditional HCI and usability practid@ée section that follows introduces EEC.
Three related lines of research are reviewed: lfa) materialist, behavior-oriented view
(Brooks, 1991; Chiel & Beer, 1997; Clark, 1997)) @istributed cognition (Hutchins, 1995;
Kirsh & Maglio, 1994) and situated cognition (Sucmm 2007); and (c) phenomenology
proper (Dourish, 2001; Heidegger, 1927/1986; MeHBanty, 1962; Varela et al., 1991;
Verbeek, 2005). Next, the consequences of theselamwents for HCI are discussed,
working towards arembodied embedded usabililyhe paper closes with a short discussion
of the possibility of modeling embodied embeddddriamctions.

PROBLEMS IN TRADITIONAL USABILITY PRACTICE

The classic usability practice, grounded in thenmfation-processing view of user cognition,
aims to identify a set of taskkat the usérneeds to carry out while using the technology in
guestion in order to reach goals (Nielsen, 1993so&iated with each task is a set of mental
representations of the aspects of the world relefarcarrying out the task. On the basis of
perceptual input from the world, the user activdkesrelevant mental representation. On the
basis of this representation, the user createsam foir action that specifies which actions
should be carried out and in which order. The dchéhavior itself is conceived as the
“mere” execution of an otherwise internal cognitipeocess (Newell & Simon, 1972).
According to the vision of Newell and Card (1985 success of HCI would depend on how
well one could formally model this human computasibsystem, based on a thoroughly
objective, quantitative measurements of its behalioutput (Newell & Card, 1985).
Although the framework has provided a firm basisddarge tradition of HCI practices, there
are also various shortcomings associated withrimadwork, which | will discuss presently.

Action Precedes Perceptionin most traditional models, perception is sesnaa
process prior to action. That is, action is modelsedhe consequence of the internal
processing of a perceptual input. As Gibson (1%%) others (e.g., Merleau-Ponty,
1962) have shown, perception itself emerges irctimeext of one’s actions. A turn of
my head opens up a new world for me to perceive. rihning speed creates a
correlated optic flow on my retina (Gibson, 1979tandard computer desktops
provide little opportunity for creating such actiquerception couplings (Keller, 2005;
Wensveen, 2005). Instead, action and perceptionotiem explicitly conceptually
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separated, as input to the computer and inputegcuier, respectively, or command
and feedback (Albrechtsen, Andersen, Badker, &iFsgh, 2001; Dourish, 2001).

Knowledge is Not in the Head Furthermore, the purported set of mental
representations and computations that models thk wgaickly grows exponentially
large for even the simplest of tasks, leading jmtoblems of search and relevance:
How to have access to the relevant knowledge atighé time (Haselager, 1997; van
Rooij, 2008)? In contrast, as Don Norman (2002)dasty showed, in many practical
circumstances representations need not be in @ d&®internal models at all. People
make use of all kinds of externally representediadge. This is information that is
not stored in the brain but off-loaded onto theiemment itself: for example, when
one quickly writes down a telephone number on thekbof a matchbox. The
drawback however is that if the environment is actessible (if one should lose the
matchbox), the knowledge is lost (see Norman, 2@0279). | will return to the
embedded nature of knowledge representation whdisduss the framework of
distributed cognition in the next section.

Action is Prior to Planning The plan-like character of the way people cauitasks
has been attacked quite radically by Lucy Suchmém shows that, in practice,
people often use ad hoc, improvisational meansdoh goals. Plans are constraining
forces that emerge out of the real-time interactitself, not preconditions for
behavior (Suchman, 2007). That is, action is ptaror at least in parallel with,
planning. The procedural character of traditionabels, such as in use-case diagrams
(Bittner, Spence, & Jacobson, 2003) or hierarchiaak analysis (HTA; Diaper &
Stanton, 2003), tend to ignore the fact that méshe actual behaviors of users are
messy, improvised, and thoroughly pragmatic. Peapfien use serendipitous
opportunities available in the here-and-now, whiah never be modeled by an HTA
(Suchman, 2007).

Tasks are (Bad) Descriptiong he notion of a task itself is in some way peobétic, as
has been discussed by others as well (e.g., Pr&ct®illiams, 1992). A strong focus
on describing activities in terms of tasks migladeone to believe that these tasks
actually represent some real underlying cause. ddgnitivist model is in part
responsible for this belief, since in its strongkesim it conceives of behavior as the
outcome of internally represented computationat@dares (Newell & Simon, 1972).
Research shows that the actual causes of the elseehavior often do not correspond
to some observer-defined computational procedural gHutchins, 1995; Suchman;
2007; Wakkary & Maestri, 2007). As Randall, Hughees] Shapiro (1991) state,

aspects of work do not come conveniently labelecdisering to one or
another task, and in practice activities will spilit promiscuously into each
other and fan out into an unending successioreofi@hts which relate more
or less vaguely with ramified sets of tasks andasks. (p. 4)

Randall et al. (1991, p. 4) conclude that “designam the basis of these judgments
will in the event prove disruptive rather than soppye of work activity.” If this is
true for work activity, the problematic nature ask analysis might be even stronger
for less constrained activities, such as in the dxanvironment or in the public
domain (cf. Wakkary & Maestri, 2007). Tasks migherefore best be seen as
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observer-dependent, normative descriptions of wisdrs are doing (Blomberg,
Giacomi, Mosher, & Swenton-Wall, 1993).

The Context IssueFollowing a classical modular line of reasoniNgwell and Card
(1985, p. 14) stated, “the human-computer interfaca fact, a psychologically limited
micro-world. Many issues of the wider world ... dot arise.” However, in their
everyday practices, people tend to carve up thédviaio parts that were not foreseen
by the design model. The user who reads the padssfa sticky note attached to the
monitor before manually copying it into a dialogxben a software application
conceives of the physical sticky note and the dligltalog box as an integrated whole,
part of the same interaction (Jacob, Ishii, Pang&r®atten, 2002). Moreover, subtle
contextual elements in the global setting do int faxfluence user activities in
unexpected ways: Context matters (Moran & Dou2§i91; Norman, 2002).

In conclusion, classical usability practices araefoanted with several problems. These
problems pertain to difficulties in separating antirom perception; defining the knowledge
representation, action-plans, and user-tasks; ddceasing how to deal with context effects.
Interestingly, the theory of EEC emphasizes the aetjon and perception are coupled, as
well as how knowledge may be grounded in the l@alironment and the bodies’ local
action possibilities. EEC therefore may hold theéeptal to overcome at least part of the
problems in traditional usabilify.| now turn to a more detailed introduction of this
alternative theoretical framework.

EMBODIED EMBEDDED COGNITION

This section introduces several research traditwitkin the general EEC philosophy. It
highlights those aspects that are of direct impmeato a behavior-oriented reinterpretation
of usability in HCI.

Basic Tenets of EEC

EEC rejects the classic internalist character ajndovism (Clark, 1997; Keijzer, 2001,
Thelen & Smith, 1994). Instead, EEC holds thatliigient behavior is an emergent property
arising out of situated, historically determinedndgnics within a network of interrelated
factors (Kelso, 1995; Skarda & Freeman, 1987; Thé&emith, 1994). This causal network
transcends the brain to include not only the nepratesses but also the musculoskeletal
constraints of the body, homeostatic variance i blody (with strong influence on the
brain’s emotional systems; cf. Damasio, 1994), dadt but not least, the physical and
cultural constraints present in the environmenafk;11997; Hutchins, 1995).

Materialist Embodied Cognition: Inspiration from Ro botics
The materialist version of EEC (Clark, 1997; vankDKerkhofs, van Rooij, & Haselager,

2008; Haselager, van Dijk, & van Rooij, 2008) drawainly from work in robotics (Beer,
2008; Brooks, 1991; Chiel & Beer, 1997). Behaviaséd robots (Brooks, 1991) show how
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intelligent behavior arises from the coupling betwea creature’s body and the physical
constraints of its immediate environment. Theseot®bneed no internal knowledge
representation of the task. In fact, “representatiand models simply get in the way”
(Brooks, 1991, p. 1). Brooks (p. 1) famously prambsnstead to “use the world as its own
model.” Andy Clark (1997) elaborated on this idglaowing how people go about their daily
affairs mostly “on autopilot” (van Dijk et al., 28]) guided by local dynamic couplings.
Clark coined the “007-principle”: An intelligent egt knows “only as much [it] needs to
know in order to get the job done” (Clark, 199746). If the environment provides clues for
action at the right place and time, there is nodnfee costly computations over internal
representations. Likewise, Don Norman (2002) disedghe related conceptlkaiowledge in
the world and how behavior is guided by external constsaiaffordancesand natural
mappings, often in favor ddnowledge in the heg@lorman, 2002).

EEC emphasizes that cognitive action arises ow obntinuous and parallel flow of
input and output between organism and environnigelisp, 1995). It claims that the classic
metaphor of discrete message passing is wrongept@n is not the passing of a message
from the environment to the brain, and action i¢ tiee passing of a message to the
environment (Clancey, 1997). This is an importaahaept for HCI since the standard
metaphor has been precisely that: Users are teliegcomputer what to do and computers
are telling people what state they are in (AbowB&ale, 1991; Newell & Simon, 1972).

Materialist EEC tries to explain intelligebehavior (Clark, 1997), not experience as
such. The ad hoc, embedded, autopilot nature lymigrthe bulk of human behaviors is
emphasized. The brain relies on information beowally available as people interact with
the environment (Beer, 1997). Conscious, deep tmsughould be seen as an additional
control layer upon—and contingent on—more basigasétd body—world dynamics (Brooks,
1991, van Dijk et al., 2008; Haselager, et al.,800n sum, materialist EEC tells us that
much what is usually called intelligent action ntigh fact be based on local couplings
between bodily structure and environmental consisainot unlike the way less complex
organisms operate (cf. Godfrey-Smith, 2002).

Distributed and Situated Cognition: Inspiration fro m Cultural Studies

A separate line of research originates in sociacalt investigations (Hutchins, 1995;
Suchman, 2007; see also Clancey, 1997; Winogradote§, 1986). Suchman’s situated
cognition has explicit phenomenological roots (Dsiuyr 2001). Based on careful analysis of
conversations between users while they collabatiengaged with machines, Suchman
concluded that, in the normal case, our behavimrsat at all caused by internally created
plans for action based on mental models of thedvdrike in Brooks’ robots, in Suchman’s
account of cognition, action in the world is givpriority as an explanatory concept to
planning and internal representation. In the noroaae, through our actions in the world,
plans evolve in an ad hoc, improvised manner. Omg, of course, engage in explicit
planning activities, but these are, according te #ituated cognition approach, the
exceptional cases that require effort and are ynaase not natural to our normal ways of
dealing with the everyday world. As discussed egrlihis may have serious consequences
for the traditional method of task analysis.
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Hutchins’s (1995) distributed cognition is basedettmographic analyses of behavior and
talk aboard a navy ship. Activities such as malkingcation “fix” on a chart are coordinated
achievements adystemsconsisting of the brains and bodies of severapleg as well as the
physical tools used. That is, cognitive processegtributed processes. Hutchins, like Clark
(1997) and Clancey (1997), argues that internalesgmtations should not be assumed when
this is not necessary for explaining behavior. Meex, behavior is often not directed at
carrying out some task directly. Rather, the uskekavior is geared towards providing the
necessargomplement to the autonomous workings of extewowhkt such as charts and tables.
In other words, a user does not have to know h@atdbl works, only how to work the tool.
This is precisely what makes tools handy: One d¢&load part of the cognitive load onto the
environment. Likewise, David Kirsh distinguishedvibeen pragmatic versus epistemic actions
(Kirsh & Maglio, 1994; Neth et al., 2007). Pragnaadrctions directly contribute to achieving a
goal state, whereas epistemic actions reorgangze/tild in such a way that further action will
be less computationally burdening. Taking out a @et paper would be an epistemic action
that makes a hard calculation less difficult, beeawhat one needs to know in order to do a
calculation on paper is less complex than whatr@®els to know in order to do the calculation
in the head (Wilson & Clark, 2008). Again, we seeairespondence to the way Donald
Norman (2002) showed how people not only use, lsot@eate, knowledge in the world, such
as remembering to take something needed outsidethe by putting it near the door so it will
be stumbled over as one is leaving.

Situated and distributed cognition often deal wttle user’'s intentions and (explicit)
thoughts® This is understandable, since conversation arsaligsibased on statements in
natural language made by people about themselveshamir environments. The focus is
therefore somewhat different from the robot-ingpirmodels of behavioral dynamics
discussed earlier; it also does not stress the aleambodiment. Yet, when the question
concerns how intelligent behavior comes about, tiods of research are consistent in their
emphasis on the embeddedness of cognitive processes

Embodied Experience: Inspiration from Phenomenology

While phenomenology is considered to be the pritndopophy of experience, important
lessons nevertheless can be drawn from how usefsemmnology interact behaviorally.
Consider Heidegger's famous example of the carpemt®, involved in his hammering, is
not directed at the hammer but rather at the warkishproducing through the hammer
(Heidegger, 1927/1986, p. 69Yhe hammer is seamlessly integrated into the céepen
activities, and thus is “withdrawn” (Heidegger, Y9P986; see also Dourish, 2001; Dreyfus,
1990; Verbeek, 2005). The product is said to bedyeto-hand” guhanden Heidegger,
1927/1986, p. 69). Another example in this regapdcerns the blind man who reports
sensing the pavement directly with the tip of lase, without explicitly interacting with the
cane itself (Merleau-Ponty, 1962, p. 165). Now, whee cane becomes wet and slippery, the
blind man becomes aware of the grip of his handhencane, turning his focus toward the
cane and not the pavement. Heidegger would staec#me is now “present-at-hand”
(vorhandeix an explicit object to be inspected (Heidegge27U1986, p. 73).Note that
many tools work satisfactory precisely when theyraady-to-hand, managing the interaction
between user and environment in the background.tddidtself is however withdrawn, that
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is, it is not at all present in one’s experiencecontrast, when a product is present-at-hand,
meaning when it comes back into one’s consciousrggs to reflection, it often does so
because of a problem. Fine tools operate much dikeell-mannered butler: discretely,
effectively, and reliably present in the backgroumat not drawing explicit attention.

A related view is that of Varela’'smbodied mindVarela et al., 1991), rooted in the
works of Merleau-Ponty (1962). Varela’s biologigalhspired work is based on the premise
that the main objective of organisms is to mainthiemselves. In this continuous struggle,
the niche that the organism inhabits is not fornmetependently from the creature’s own
behavioral and evolutionary history. Organisms “mak living” based on their sensory
capacities and behavioral repertoire, creatindghatsame time their niche, or what Uexkull
has called ammwelt(Haselager et al., 2008; von Uexkull, 1934; Zierdk&harkey, 2001).
The organism, therefore, enacts not only itself &lgb its world. Selecting an appropriate
action is taking place in an environment with whitle organism already has an intimate
relationship. In line with the distributed cognitidhesis, this means that it is impossible to
draw a strict line between the user and the tecgyol

EMBODIED EMBEDDED USABILITY

In this section, | take the first steps towardscdésg an interpretation of usability that is
based on EEC. This interpretation is nonethelesnt®d toward user behavior, with the
principle objective to improve functionality andseaof-use.

User Cognition

In the EEC view, users generally do not hold indkrepresentations of the task environment,
nor do they plan their actions internally beforee@xing them. From the materialist
perspective, it was determined that autopilot bahrasften comes before deep thought and
the workings of mental representations. Emergehawer depends heavily on the available
knowledge in the world (Clark, 1997; Norman, 200&)any tangible interaction designs
(Hornecker & Buur, 2006; Ullmer & Ishii, 2000) makese of this principle. As an
illustration, consider just one example, the desijna video recorder power outlet by
Djajadiningrat, Wensveen, Frens, and Overbeeke4(2@gure 2 shows how manipulating
the physical form of a power-outlet createsadural mapping(Norman, 2002) between the
user’s actions and the resulting effects on theegysBy turning the knob, the pattern of lines
can be made to either continue smoothly, suggethigelectrical current can flow through,
signaling that the machine is on. Or, the linegratican be broken, which suggests blocking
the flow of electrical current (as if making a darthereby turning the machine off. The
tangible form thus creates an environmentally erdbddepresentation of the electronic state
(power on or off).
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Figure 2. A tangible power-outlet, in the off position (leffeing turned on (middle) and in the on position
(right). (Images from Djajadiningrat, Wensveen,rige& Overbeeke, 2004; used with permission.)

Consider that the meaning of common LED-signalstmaay’s machines has to be
actively learned and remembered, since their visoiah connects purely arbitrarily, not
intrinsically, to the meanings they encode. Ondizes this whenever one is in doubt on
whether the flashing red light of a DVD player mgdhat the system is off, or in stand-by
mode, or perhaps demanding battery charge, or tney arbitrary meaning that the designer
decided upon. The literal form of a red light praseno intrinsic bias towards one or the
other optional meanings. In contrast, as in thegresutlet discussed above, the on/off state
of the machine does not have to be rememberede sins readily available for visual
inspection. Nor is this state transferred fromgistem to the user in the form of an arbitrary
symbolic relation. Instead, using natural, tangibkppings, the state of the machine relies on
intuitive perceptual affordances.

One of the drawbacks of a reliance on embeddedtstruis, of course, that people are
quickly confused or frustrated when this structum®s out not to be present at the right time
and place (Norman, 2002). One challenge for thegdex computational devices is precisely
to overcome that problem, and let computing powed aetwork technology create
environments where information is externally ava#gaprecisely at the locations and times
when it is needed by a user who is operating io@lat mode. Current developments in
mobile and context-aware systems are investigdtirgyproblem (e.g., Steen, van Eijk, de
Koning, & Reitsema, 2009; Streefkerk, van Esch-Bosskers, & Neerincx, 2008).

Interaction

EEC implies that, in our everyday interactionsy¢heeeds to be no explicit message passing
from human to machine and back. People and techmslanteract much more directly, in
analog ways, grounded in the way their bodies aateisituated in the physical environment.
Even cognitive interaction is in many ways very imui&ke dynamically steering a bicycle
(Dreyfus & Dreyfus, 1990). The appropriate metapbarot so much message passing as it is
“structural coupling” (Chiel & Beer, 1997). In thigew, interaction emerges as a self-
organizing process within sets of constraints (Kel995). Hence, designers might be better
off creating such constraints (Norman, 2002), nathan attempting to specify (by means of
procedural models) how the interaction should uhf@everal attempts have been made at
tapping into the low-level body—world couplings modirectly (see e.g., Hummels &
Overbeeke, 2008; Ishii et al., 2004; Underkoffletskii, 1998). The current popularity of the
commercially available Wii controller has given erigo interesting new strategies for
interaction using the whole of the botly.
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What the User Does

People act on improvisation, guided by local, ad dpportunities (Suchman, 2007Pne of
the consequences is that abstract task definititmn:ot necessarily map onto the actual
dynamic structure that determines the user’s behani situ (Suchman, 2007). Users may
temporarily suspend tasks, or even drop certainsgaldogether, if the effort needed for
achieving them turns out to be outweighed by otbererging opportunities for action
(Haselager, 2004). Although a rough descriptioa tdisk may be very useful in defining the
design problem, designers must not forget that tdekcriptions are ad hoc, loose
descriptions, in which both the desired behaviateunnvestigation as well as elements from
the observer-dependent perspective are fused (Elogrdt al., 1993). Users need to be able
to act epistemicallyfKirsh & Maglio, 1994), creating their own enviroemtal “scaffolds”
(Clark, 1997) that in turn serve as useful extesoglport for the unfolding cognitive process.
One intriguing example of this is presented in Rlo¢laller, Gellersen, Gutwin, and
Billinghurst (2008), who developed the means foerasto create for themselves physical
interaction controls on the fly, to be used indiards interface elements for computer
software. Some of these personal buttons might eeiye a purpose for a particular user in a
particular context; they would never have been lbpesl on the basis of generic task
analyses. Yet, such buttons can be highly functiand increase usability, that is, for that
user in that context.

The (Designed) Environment

As discussed earlier, many tools operate best whady-to-hand (Heidegger, 1927/1986).
Whenever, for example, my mobile phone becomeseptes-hand, it is primarily when
some problem occurs or when the thing requires xmpjiat attention in order to determine
how | can get it to do what | want it to do. Thssa case of low usability, where, in Norman’s
terms, thegulf of executior(i.e., the gap between the intention to make sbimgthappen
and knowing what action to take in order to doisdarge (Norman, 2002). Designers do not
always acknowledge the users’ desire for a smawnihdless, ready-to-hand relation with
their surrounding technologies, perhaps becausealdsigners, the product is almost always
present-at-hand: It is, after all, the explicitdscf their attention.

More generally, however, people are not passiveswmers of fixed environments.
Instead, they bring forth a world in which to maint themselves (Varela et al., 1991).
Traditionally, the usability of a device is seenths property of an external object people
need to address. Using a product is like solvimyabolem, and if the problem becomes too
complex, usability is low (Norman, 2002). FollowiNgrela et al. (1991), we can understand
how technology, once it is integrated into one’agtice (i.e., is ready-to-hand), becomes a
genuine part of the usdf we conceive of devices as coming to functioraasextension of
the body (Merleau-Ponty, 1962), usability becomesissue of internal harmonization
between body parts, rather than something thatdrepppetween two systems (i.e., the user
and the device). In ubiquitous computing and antbtechnologies, we see the same
reconceptualization of what we mean by the interfd@ey, Ljungstrand, & Schmidt, 2001).
Here, the interface is both everywhere and nowHheepending on the perspective),
distributed as it is in space and time, and mediatevarious kinds of physical structures in
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the environment that connect to all of the sensooger channels users have at their disposal
(Dey et al., 2001, Weiser, 1994, but see Douriff12p. 200-203).

DISCUSSION

The fact that Don Norman’s (200Zhe Design of Everyday Thirgss still heavily quoted
and used in classrooms throughout the world alrdaityg at the fact that basic usability is
still an issue needing attention, even though Saamt progress towards more user-friendly
systems has been made (Carroll, 1997). As descnibidls paper, the main difficulties stem
from issues concerning the nature of knowledge eseprtation, internal versus external
computation, planning versus improvisation, and rible of context. | have discussed the
potential virtues of the EEC as a promising alteweatheoretical framework for HCI. In this

| closely follow Paul Dourish (2001), who has adstedi a similar move. In contrast to
Dourish, however, the position taken in this pajgetess focused on phenomenological
experience than on the ways in which people behatretheir bodies in the physical world.
With this shift in perspective, | hope to be abbecobnnect the insights from EEC more
directly to the practical issues of usability teli confront interface designers today.

On User Experience

One might argue that usability is simplpart of user experience (Morville, 2008). Indeed, if
the aim is to make people happy (Baekdal, 200@®n thasic usability issues need to be
solved in order to achieve happiness. But a desigmgineer can spend only so much time
on any project, and usability has to compete witmutitude of other important themes
huddling under the eclectic umbrella of user-exg@se design (cf. Sharp, Rogers, & Preece,
2007). Moreover, as the discussions of Heideggesliness-to-hand and EEC’s autopilot
behavior suggest, objects with good usability matyemter the user’s experience at all. When
one wants to design for absorbed, ongoing behdwser-technology couplings, achieving
this or that experience might just not be the ratwesign goal.

All of this should not be seen as a plea againgé®snce design, as such. Still, this paper
distinguishes between on the one hand, the fieldsef-experience design, grounded in a
phenomenology of experience and, on the other,nalnodied usability practice, grounded
primarily in a behavior-based version of EEC. Véianade this distinction because it might
otherwise be assumed all to quickly that once aupis the EEC framework, the only option
left is to start designing for experience, therabgndoning usability as a goal altogether. On
the contrary, an embodied embedded usability anasitangle the various ways in which local
constraints and affordances, history-of-use, episteactions, and ad hoc plan formation
influence the basic autopilot-style behavioral dmgs between users and technology.

On Formal Models
An issue left untouched until now is the questidrwbether (and, if so, how) it would be

possible to formally model embodied interactionsMeen users and technologies. Computer
science has a special relation to formal modelsuss in a way, modeling is what defines
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the field. The possibility of abstract explanatonpdels of the observed behavior has been
one of the main strengths of the information-presges account, also in HCI (Carroll, 1997,
Fodor, 1983; Newell & Card, 1985). Some of the EE€earch described above is actually
sympathetic to an information-processing intergreta albeit one that flexibly reaches out
into the environment (Hollan, Hutchins, & Kirsh,@0) Hutchins, 1995). However, there also
have been various criticisms pertaining to theidiffy of modeling user behavior, precisely
because it is embodied and embedded in nature id&oriBis quote:

Human behaviour ... is complex ... subject to a bromige of influences ...
poorly defined, hard to predict and highly contingge.. As such it is impossible
to capture and represent human social behavioundity by the kinds of
guantitative methods of mainstream HCI. (Procta&liams, 1992, p. 3)

EEC seems at odds with the idea of formal modetsDAurish (2001, p. 189) states,
“Embodiment is about ... the peculiar rather thandhstract ... practice rather than theory,
directness rather than disconnection.” It woulds@edaunting task indeed to create a formal
model of something that seems to be just aboutythiag a model is not (i.e., given that
models are disembodied, abstract, theoretical,odisected). In fact, in behavior-based
robotics, much research is based on physical stron where the robot itses the model
(Brooks, 2002). We can see the same case-basddgsgtrim tangible interaction design
(Djajadiningrat et al., 2004).

Another strategy is to describe the behavioral dyna of the system using the
vocabulary of nonlinear dynamical systems (i.eraator state spaces, control parameters,
order parameters, initial and boundary conditisee Beer, 1997). Analogously, one could
conceive of HCI research in which one does notaefiasks but rather task spaces: systems
of task-related variables in which certain goakdied behaviors are likely to emerge in a
self-organizing way. However, dynamical systems el®@Beer, 2008) are a long way from
being easily applicable to HCI in any practicalse(Neth et al., 2007).

In conclusion, taking embodied interaction serigusheans asking the complex
guestion of how to understand its workings, withtmsing “it” at the same time within a
disembodying transformation. One speculative opi®rwhether a participatory design
process (Schuler & Namioka, 1993), in which usenscfion as active participants in the
design procesS, could provide a loophole by which abstract modate bypassed
altogether. In such a participatory set-up, usé@®signers, and design environments
(prototypes, sketches, mock-ups) interact closely, multiple iterations. The evolving
product is always presented in a tangible formstoae able to interact with it and make
changes on it in an active, embodied way (Buxt@®7). User and technology can thus be
said to coevolve (Carroll, Chin, Rosson, & Neal®0@), a process that, as a design
strategy, would itself be embodied and embeddadjniscent of Varela’$ringing forth
or enacting a world (Varela et al., 1991).

CONCLUSION

Once the design community accepts EEC as a thealrétiundation for HCI, some might
feel that this necessarily entails a design foregigmce. Perhaps this is due to the explicit
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coupling of HCI to a phenomenological interpretatiof EEC, most notably by Dourish
(2001). The result is that user-experience desgyaes able to draw from the recent trends in
embodied theorizing, while those interested in ‘@qotd-fashioned” usability are dependent
on traditional methods and principles. Meanwhilgnwy of today’s interfaces are still not
easy to use, and so improving usability is stitebevant goal. This has nothing to do with
user experience per se. The main claim of thispagbat EEC can be seen as a theory about
behavior and, as such, it has important thingsajyoadout how to conceptualize the behavior
of users that are in the process of forming stmattaouplings with their technological
environments. This, in turn, opens the way to ab@ified embedded usability practice. It is
presently an open question whether it is possibtegven necessary, to formally model
embodied embedded couplings as part of a desigagbrén sum, this paper has presented a
tentative sketch for an embodied embedded usabdidjng justice to embodied practices
without abandoning the original question: How toke#&echnologies functional and easy-to-
use in the everyday world.

ENDNOTES

1. See, for example, IBM’s website (https://www-306iloom/software/ucd/), as well as popular sources on
user experience design (UXD), such as Peter Menfittp://semanticstudios.com/) and Jesse James
Garrett (http://blog.jjg.net/).

2. This paper remains agnostic with respect to thestipue of whether and how conscious experience may
affect ongoing interactions between user and tdolgyo

3. Inthe remainder of this paper, | use the teser, simply because there seems to be no satisfamiteryative.

4. Their radical thesis was attacked by Carroll (1997)

5. Many of these problems are also addressed in gctheory, which grew out of an altogether diffarére.,
Soviet psychology) tradition (Bgdker, 1991). AltlgpuEEC is generally more focused at subpersonal
explanations of cognitive processes and activigpti has a stronger focus on social settings aactipes,
they share many of the conclusions described sdbction (e.g., Badker, 1991).

6. Note that the field also explicitly discusses sbaiad cultural embeddedness, which | leave unaddcem
this paper. See Dourish (2001) and Clancey (19@7@xtensive accounts.

7. Heidegger’s (1927/1986) language is dense andfualtiginal terms he felt he needed to use in otdesay
precisely what he wanted. The original languagandigg the ready-to-hand mode of the hammer showing
up in the skilled carpenter’s activity i9as Hammerns selbst entdeckt die spezifische 'litdrkaiit' des
Hammers. Die Seinsart von Zeug, in der es sichivonselbst her offenbart, nennen wir die Zuhandghhe
(p. 69). Here, the wordeugis translated by Dreyfus (1990) as equipment,a@glaced in contrast to the
kinds of things we usually call objects in our stitic mode of understanding, since the mode ohgeif
equipment can only be understood as an “in ordefaio affordance, as it where; cf. Gibson, 19783t s,
linked to other equipment having a bearing on edhbbr in a referential whole (Dreyfus, 1990). Sames
interacting with the world leads to conflict, whitihen leads to another mode of being called present
hand: ‘Das nachstzuhandene Seinde kann im Besorgen atswendbar, als nicht zugerichtetfiir seine
bestimmte Verwendung angetroffen werden. ... Icheoh Entdecken der Unverwendbarkeit fallt das Zeug
auf. Das Auffallen gibt das zuhandene Zeug in eg@vissen Unzuhandenheit.[after which] Die pure
Vorhandenheit meldet sich am Zeugffeidegger, 1927/1986, p. 73).

8. Several intelligent examples of using the Wii, emgired by Johnny Lee, can be found at
http://www.wiimoteproject.com/

9. For many intriguing examples of what this amouantsteveryday life, see Suri & IDEO (2005)

10. The book was originally published in 1988Tdw Psychology of Everyday Things.

11. In practice it is very difficult to really incorpate end users in the design process. The paemticipatory
designhas been used for various practices in which tiemther more or less actual user involvement
(Steen, 2008).
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Abstract: External cognition concerns knowledge that is erdbddn our everyday lives
and environment. One type of knowledge is memoraxgllections of events that
occurred in the past. So how do we remember them® Way this can be done is
through cuing and reconstructing. These cues caimtsgnal, in our minds, or in our
everyday environment. In this paper we look at nmigncoes in our environment by
comparing the effect of cue modality (odor, phyisactfact, photo, sound, and video) on
the number of memory details people had from a ueiqne-day real-life event.
Contrary to expectation, the no-cue condition (ffe&, only a question asking the
participants to write down their memories) created average significantly more
memory-details than the cued conditions.

Keywords: external cognition, memory cuing, autobiographicaémory, augmented
memory system.

INTRODUCTION

AutotopographyGonzalez, 1995) studies personal collectionshgtigal artifacts that serve as
a memory landscape to the owner. These artifaatd) as photos, souvenirs, furniture, or
jewelry, physically shape an autobiography bec#use link to memories that are important to
the owner. Since those memories are importanteatimer, the artifacts that link to them are
also important; however, this link of significaniseoften imperceptible and unknown to other
people. A collection of artifacts, its arrangemgich as a home altar), and its location (stored
in the attic or placed in the middle of the livirgpm) represent a part of the owner’'s memory,
history, and thus identity (Cohen, 1996). At thenedime, these artifacts might represent desire,
identification, and social relations, and therefestablish a form of self-representation.

A concept related to autotopography is called iisted cognition (Hollan, Hutchins, &
Kirsh, 2000; Hutchins, 1995; Perry, 2003; Roge@97), which also studies the interaction
between the physical world and human cognitive ggees Distributed cognition(Dcog)
represents a system of activity that includes elbwvant components of an activity, such as
the people, the interaction between people, theaneskd, and the environment within which

© 2009 Elise van den Hoven & Berry Eggamd the Agora Center, University of Jyvaskyla
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the activity takes place, including tools and adif. Dcog is a new and not yet well-defined
framework for understanding human activity thatsardrom the idea that cognition is not
limited to within the heads of people (internal Bihign), but can also be brought into the real
world (external cognition) of physical artifactsdatheir surroundingsExternal cognition
was first coined in the context of graphical repreaations by Scaife and Rogers (1996) and,
in a broader view, serves three functions (PreBogers, & Sharp, 2002): (a) to simplify
cognitive effort by using tools to compute for thdividual, (b) to annotate and use cognitive
tracing, such as writing shopping lists to suppgernembering or reshuffling the playing
cards in your hand to see new game opportunitied, (&) to reduce memory load, for
example, by using reminders or memory cues. Hataal. (2000) distinguish three types of
distribution of cognitive processes: (a) distriltitever members of a social group, (b)
distributed over time, where earlier events infieeenlater ones, and (c) involving
coordination between internal and external (matfenaironmental) structures. One aspect of
the latter type is the way external artifacts carubed to cue internal memory reconstruction,
which is the focus of this paper.

Most of the Dcog research to date has been appbedollaborative and work
environments. Therefore, a challenge for this fisldo take the research outside the office
into, for example, the home. In-home recollectwwdich also involves cognition, people and
physical artifacts, is the foundation of the expent in this paper on the effect of different
memory cues on memory recollections.

The autotopography and Dcog frameworks show that sff&cialists or interaction
designers cannot focus simply on the interactionaaid: all related fields of the design-to-
be must be studied. Therefore, when we had theropputy to design a system that would
support everyday recollecting, we started with amdm specialization into
(autobiographical) memory by extensively researghthe literature, terminology, and
practices to pinpoint the key traditions within theld (Hoven & Eggen, 2005a; Hoven,
Eggen, & Wessel, 2003). One of many things we kedifnom the field of autobiographical
memory is that physical artifacts cannot “contaim&mories but can serve as memory cues
(for more information, see Hoven & Eggen, 2008),ickhis one means to retrieve
memories. A cue (or trigger) is a stimulus that tahp someone to retrieve information
from long-term memory, but only if this cue is reld to the to-be-retrieved memory.
Anything and any type of information (spoken wocojor, action, or person) could be a
cue, as long as there is a link between the cudlantb-be-remembered event. Therefore,
in this paper we look at what type of available ragdpecifically, photos, videos, sounds,
smells, or physical artifacts, is most effectivecaning memories. Because our research
background is in interaction design, we found itviobs that this should be tested in
context. So-called real-life studies are not asaightforward as is typical in the
autobiographical memory field, where memory is @dsimainly with students under lab
conditions. The following experiment, with accompiay literature overview and method
development, will show that cognition definitelyddnot end as a source of information for
interaction design, because we used and studiedonyamorder to inform the design of an
interactive system (see Hoven & Eggen, 2008, foo\aarview of autobiographical memory
theory resulting in design recommendations).
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MEMORY CUING EXPERIMENT

Many people will recognize how browsing through tack of old photos or revisiting
childhood places brings back memories that may matebeen thought of for many years.
Indeed, a meta-analysis of the literature on cdrdependent memory by Smith and Vela
(2001) shows that, on average, reinstating a comias a beneficial effect on memory. This
phenomenon is usually described in terms of theo@ding-specificity principle (Tulving,
1983), which states that the probability of recatireases to the extent that environmental
cues match the information that is stored in mem&uych a memory-enhancing cue may
contain “item, associative, and/or contextual infation that is encoded in the memory
trace” (Smith & Vela, 2001, p. 206), and the pracekrecollection triggered by such cues is
typically experienced as relatively involuntary aadtomatic (i.e., associative retrieval,
Moscovitch, 1995; Schacter, 1996; or direct realeConway & Pleydell-Pearce, 2000).

Many previous studies on context dependency retadcollege student samples,
employing non-word letter combinations in laborgtseettings (e.g., Chu & Downes, 2002;
Rubin, Groth, & Goldsmith, 1984; Vaidya & GabrieBp00). The question rises whether
such results may be generalized towards everydeglleetion. Only a limited number of
studies examined the effect of real-life cues otolEiographical memory. In an influential
case study, Wagenaar (1986) used only text asHeikept a diary of remarkable events
happening each day over 6 years. More specificillggenaar recorded for each event what
happened, where, when it happened, and who wasnirésater he tested which category of
information was most efficient in cuing the completet of information. He found that the
“what” information was most helpful in retrievindné other categories, especially when
followed by “when” information. However, the presation of “when” information alone
appeared quite useless.

Burt, Mitchell, Raggatt, Jones, and Cowan (1995heai at extending Wagenaar’'s
findings by employing photographs as cues. Thegshobntained various combinations of
what, where, and who information (activity, locaticand participants, respectively). The
authors concluded that the uniqueness of a cuendeted, at least partly, its efficiency for
retrieval (in terms of recall delays). Activity aieendered the shortest and participant cues
elicited the longest recall delays. Taken togetpegsenting people with information about
what happened benefits memory recall better thgrotver information.

Another particularly effective cue for facilitatinglirect retrieval is odor. The
phenomenon that odors quickly bring back memore&s leen dubbed Proustian memory
(see, e.g., Chu & Downes, 2002), following noveNséarcel Proust’s description of how
smelling a Madeleine biscuit dipped in tea resultethe sudden emergence of a powerful
childhood memory. This Proustian phenomenon hasdosupport in several laboratory
studies (see Chu & Downes, 2002, for a short oeryiLikewise, odors seem to facilitate
autobiographical memory in a number of differentysvaRubin et al. (1984) presented
participants with an odor, a verbal label, or atpgmph corresponding to 16 common
artifacts (e.g., baby powder, banana, peanuts,eepfbind cigarettes). After the cue
presentation, participants had to describe the methat it evoked and rate various qualities
of that memory (e.g., vividness, emotionality, aetlearsal, the latter representing thoughts
recalled or spoken of in the past). Although mee®brought about by different cues were
similar in terms of vividness and emotionality, o@woked memories were less rehearsed
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than memories cued by verbal labels and photos.nhore recent cross-modality cuing study,
Herz and Schooler (2002) found that odor-cued aog¢paphical memories were rated as
more emotional than memories triggered by visual eerbal label cues. In addition, odor
tended to make participants feel more “brought baokthe original event. Thus, these
results suggest that odor-evoked memories diftenfmemories triggered by other cues with
respect to subjective qualities (i.e., sense ofirg).

Rationale for the Experiment

Various studies have investigated augmented memsysiems (e.g., BalabandéyiChu, &
Wolff, 2000; Frohlich & Murphy, 2000; Glos & Caskel997; Piernot, Felciano, Stancel,
Marsh, & Yvon, 1995; Shen, Lesh, & Vernier, 2008\&ns, Abowd, Truong, & Vollmer,
2003), but the majority focused on “recording” meies (e.g., Bush, 1945; Clarkson, Mase,
& Pentland, 2001; Fleck et al., 2002; Gemmell, Belleder, Drucker, & Wong, 2002; Ikei,
Hirose, Hirota, & Hirose, 2003; Lamming & Flynn,94) rather than on “retrieving.” Some
studies focused on “searching” and “finding” preasgty recorded information (e.g., Starner
et al., 1997), which is not the same as retrievimgmories. No interaction design study
known by the authors focused on personal memorievet or reconstruction (although work
by Schitte, 1998, and Harman, 2001, is relatede dgnmeans of cuing. Therefore, this is
the focus of the experiment presented in this paper

In addition to odor, photo, and artifact cue typ&s,included audio and video cues. The
reason behind this decision originates from theigtigal context in which this research took
place. This study was part of a larger researcfeprd¢Hoven, 2004; Hoven & Eggen, 2003)
aiming at designing a future augmented memory sy$t® in-home use through which a
user can support his or her personal recollectimegss, that is, to help remembering past
events. The cues employed in the present papeexected to be available to users for
recording and playing back from such a device ia tlear future. In addition, these
modalities represent all the categories of meda llave been addressed in prior augmented
memory systems (Hoven & Eggen, 2008), and we hheevis that these physical artifacts
can be denoted as souvenirs, where the womenirmeans to remember (Hoven & Eggen,
2005b). As far as we know, there are no studies dhad autobiographical memory with
audio or video. Our interest in which cue type gatesl the most memories or memory
details, and therefore was most suitable to impignmie an augmented memory system,
resulted in the following research question: Wisathie effectiveness of the following five
media types (artifact, picture, odor, sound, am#®) on cuing 1-month old recollections of a
real-life event?

Real Experiences and Memories

Obviously, the content of the memories that aneenatd spontaneously in response to cues is
not comparable between participants. A solutiorthie problem, suggested by Chu and
Downes (2002), is to arrange a series of natui@lat real-life events for participants to
experience. There are a number of studies that iee@mmemory for standardized
naturalistic events. To begin with, Hudson and Biv(1991) joined kindergarten children on
a 2-hour class field trip to a museum of archaeplddne children engaged in tasks such as
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digging for artifacts with archaeological tools améking clay models of the artifacts they
found. Their memory was tested on the same dayeoivieek, 6 weeks later, 1 year later, and
6 years later. After 6 weeks children had a goee frecall of the event (i.e., to the posed
guestion, “What happened when we went to the Jewisheum?”), but after 1 year, the
children did not. However, when they were presemigl photographs of their trip, 87% of
the children retrieved a considerable number oftemh@l details that could not be seen in the
photos, even after 6 years. Pipe and Wilson (18838 a somewhat different approach and
studied autobiographical memories of pairs of ¢kildwho took part in a magician’s act.
One of the children had to observe (observer natd)e the other child was taught to be the
magician’s assistant (participant role). Ten daypsl 40 weeks later, the children were
interviewed. The results show that action andautifecall were facilitated by the presence
of relevant cues (i.e., items relating to the magaks, e.g., a magic wand and magic gloves)
but not by contextual cues (i.e., the same roomitezns such as pink curtains and the
magician’s hat). In a second study following a simdesign, Gee and Pipe (1995) found that
children in the participant role (participants), avivere interviewed using artifacts, recalled
more correct information than the participants withartifacts and the observers in any of
the two conditions. Interestingly, the authors repbat “objects did not simply encourage
children to repeat more correct information in freeall; rather, objects prompted children to
report information that had not previously beerorégd” (p. 751).

Finally, Aggleton and Waskett (1999) studied aduitemory of a visit to a specific
Viking-museum that included a fixed tour throughvesal scenes with distinctive odors
(burnt wood, apples, rubbish acrid, beef, fish ragrkope/tar, and earthy). On average 6
years later, the participants filled in questiomesiabout the various displays in the museum
tour, regarding, for example, types of clothing @wlelry worn by the Vikings. Compared to
a baseline no-odor condition, the presence of thginal museum odors during testing
rendered more correct information than the presefhogher odors that had not been present
during the original tour. Thus, in addition to evruk qualitatively different autobiographical
memories (i.e., judgments of emotionality or seviseeliving; Herz & Schooler, 2002), odors
seem to improve the recall of details of real-#feents.

All in all, reminiscent of results of laboratoryudies on context-dependent memory,
studies on the effectiveness of retrieval cues otokaographical memory suggest that
offering reminders of the encoding context, such aafacts, photographs, or smells,
facilitates recall. However, the question risescaghat type of retrieval cue is most effective
in terms of eliciting the most detailed recolleatioThe aim of the present study was to
directly compare the detail of autobiographical roees triggered by retrieval cues of
different modalities, specifically odors, physieatifacts, photos, audio, and video.

Because our interest was in the effect of diffecemg types on autobiographical memory
detail (i.e., the event memory was defined as oamaony, the differences in cue types could
only be found in the details of this memory), werided a method to quantify the number of
generated memory units based on the model of ag@phical memory proposed by Conway
& Pleydell-Pearce (2000). They specified three désvels of autobiographical knowledge,
namely (a) life-time periods, usually spanning gedb) general events, taking place over
several days up to months and, (c) event-speciimMedge (ESK), where the event lasts
seconds, minutes, or at most hours. Since the rgreigdy asked the participants to recall a
unigue one-day event, the analysis of their writtecounts specifically focused on ESKs.
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In sum, the present study aimed at comparing tiectebf different cue types on
autobiographical recall of a real-life situationorRhat purpose, participants engaged in
standardized activities during a visit to a histtrgmed park. One month later, their recall of
those activities was tested, employing a photogragHhact, odor, audio, or video cue.

Experiment Method
Participants

Participants were 34 employees or students at lilgo$ Research Laboratories Eindhoven
or the Eindhoven University of Technology. They pmsded to e-mail and company
newsletter announcements inviting people to takeipan outing to a historical theme park
(Archeon; see below). In order to approach a trag aut, participants were instructed to
bring at least one person of the other genderr{aog¢ssarily their spouse), resulting in a total
of 69 participants. One participant dropped oubiptio a final testing session (due to
insufficient knowledge of the Dutch language, whweas a requirement for the participants
since the study was conducted in Dutch) resultmg iotal of 59 participants (28 men, 31
women) in the cue—no cue conditions and 9 partitgan the control group (no cue—no cue
condition), to check for order effects solely. Usdendicated otherwise, the data in this paper
are from the 59 participants in the cue-no cue tmms. None of the 69 participants had
visited the Archeon theme park before.

Apparatus

The devices used during the test session (see p&leve (a) Sennheiser HD 500 “fusion”
headphones, (b) Philips AX 1001 portable CD-playarsl (c) Philips NO. 21PV715/39, 21-
inch BlackLine color TV-VCR combinations. The desscwere provided for each participant
individually in the appropriate cue conditions (sdwand video cues).

Materials

Free recall was tested by means of two questioesiagach containing two questions. Each
guestionnaire asked for a complete and detailedriggion of the event “making felt” or
“making a fibula,” activities that all participantngaged in during their visit to Archeon.
Participants were encouraged to write down anythimg came to mind related to the
particular event and to use as much paper as sgfjuithout a time limitation. The second
guestion asked for other memories that were netty related to the initial question but that
came up while answering the first question (assiocig). All participants had to complete
both questionnaires, one for each activity and witk cue, the other one without. Activity
and cue choice were counterbalanced across partisipA control group of participants £

9) formed the no cue—no cue situation.

Five types of cues were used to aid recall forcibredition groups. Two variants of each
cue type were used, each referring to one of tlestandardized events (making felt or a
fibula). Cues were (a) the felt bracelet or theiemedesign copper-wire safety pin (fibula)
handcrafted by the participants themselves duliegevent (artifact cues); (b) a 10 x 15 cm
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color photo of one of the two activities, showinige tactivity, the location, and the
participants (photo cues); (c) vanilla incense laressoap water in small jars with punctured
lids (odor cues); (d) a 20-second audio clip frommex event containing voices, activity-
related sounds, and background noise, presentedgina CD-player and headphones (sound
cues), and (e) a 20-second color video clip frotinegiactivity (also showing the activity, the
location, and the participants), presented throaighvV, VCR and headphones (video cues).
The cues were specific for each tour group, meathiagthe artifact, photo, audio, or video
used as cues during the questionnaire phase wereetult of that participant’'s group
experience during the Archeon tour phase.

Procedure

The study consisted of two phases. The first pl{aseheon visit) consisted of a trip to
Archeon' a history-themed park in the Netherlands. Theitctural styles of the park’s areas
reflect various periods from the past (i.e., prieiis Roman period, and the Middle Ages), thus
creating a unique setting. The Archeon visit todkce while the park was closed to other
visitors. Throughout the day, every participantktgart in five handcrafting activities, each
lasting 20 minutes, at five different locations axgblained by Archeon employees in historical
costumes. The activities were (a) making a fibylaubing a hammer, a pair of nippers, and a
piece of wood, while the room was smelling of vanihcense; (b) making felt by turning
washed sheep’s wool into felt while using olivescand knotting a felt bracelet; (c) making a
candle by heating a wax plate between one’s haallisg it up with a taper in the center, and
finishing the edges; (d) making a rope with a seoiol in which three thin ropes were twisted
into one stronger rope, and (e) writing in callgmg, using a feather and ink to write in a
special ancient typeface, with excess ink remowa sand.

The participants were divided into small groups1@f people, who participated in the
activities in the fixed order described above,altih each group started with a different activity.
Two experimenters accompanied each group in ocdeideotape and take photographs of the
activities, which would later be used as cues. &t énd of the day, the experiment leader
collected the handcrafted artifacts and explaireedhé participants that they would get the
artifacts back after filling in questionnaires fatBuring the first phase, the memory-oriented
character of the authors’ research objectives whsentioned to the participants.

The second phase of the study (test session) tethss completing two questionnaires.
Each questionnaire asked for recall of one of ttemdardized activities (“making a fibula”
and “making felt”), selected after pilot testing thie activities and the questionnaires with
two pilot participants at Archeon. Each participaainpleted a questionnaire for one of these
activities in the presence of one of five recakksyartifact; picture; odor; sound; video) of
the corresponding situation (cue condition). Thesgonnaire for the other activity was
completed in the absence of any recall cues (nczoodition).

To approach a real-life situation, the participantsre tested in the living room of
HomelLab, a controlled laboratory environment clpselsembling a three-bedroom house,
located on the premises of the Philips Researcloraaries in Eindhoven. The participants
were tested with the same cue condition in smaugs (a maximum of five participants).
Participants sat at a large living room table, &elhpoy means of wooden panels and
headphones such that they could not see each atlparceive any cues from the others. In
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the conditions involving audio, the participantsrevéold to wear the headphones at all times
and keep the volume level fixed, in order to prévidlem from hearing other participants’
cues. At the end of the session, participants webgiefed and received the artifacts that they
had handcrafted during their Archeon visit.

DATA CODING AND ANALYSIS

Comparing written accounts from different peopleatiing their unigue memories is not an
easy task: Even if people participate in the sawente they can write about completely
different topics or issues, depending on what tleeyember at that point in time. Comparing
accounts quantitatively over different events ierewore complicated. Still, developing a
guantitative method for the analysis of written @eaas is important for research on
autobiographical memory, since it makes it possibleompare recollections from different
people in different experimental conditions.

Most studies conducted to compare recollectionsnfifferent people or different
conditions focus on the validity of the memories, ihistance, by asking questions about facts
and checking whether the answers are “right” orolg” (e.g., Aggleton & Waskett, 1999;
Gee & Pipe, 1995; Wagenaar, 1986). Other studiessfon aspects other than the content of
the memories, for instance, the vividness or ematity of the recollection (e.g., Herz &
Schooler, 2002; Rubin et al., 1984).

For this paper, we explored six existing methoddlie analysis of free recall accounts.
They will be described in order of increasing coexgly. The first coding procedure for
autobiographical memory-cued recall is described Glyu and Downes (2002). They
transcribed spoken responses and used single sesatan the unit of analysis. If sentences
were long, they were split up into smaller unitfiew appropriate. Chu and Downes used a
double-cuing methodology, which means that twiae flarticipant was asked for free recall
of a specific event, where the first time no cues\peesent and the second time a cue was
present; Chu and Downes chose an odor. Later,iftefree-recall accounts were used as a
measure for verbosity, and for the second accdahmetsentences were scored on the content
being either old, meaning it was mentioned beforezew. The focus of this method was on a
guantitative measure of the number of new sentepoasuced in 3 minutes of free-recall
speech after the second cue, while checking thdityabf the utterances.

The second method categorizes remarks. Pipe arsbh\{iL994) asked children to freely
recall a specific activity in which they had pariEted. After transcribing the interviews the
statements were first checked for validity andrlatantent-wise coded for “valid” categories,
such as people, actions, artifacts, the conteitte@gtvent, the accident (part of the activity the
children took part in), and “error” categories, tthg distortions (based on actions that did
occur but were changed), intrusions (based onratilmat did not occur) and artifact errors.
The same method was used by Murachver, Pipe, Go@wans, and Fivush (1996) but with
two additions: First, they added the category “gelwations,” which was used when one
utterance contained several actions or artifactd, second, they checked whether the order
of the utterances corresponded to the originalravflthe activity’s events.

A more precise method, by Hudson and Fivush (19€dntained one additional coding
rule compared to the previous two examples. Thait istarted with the basic coding unit,
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which they called a “proposition.” A proposition svaefined as a statement containing an
argument and a predicate. After the propositionsewedentified in the transcribed speech
accounts, they were analyzed based on the coritbat:valid” propositions were coded as
either an act (action), description (of the envin@mt), or elaboration (repetitions including
supplementary information), and the “error” propiosis as intrusions (based on actions that
did not occur). Meanwhile, the free-recall accaomethod by Brown and Kulik (1977) was the
only method that involved participant-written fresall accounts and did not involve checking
for validity. Brown and Kulik studied personal skecand flashbulb memories—vivid and
detailed memories of dramatic world events, sudh@®/11 attacks—asking their participants
to write down their free-recall accounts. They gpedl the stories by counting the total number
of words as an objective measure on elaborationbgnobding the content into the following
categories: place, ongoing event, informant, atb@cbthers, own affect, and aftermath.

Finally, Poole and White (1993) used syntactic 21(8U) in their method for analyzing
narrative responses. They defined an SU as theswbat describe either an actor (he), an
action (took), a direct object (a pen), physicaits (he is tall), qualifiers (he is not very tall)
prepositional phrases (in the chair), temporalrimiation (then), or they used quotes from the
encoding event, where each of those categoriesuisted as a single unit. In addition to the
category, the words were also marked as accumaecurate, or uncertain. The interrater
agreements for these three judgment categories&48te 81% and 87%, respectively.

The method described in our analysis, however, e@asloped to compare different
free-recall accounts quantitatively, and therefdicenot check any of the recall accounts for
validity, thus making the error and generalizatzategories by Pipe and Wilson (1994),
Murachver et al. (1996), and Hudson and Fivush I1%perfluous. The content of the
accounts was checked for the following categoresions, objects, and context, as well as
perceptions and reflections. The latter two typesewncluded because, together, those five
categories were assumed to cover the majority tefrarices. Location was not used as a
coding category because in this cuing study, locatvas part of the primary recall cue
(“making felt at Archeon” or “making a fibula at é&fteon”). The objective measure from
Brown and Kulik (1977), which counts the total nwenlof words per free recall, was
incorporated in our method to have an objective suea of elaboration but, since this is
rather straightforward, it will not be elaboratedthis paper. In addition, our method drew on
only the detail-level component of Poole and WAKitef993) SU method, although it is not
based on content but rather on grammar. Our apiproden, makes it possible to
guantitatively compare free-recall accounts ofedight events.

Analysis Method

The objective of this study was to determine thituence of cues on recall of personal
recollections in a social setting; therefore theddy of the recollections was not of interest.
It is possible that a person recalling memories camsciously or unconsciously alter the
truth but that is his/her responsibility. Because method was intended to be objective and
guantitative, it was decided not to interpret tbatents of the written accounts but rather use
a method based on grammar. In this specific sanathe texts were in Dutch and thus the
method implemented Dutch grammar, but it is belietraat the structure and background of
the method would also hold for other languages.tidd@ants’ accounts were made
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anonymous and scored by two independent raters,wehe trained for about 10 hours each
on pilot experiment accounts.

With the intention to be able to quantify memorégectively in free-recall accounts, the
specificity theory of Conway and Pleydell-Pearc@0@ was applied. This theory describes
three hierarchical levels in autobiographical mgmoamely: (a) lifetime periods, spanning
years of one’s life, (b) general events, which remer a time span of days or months, and
(c) event-specific knowledge (ESK), lasting secoodat most hours. ESKs are the details in
recollections, the lowest level of specificity, amious suitable for counting free-recall
accounts of a one-day unique event. We decided akenESKs the starting point of the
method, which consisted of three phases. Theghase concerned identifying an ESK, the
second phase involved counting the details withm identified ESK, and the third phase
categorized the general content of the ESK. Eachesee of the written accounts was
analyzed according to the three phases.

The first phase of the method involved reading sbatence and checking whether it
contained a description of a memory. If a sentefeseribed something other than a memaory,
it was not an ESK and was removed from furtheryammsl For example, the statement “I am
not so sure about that” refers to the previouseswmat, but is no actual recollection. However,
if the meaning of the statement was in doubt, #rgesce was counted. The same held for
repetitions: If two sentences were exactly the same following each other, one of them
was not counted. In the material evaluated, repesitdid not occur, and non-memory
remarks were made in only a small number of cas#&n a sentence contained a description
of a memory, the method was implemented by identgfythe ESK as the finite verb
(persoonsvornin Dutch), the accompanying subjech@erwerp and direct or indirect object
(ljdend/oorzakelijk voorwerpr belanghebbend voorwerpThis means that, in most cases,
one ESK was represented by one sentence, altharghtisnes two sentences formed one
ESK or one sentence formed two ESKs, dependinchemumber of finite verbs. Often a
sentence with more than one ESK was easily recedrtiy conjunctionsvpegwoordeh In
the texts, ESKs were notated with square brackets [ ]), making it possible to check the
analyzed texts afterwards.

Since one ESK can contain many more details thasthan but is counted as one
memory unit, it was decided to score each ESK ennihmber of ESK details. This was
implemented in the second phase by counting thebeuraf information-providing words.
To facilitate this process, we developed a custamdendocument containing a list of word-
counting instructions and examples for diverse wad sentence structures. This document
was given to the raters as a work of referenceéHerESK-detail counting rules. We do not
claim that this list is exhaustive nor in accordhwlinguistics standards; nevertheless, it was
complete enough for the method described in thiepa

In short, this is the articulated process for conESK detailé that we applied in our
study. The finite verb (even if it was implied, whirarely occurred) and subject were always
counted as one detail each. Articles were neventeoduand most other words were counted
as one detail. There were some exceptions for ¢neaining words, though. In Dutch,
compound, reflexive, progressive, and perfectivdbsyecan consist of two words but were
counted as one detail. Inchoative verbs can corftain words and were counted as two.
Modal verbs were counted, whereas auxiliary verbsewiot. Since diminutives, created by
adding a few letters to the end of a noun, arenofteed in Dutch spoken language, and
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therefore also in the accounts, they were not @ilias extra details. In order for the method
to be clear and not too complicated, it was decitiedl both coordinating and subordinating
conjunctions were not counted. Relative pronounsewmt counted when they referred to
words in the same sentence (without adding infaonat On the other hand, when they
referred to the previous sentence (which does aftatnnation), they were counted as one
detail. Demonstrative adjectives and demonstrgpnaouns were counted. Adverbs were
counted as one detail and prenominal adverbs (pmrecof several adverbs in Dutch) were
counted as two details. Adjectives and nouns wetelly counted as one detail unless the
word was a junction of two information-adding wottat could also be used as two separate
words; these were counted as two details. The feaegory contained a number of
expressions that could be replaced by one wordlzer@fore had to be counted as one. The
notation for the ESK details concerned cumulatiuenbers between angle brackets behind
the word counted. For example, “[I <1> used <2>0&h<3> hammer <4>.]” consists of 1
ESK and 4 ESK details.

In the third phase of the method, each ESK hacetadtegorized. The rationale for this
step was to check for effects of cues on the gérmuatent of recollections, without
interpreting the accounts or the validity. Basedsoggestions by Martin Conway (personal
communication, spring 2003), the following typegevdesignated as useful descriptors of ESK
information: (a) perceptual information, describithg senses, such as, “There was a strange
smell in the room” (perception-specific knowled§§K); (b) reflection, opinion, or emotion-
related information, such as “l was thinking to elfis.” (reflection-specific knowledge, RSK);
(c) state information on the situation or the eowiment, such as “The room looked ancient”
(state-specific knowledge; SSK); (d) action infotima, such as “He bent the copper wire”
(action-specific knowledge; ASK), and (e) objedommation, such as “The fibula consists of
two parts” (object-specific knowledge; OSK). Howewwo further issues complicated the
outright application of these descriptors: Firsthe ESKs could contain more than one ESK
type, and, second, the OSK was an exceptional inaes study (i.e., the foundation for the
memory accounts was based on the activities of mydkit or a fibula, thus biasing this type of
ESK). To address these concerns, a hierarchicat ards determined. Based on the analysis of
the pilot test, we found that some ESKs were maeatidess frequently than others (e.g., the
PSK was anticipated to be mentioned less often tieriRSK). And, to prevent an OSK bias
from influencing the results for the other knowledgpes, the hierarchy was ordered based on
an assumed increasing frequency, in which thegditst checked for a PSK, presumable the
type with the lowest probability. If this ESK typeas not found, the raters then checked for an
RSK, then an SSK, followed by an ASK, and finally &an OSK. For the notation during the
free-recall analysis, the identified knowledge typeere written on the accounts above the
corresponding ESK. In Table 1, a part of one ofdbded accounts is shown as an example.

Results of the Analysis Method

In order to calculate the interrater reliabilityr feach of the three phases of the method, the
two raters assessed all free-recall accounts frbim s$tudy. For an overview on the
descriptive statistics of an average account, sddeT2. This table shows that an average
account contained 164 words, 18.5 ESKs, and 123K #etails. These 18.5 ESKs can be
subdivided into 0.5 PSKs, 1.6 RSKs, 3.9 SSKs, ABKs and 1.2 OSKs.
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Table 1. Example of Notations and Scoring for Event-Sped{imowledge.

Original Dutch TraIsel);tte d Notation Style in the Original Scores
Account . . Account
into English
In het gebouwtje We walked to [In <1> het gebouwtje <2> liepen | ESK =2
liepen we door naar the back of the | <3> we <4> door <5> naar <6> .
achteren, waar we in | building, where | achteren <7>], [waar we <1>in ESK-details =
een nogal rokerige en | we came in <2> een nogal <3> rokerige <4> (7+10) 17
warme ruimte quite asmoky | en warme <5> ruimte <6> ESK-types = 2
kwamen met een and warm room | kwamen <7> met <8> een open ASKs
open haard. with a fireplace. | <9> haard <10>].
words = 22

Note: An example of coded text, according to thehwe described in this paper (Column 1). In Coluznn
the Dutch text is translated into English, in Cofughthe notation style is shown, and in the lagiron the
total number of ESKs, ESK details, ESK types, andds counted in the text are given.

Interrater reliability was high for both the numbef ESKs (Intraclass Correlation
Coefficient,ICC = .97) and the number of ESK detaill€C = .99). Overall, ASKs were the
most frequently identified ESK type in the freelcatcounts. More information on this
coding method is provided in Hoven (2004).

Table 2. Summary of Interrater Reliability.

Averag_e number Interrater reliability
n (min, max)
words 164 (22, 455) N.A.
ESKs 18.5 (3, 50) 0.97
ESK details 127.1 (18, 340) 0.99
PSK 0.5 (0, 4) 0.78
RSK 1.6 (0, 9.5) 0.84
SSK 3.9 (0, 14.5) 0.76
ASK 11.3 (0, 28.5) 0.90
OSK 1.2 (0, 5.5) 0.49

Note: The average numbers per account (Column@)jra@rrater reliability
(Column 3) of ESKs (Row 2), the number of ESK dstéiRow 3), the
numbers for each SK type (Rows 4-8), and the numbeords (Row 1).
The numbers between parentheses (in Column 2) gf@wminimum and
maximum number counted.

RESULTS OF THE MEMORY-CUING EXPERIMENT
Table 3 summarizes the results for the number dKESumber of ESK details, and

associations (other memories that were not diraeligted to the initial event). In order to
address the question of what cue type was mogite#e the data were analyzed by means of
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Table 3. Average Number of ESKs, ESK Details, and Assoaietior the Artifact, Photo, Odor,
Sound, and Video Cue Groups Under No-Cue and Cuditians

Artifact Photo Odor Sound Video
(n=12) (n=12) (n=12) (n=11) (n=12)
No Cue 19.88 19.54 21.54 16.82 16.33
(7.35) (9.36) (9.93) (8.26) (12.94)
ESK
Cue 15.33 17.54 19.67 15.55 17.33
(4.56) (10.54) (11.02) (9.01) (14.45)
No Cue 7.01 6.71 6.89 6.14 6.74
(0.81) (1.22) (0.81) (0.96) (1.18)
ESK-details
Cue 7.07 6.59 7.16 6.82 6.55
(0.70) (1.23) (1.45) (0.99) (0.94)
No Cue 3.63 6.00 3.92 2.73 2.92
(2.59) (3.25) (4.36) (1.85) (2.70)
Associations
Cue 5.04 4.13 2.88 3.18 3.83
(3.90) (3.57) (2.85) (3.11) (3.04)

Note: Standard deviations are in parentheses.

five (cue type: artifact, picture, odor, sound.ealix 2 (condition: cue vs. no-cue) ANOVAs with
repeated measures on the last factor. The analfysbe number of ESKs and number of ESK
details rendered rather similar results in thagaificant main effect for condition emergée(1,

54) = 4.62p < .05, andF(1, 54) = 4.69p < .05 for number of ESKs and for number of ESK
details, respectively. Contrary to expectation, &esv, cuing elicited lower numbers of ESKs
and ESK details than the no-cue condition. For lenthlyses, the cue type by condition
interaction remained non-significaft(4, 54) = 1.22p = .31 andF(4, 54) = 1.78p = .15 for
numbers of ESKs and ESK details, respectively. gkgtie number of associations, the 5 (cue
type) x 2 (condition) repeated measures ANOVA aitlghow significant effects, dfis < 1.4.

The free-call recollections data was collected ryia period of 29 to 43 days after the
Archeon visit. On average, four participants pey dampleted the questionnaires, resulting
in the latter participants recalling their Archewuisit a full 2 weeks later than the early
participants. In order to see whether differenaesdelay affected the results, separate
correlations between time since their Archeon visid the total number of ESKs and
association ESKs were calculated. Both correlataidsnot reach significance (ESK:= -
0.13,p = 0.28; Association ESKs:=-0.07,p = 0.58).

DISCUSSION
Memory-Cuing Experiment

The goal of the present study was to explore whyple of retrieval cue is most effective in
eliciting details of autobiographical memories akal-life event. In light of earlier findings, it
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was expected that artifact and photo cues woul@rgée more detailed memories (i.e., more
ESKs of this event; see Gee & Pipe, 1995; Hudsdriv&ish, 1991) than a no-cue (or text)
situation, and that odor cues would generate matildd memories than other cue
modalities (see Aggleton & Waskett, 1999). Howetee, results show that no particular cue
type elicited superior recall. Contrary to expdotatthe absence rather than the presence of a
retrieval cue-enhanced autobiographical recalhat more ESKs were reported. This finding
is similar to the results of Chu and Downes (200&)p indicated that visual cues elicited
fewer sentences than verbal cues. However, themprdisding that, overall, fewer units of
ESKs were reported in the cue condition is incdasiswith previous reports that recall is
enhanced by the use of concrete cues (i.e., odgglefon & Waskett, 1999; odor, Chu &
Downes, 2002; photo & artifact, Hudson & Fivush919artifact, Gee & Pipe, 1995; Pipe &
Wilson, 1994). How may this discrepancy be expldihéOne possibility is the use of
different scoring methods. We devised a scoringhotetthat was specifically aimed at
guantifying ESKs (Conway & Pleydell-Pearce, 2000) ajuantifying information-carrying
words in these ESKs based on grammar instead démbrlrhis method seems to deviate
from other scoring methods and therefore makedfficalt to compare the results. The
methods employed in previous studies categorizex-iecall responses into (broad)
categories (e.g., Brown & Kulik, 1977; Chu & DowneX)02; Hudson & Fivush, 1991,
Murachver et al., 1996; Pipe & Wilson, 1994), usedwers on multiple choice items (e.g.,
Aggleton & Waskett, 1999), focused on validity (e.8ggleton & Waskett, 1999; Gee &
Pipe, 1995; Hudson & Fivush, 1991; Murachver etl8b6; Pipe & Wilson, 1994; Poole &
White, 1993; Wagenaar, 1986), or emphasized thditiggsaof the recollections, such as
vividness (e.g., Herz & Schooler, 2002; Rubin et 4B84). Thus, possibly, the ESK
guantification method employed in the present stoighvides a relatively sensitive measure
to detect subtle differences in detailed recall.

Whether the ESK quantification method influenceel tbsults of this study is difficult to
confirm. Comparing this method with other methaglslifficult because these other methods
either do not have specific rules or they focuseharily on validity. Only one method (in a
different type of study) can be more or less comgarith the method used in this paper:
However, while Brown and Kulik’s (1977) method dicganize written accounts into useful
content categories for their topic of flashbulb noeies, the method did not check for ESKs
or ESK details. In general, one can say that, ¢catlithors’ knowledge, the method described
in this paper is the most precise and detailedfonguantitatively counting ESKs in written
free-recall accounts; perhaps that is why it yidltigyh interrater reliability scores.

The mechanism underlying the current finding, tit no-cue condition elicited more
memory details than the cue conditions, also coulginate from the cues used. They might
not have been comparable, for example, in aspeasth ®s properties, typicality, or
uniqueness. For example, we know from word cuelsdddain properties, such as imagery,
concreteness, and meaningfulness, have an effatiecage of the recalled autobiographical
memories (Rubin & Schulkind, 1997). And for progjpee memory, it was found that cue
typicality (Mantyla, 1993) and cue target uniquen@dantyla & Nilsson, 1988) both have an
effect on the numbers of successfully recalled nr@spin the sense that typical and unique
cues were more successful. All of these cue aspsmttd have played a role in the
experiment described in this paper. However, asa$athe authors are aware, these effects
have not been studied comparing cues consistidgfefent combinations of modalities.

60



The Effect of Cue Media on Recollections

More problematic methodological difficulties ariaden cuing memories from real-life
events are the topic of investigation. In real-kfeents, the possibilities for systematically
manipulating different cue aspects are limited beeahe cues should be a natural part of the
context of the event to guarantee ecological vglidvioreover, it should be possible to
retrieve cues from the actual recordings of thé-trege event that took place in the past. For
the study presented in this paper that aimed atpeomy different combinations of
modalities, there was not much choice as far agtles were concerned, in that the activity
objects were fixed, just as the smells were. Dueagh activity, one particular smell was
present in the room and each participant createdobiect. For the videos, a short clip was
selected that contained footage showing an overeifetlve room, a still of such an overview
was printed for the photo cue; the sounds in tliewiclip were the typical sounds of the
activity, and these same sounds were used as tinel s0e. Even though cue aspects, such as
typicality and uniqueness, could well have playadla in the results of our experiment, we
do not see how we could have manipulated thesagpects in such a real-life event.

Another interpretation may be that presenting aunaekes people restrict their focus to
certain perceptual aspects of their autobiographiwamory. For example, looking at a
photograph might prompt people to focus on whatlmaseen in that particular picture only
and to not think about the events before or afterghoto was taken. Chu and Downes (2002)
speculate that visual cues induce a selective Isestrategy. Alternatively, according to
Conway and Pleydell-Pearce’s (2000) model, peretmues trigger autobiographical recall
through direct retrieval. More specifically, direcetrieval involves the activation of
autobiographical knowledge at the bottom level edatl (that of ESK), spreading to the
upper levels of general events and lifetime periétsrhaps when memories are elicited in
this fashion, people do not easily engage in a ndelderate search strategy that would
produce more or other types of detail. In contrastee-recall question, such as employed in
the no-cue condition, would prompt a more geneeas@arch strategy, in which the ESK is
accessed from upper levels of the hierarchical mogpaphical knowledge base. Perhaps
such a top-down search strategy is more flexildayihg room for more ESK details to
emerge. Future studies could shed more light aniskue.

Another explanation for the result that the no-coiedition generated more memory details
than the cue conditions could be that external cuds®emselves already contain rich sources of
information that people might find unnecessary dpeat in their memory description. This
perspective can be difficult or even impossiblextract by outsiders. For example, when an
audio recording of an event includes the soundeai/f rains, this weather condition might be
obvious to the person who hears it as a cue, bishédemight not note this in a memory
description because this information is alreadyipled by the cue itself. On the other hand, an
outsider who was not present during the recordirghtmot recognize the sound as being rain.
Therefore it is hard, if not impossible, for thepesmenter in memory studies to judge how
much embedded information in the cues remainsiankated or unperceived by the participant.

A methodological issue that deserves consideragidime fact that each participant had to
bring a friend, which makes them more likely toktalbout their experiences and thus
rehearse their memories together in between thaedrt visit and the test session. This may
have obscured condition differences. Another igsube rather small number of participants
in the various cue conditions, which leaves roomifdluences of personal preference and
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age. Nevertheless, it is not obvious how the figdimat the cue condition had fewer ESKs
than the no-cue condition can be attributed tak td power.

Analysis Method

The main conclusion from evaluating the new methoekented in this paper is that raters
can objectively quantify the number of ESKs and EfHails in free-recall written accounts.
This means that a workable definition of ESK hasrbéound. In addition to the first two
phases of the method, the identification of ESK& BBK details, there was a third phase of
subdividing the ESKs into different categories, emperception, reflection, state, action
and object-specific knowledge. The value of thisdtiphase could not really be evaluated,
since the test-study’s accounts focused on a&ssiteading to 61% ASKSs. It has to be shown
in different experimental settings whether thesstimiitions are useful for psychological
research, especially the SSK, since Pipe and W{$884) found that very few statements in
free recall related to the context of the expemenc

Comparing the results presented above with refolis previous studies is difficult since
only one study can be more or less compared with rttethod, namely Brown and Kulik
(1977). The other studies either did not have $peniles that can be compared or they
focused too much on validity, making their categ®lincomparable with the ones used in this
paper. Brown and Kulik's method, on the other hatid,not check for ESKs or ESK details,
but it did organize written accounts into usefuhtemt categories, such as place and informant.
Their interrater agreements (also based on twosraned for this one-time experiment) were
high, namely 90%, but not as high as for this metfidis lower value might be due to the fact
that they did not work out in detail which unit wdue used for the categorization, as we did
for our ESKs. In general, one can say that the agetlescribed in this paper is the most precise
and detailed one known to the authors for quaniiyt counting ESKs in written free-recall
accounts that also yielded high interrater religbgcores.

What Does This Mean for the Design of an Augmented Memory System?

Contrary to expectations, the no-cue conditiont ¢tex) was most effective in generating ESKSs.
Because ESKs are the smallest units of memory, tthexgfore have to be supported by an
augmented memory system. The results of this expati suggest that when designing systems
or experiences for “remembering as much as possiblé should be the main cue type.

However, remembering-as-much-as-possible is onlg aspect of the recollection
process. Therefore, it might be unwise to rely amiytext cues if the goal is to capture other
aspects of remembering or to surface multiple aspiaecollection, since many dimensions
of recollecting were not tested in this experimétamples of these additional dimensions
are pleasure while recollecting, the ability to mp@ the user's mood, the intensity of the
memory, the effect of cues a long time after thenmy-creation, the speed of the memory
recall, and potential personal preferences foragertue types. Although these dimensions
were not investigated in this study, we believd,tfa example, the pleasure of the recall
process is larger with photos than with text oelgpecially in a situation where someone is
communicating his/her memories to somebody else.
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All'in all, contrary to previous research, the prsstudy shows that the no-cue condition
(only text) for the recall of a real-life event geated significantly more ESKs compared to any
of the cue conditions (artifact, picture, odor, sd@and video). It may be that these cues have a
filtering effect on the internal memory search,utésg in fewer autobiographical memories.
But at the same time, we presume that these cuelsecheneficial for the recollection process
in certain conditions. Future studies may shed lighthese possibilities.

What Does This Mean for Autotopography and External Cognition?

The issue mentioned in the Discussion section dha¢xternal cue might already be a rich
source of information that people do not identiffcommunicate easily, or would discount
because it is self-evident, could be an interesfigld for further study. Because “just as a
photograph can take me back to a specific time@ace, so can a pressed flower, a small
seashell, or even a theater ticket stub” (Kollemba002, p. 8); external cognition seems
ubiquitous from a memory-recollecting perspectiay physical artifact, environment, or
even a person can serve as external cognitionrongber of people. And this knowledge
could be used while designing interactive systeRw. example, incorporating existing
artifacts that people already use and have a memtdkl of into the interaction with new
systems, such as our souvenir interaction (Hovercggen, 2005b) will open up new
potential for design. For example, learnability icobe lower and pleasure of use could be
higher when incorporating artifacts that peopleady have decided to keep in their vicinity.
In general, autotopography and Dcog should be etludh greater detail, for example,
working on concept definitions and making invergerof the areas, since little research has
been done so far. Future directions could alsodsedon combining the methods used in the
DCog work with the topic of study described by tn#otopography concept, particularly
through experiments, more descriptive and obsemwatiapproaches, or qualitative studies,
such as ethnography. The strength of autotopogregihted to the topic of this paper is that
it shows how important artifacts are for recall d@inalt the use of these artifacts in the home is
often implicit. Further development of the DCog cept would help, for example, to clarify
the relation between autobiographical memory caing external cognition and make clear
what distinguishes one from the other and how ttegplement each other.

CONCLUSIONS

A method was developed in order to analyze the murabautobiographical recollections in
written free-recall accounts, without checking tradidity. This method focuses on ESKs
(Conway & Pleydell-Pearce, 2000), which were idedi based on a grammatical method,
thereby avoiding interpretation of the accountsadilition to identifying individual ESKs,
the number of details contained in each ESK wastenl) and a general ESK type was
identified (describing perception, reflection, stadction or object).

Following the raters’ 10-hour of training on thethwd, the raters completed evaluation
of each account within 5 to 10 minutes, on averaggnonstrating the method’s rather
straightforward and ease of use. In addition, tigla mterrater reliability (.97 for the number
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of ESKs) shows that this method is an objective eglthble measure for a quantitative
analysis of written accounts.

The purpose of the memory-cuing experiment was&mee what role various types of
retrieval cues play in eliciting autobiographicaemories. This knowledge is considered
crucial for the design of a future hand-held dewitat supports users in reconstructing and
sharing personal memories in their home environm@dr more information, see Hoven,
2004; Hoven & Eggen, 2008). An experiment was geinuwhich 69 adults participated in a
novel, real-life event (i.e., a visit to a histahemed park). One month later, recall was tested
in a laboratory living room setting using one ofeficue types (photos, videos, sounds, odors,
artifacts) and a no-cue baseline. Experimentalliseshowed that the cue type groups did not
differ with respect to the number of units of ESKealled. However, overall, cuing rendered a
significantly lower number of ESKs than that praddby no cue (only text). This suggests,
first, that providing cues as part of an augmemteanory system may hamper the level of
detail of autobiographical memories, and/or, sectimat cues contain information that people
may think is obvious and therefore might not wanteipeat in their memory descriptions.

In general, we believe that text cues could rasuteconstructed memories that provide
the structure of a story. Simultaneously, otheesypf media could serve as a support for this
story by filling in detailed aspects of these memrthat is, by means of physical artifact,
photo, smell, sound, and video cues.

ENDNOTES

1. The website for Archeon is http://www.archeon.ndl amcludes information in English.

2. The grammar terms presented here are English atéorsd of Dutch concepts. Therefore, the terms
may not equate directly to similar terminology d@mguistic application in English or any other
language. Nevertheless, the rationales behind ttieulated process for counting ESKs could be
transferrable to the unique grammar applicationstioér linguistic codes.
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Abstract Theory of mind (ToM) methods were used to investigehildren’s

interpretations of the social and emotional statéssynthetic pedagogical characters,
focusing on children’s cognitive and affective ethfa responses to characters in
bullying scenarios and their social awareness amdiarstanding of the characters’
situations. Although cognitive approaches typicallp not consider user social
awareness and emotional understanding and theesrah interaction, this is critical for

our research on empathic engagement. We presenval approach focusing on story
and character comprehension using concepts from Tmkthods to understand
children’s interpretations of characters within wial role play scenarios and compare
these with an adult perspective. Our results idgtiat ToM methods offer considerable
potential for determining user social awareness aathotional understanding,

particularly highlighting that adults and childrehave different perspectives on how
victims and bullies feel.

Keywords: Theory of mind, virtual role play, emotional undergling, synthetic
characters, bullying.

INTRODUCTION

Social learning is strongly related to cognitivev&lepment (Vygotsky, 1978), with emotions
driving attention, learning, memory and other int@ot mental and intellectual activities
(McCombs, 1997, 2004), having a significant affacicognitive processes (Picard, 1997). Social
learning involves the development of an infinitd s& intertwined abilities that continue
throughout the lifespan and are moderated by expaziand exposure.
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A range of approaches have been taken to suppoidl smd emotional learning, with
increasing recognition of the potential of intefiid computer-assisted role-play
environments (ICARPEsS) to provide effective, appiate, engaging, and pedagogical
experiences (Imholz, 2008). ICARPEs provide virtdahrning environments (VLES)
populated by synthetic characters engaged in Halggrenarios that can offer users safe and
compelling access to sensitive social and emotiamgieriences (Dautenhahn, Bond,
Canamero, & Edmonds, 2002). A key issue in theuataln of such VLEs is determining
whether the children’s responses are those thainéeeded by the creators of the VLE
(Veletsianos, Scharber, & Doering, 2008), and wetthildren are demonstrating social
awareness of character intentions (Berry, ButledeSRosis, 2005).

A wide variety of cognitive, social, and affectifactors have significant impact on
social learning, with empathy having been iderdifias critical for underpinning the
emergence and consolidation of social and emotiondérstanding and awareness (Payton et
al., 2000). Empathy can be defined as “an obsdygerg exposed in some way to a target,
after which some response on the part of the obsergognitive, affective, and/or
behavioural, occurs” (Davis, 1994, p. 12). Empaitiyregulated by both cognitive and
affective elements, interacting in a systemic matog@roduce emotional understanding, and
is essential for personal, social, and emotionainieg (Payton et al., 2000). The affective
capacity a person has indicates the level to wthely are able to share in another’s feelings,
whilst cognitive ability specifies the degree toigth a person can understand another
individual’'s feelings and perspective.

When the focus of interaction is on exploring abcather than cognitive activities, then
inevitably we must move away from cognitive apptaex and grounding (Rogers, 2004).
Cognitive theories and approaches have resultedarfaces that reflect cognitive limitations
and requirements and that contribute to effectask tachievement through underpinning
cognitive activity. Several cognitive approachesenbeen extended to consider the interplay
between user, domain, environment, and work taSksifish, 2001; Nardi, 1996; Theureau,
2003). However, such approaches consider tasksatieapurposeful and focus on skillful
completion rather than on social and emotional el@s A further issue with the relevance
of cognitive approaches to social learning is tmatst ignore the developmental aspect of
cognition, a key factor for social learning.

Empathy, and particularly empathic cognitive dig$i, requires the ability to represent
the mental states (thoughts, feelings, desiresedjopf others, skills that have been referred
to as theory of mind (Leslie, 1987). Theory of mifidM), or metacognition, refers to the
ability to understand the thoughts, beliefs, arténtions of others, an important ability in
order to explain and predict behavior in the sowiatld around us (Premack & Woodruff,
1978). From a natural and inclusive perspectiveM T® “simply having an ability to engage
in our everyday folk psychological practices ofriatition, interpretation and prediction”
(Davies & Stone, 2003, p. 82). Yet ToM abilitiesveal an understanding of an
interconnected network of mental states, with eomati understanding critical for social
functioning (Astington, 2003). Although much ToMsearch has focused on young children
and autistic spectrum disorder children and adwtsk with older children highlights that
older children understand and focus on other péoptetives and emotions rather than
judging beliefs and mistakes (Cutting & Dunn, 1999nn, 1995). Children have a
sophisticated and complex understanding of emotamusof their social interpretation, with
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ToM studies revealing that children of any age adily take another’s perspective in the
case of desires and emotions, even where that qutiap results in actions or desires
different from the child’s (Denham, 1986; Wellmarv&oolley, 1990).

Computer-based learning where children’s metadivgni development has been
considered has typically focused on complex cogmitasks rather than social factors. For
example, Clements and Nastasi (1999) focus on ébenpal of computer environments to
enhance metacognitive skills related to problenvisgl and learning. The importance of
social factors for metacognition was recognizedtipalarly in terms of collaborative
working and the necessary social coordination tuea® this cognitive end. However, the
focus of our research is not on the children’s aoawareness but rather on the contribution
of social activity to the purposeful task engadimg child.

ToM is a concept closely interlinked with empatagd can be used to determine
children’s perceptions and interpretations of athg@ermitting a consideration of both the
affective and cognitive elements of empathy. ToMitas are pertinent to competent social
interactions, as they enable us to view and maksesef other people’s thoughts, beliefs, and
behavior. ToM abilities have an impact on sociahpetence (Lalonde & Chandler, 1995),
with studies highlighting that children with goodina-reading skills tend to have more
successful social relationships and interactionsstudies focused at typically developing
children and adults, belief understanding and esnotinderstanding are closely related
(Dunn & Hughes, 1998; Hughes & Dunn, 1998). Whilstre are cognitive approaches that
also focus on social and affective aspects, mast & account for decisions and actions.
However, where empathy is being considered, thedad information structures to support
it become woefully inadequate as a means of urateistg human interactions.

In this paper, we discuss a novel approach faystad character comprehension using
concepts from ToM methods that focuses on childresognitive empathy, their social
awareness, and their understanding of a variesywthetic characters and various situations
within virtual scenarios. ToM methods offer consatde potential for determining whether a
child has appropriately interpreted and understi@demotional and social content from a
range of virtual role play situations with syntleetharacters. Firstly, we consider the use of
virtual role play as an approach to provide soeiadl emotional learning, followed by a
discussion of ToM methods. We then discuss our ystomkthods and procedures for
understanding and evaluating children’s social ambtional interpretations with FearNot!
software. The Results and Interpretation Sectiahres$es the merits and problems of this
approach, which is then followed by our conclusions

USING ROLE PLAY IN SOCIAL AND EMOTIONAL LEARNING

Cognitive, affective, and behavioral learning iiaged through experience (Kolb, 1984;
Kolb, Boyatzis, & Mainemelis, 2001), with knowledgenerging “from the combination of
grasping and transforming experience” (Kolb, 198441). One of the fundamental processes
for empathy to develop is role taking, “the attespy one individual to understand another
by imagining the other’s perspective” (Davis, 1994 4), which is supported through role-
play, an experiential technique in which attitudieelings, and social interaction can be
explored, providing an understanding of anothegispective (Pohjola, 2004).
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In role-play, social interaction is used as thienglus for challenging and changing
existing beliefs (Piaget, 1972) and can resulignificant behavioral changes (Lewin, 1951),
making it highly relevant for social and emotioriabrning (Davison & Arthur, 2003;
Henriksen, 2004). The high level of drama in rol@ypapproaches, such as Theatre in
Education (Jackson, 1993) and Forum Theatre (B®9), result in an immediacy that is
more likely to evoke emotion than other learningrapches (van Ments, 1983). The basic
premise of role-play is that it is easier to empzathwvith how another person might feel under
certain circumstances if one has experienced sangesimilar, even symbolically as part of
role-play (Robertson & Oberlander, 2002). Howeltezan be difficult to support role-play in
the classroom (Brookfield, 1990), even with the oadvanced technology.

Although educational role-play using synthetic relcters has been explored for social
and emotional issues, it has mainly focused onuagg learning (Prendinger & Ishizuka,
2001) and educational drama and story telling, sisc@hostwriter (Robertson & Oberlander,
2002), Teatrix (Machado & Paiva, 2001), Virtual Pap Theatre (Andre, Klesen, Gebhard,
Allen, & Rist, 2000), and Oz (Bates, 1994). Recgmntsults have highlighted the potential of
synthetic characters for empathic engagement (Br&cMarsella, 2001; Marsella &
Johnson, 2003), providing children with a safe esvinent for experiential social and
emotional learning (Aylett, Paiva, Woods, Hall, &IEF 2005; Paiva et al., 2004), and
allowing the user to experience the character’stem® and problems in a distanced way,
while being at the same time engaged in what hapfmethe characters.

The research reported here is occurring within thgropean project eCIRCUS
(Education throughCharacters with Emotiondhtelligence andRole-playing Capabilities
that UnderstandSocial Interaction). In eCIRCUS we are aiming to mogp social and
emotional learning within personal and social etiooathrough virtual role-play with
synthetic characters in a 3D environment that ésteds credible and empathic relations with
the learners. In this paper, we focus on a showsaib@are program developed in eCIRCUS:
FearNot! Fun with Empathic Agents to Reach Novel Outcomes inTeaching). This
application focuses on exploring bullying and capistrategies for 8- to 12-year-olds.
Children interact individually with FearNot! by welling the synthetic characters interact in
bullying scenarios and providing feedback or advehe victim character via interactive
options, thus taking the role of an “invisible frok”

In attempting to understand the impact of virtuale-play on social and emotional
learning, our evaluation has focused on a variérgsearch questions linked to the domain of
bullying and, in more general terms, focusing ono&womal responses, understanding
storylines, empathic responses to the synthetitactexs, and so forth. Whilst much of earlier
work has focused on the implementation of a cogmiand affective architecture and user
experience, here we consider the impacts of virmlal play on cognitive empathy. This paper
discusses the use of ToM methods, emphasizingtkatial approach is more appropriate for
gaining insight into cognitive empathy than focgssimply on cognition. We have used this
approach for the interpretation of interactions hwitearNot!, focusing on interpreting
children’s responses in an environment for exptpstrategies for coping with bullying.
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USING THEORY OF MIND

ToM is the ability to predict and explain other pbos behavior through referring to mental
states, with this ability to correctly attributelibés, desires, goals, and percepts to others
being a key factor in human interaction and soctnamics. Without such
metarepresentational abilities, we would be unablanderstand the behaviors of others in
many social situations. ToM provides a crucial staphuman development, typically
emerging in early childhood (Fodor, 1992), as weetligp an awareness that others may have
different knowledge, beliefs, and goals than ounow

ToM is a vital aspect for social interaction, anbdene ToM does not develop, as in the
case of many autistic individuals, this presenttoae challenges (Baron-Cohen, Leslie, &
Frith, 1985). Studies have identified that, for mamtistic individuals, the understanding and
interpretation of others’ social and emotional hebis is very limited and may continue to
be so throughout the lifespan (Jarrord, Butler,ti@gtin, & Jimenez, 2000), leading to
significant social and communicative challenges.

There is abundant evidence from experiments ufsilsg belief tasks (Wellman, 2002)
that preschoolers begin to develop a ToM and, by €gthey should have a sound
understanding of first-order ToM abilities (Wellma@ross, & Watson, 2001). First-order
ToM is typically examined using a false belief taglor example, a child is shown the
contents of a Band-Aid box and an unmarked pla Bbe Band-Aids are in the unmarked
box and the Band-Aid box is empty. The adult introgs the child to a puppet and asks the
child to predict where the puppet will look for tBand-Aids.

During middle childhood, ToM abilities become moetborate and complex, and
children typically acquire the ability to solve sed-order ToM tasks. Second-order ToM
abilities require the child to understand thathes/beliefs about other people’s beliefs can be
wrong, and studies of these abilities invariablyoiwe complex stories given to the child
(Astington, Pelletier, & Homer, 2002).

Although first-order ToM abilities are said to bg@od predictor of social skills (Jenkins
& Astington, 2000), equivocal evidence has beeronte from other studies. Dunn (1995)
found that competent false belief understandinggat 3 was related to reports of behavioral
and peer difficulties at age 6. Specifically, cheld reported problems in making and keeping
friends, and avoiding social activities with pedrs.contrast to popular belief, it was the
children who were slower to acquire ToM abilitiésitt reported greater peer popularity. Yet
others have reported that children who have ToMcidgfhave problems with peer rejection
and show heightened aggression (Hughes, Dunn, &W\1998; Peterson & Siegal, 1995).

Some studies (e.g., Happe & Frith, 1996) havefouotd any differences in first-order
ToM abilities between normally developing childrand conduct-disordered children, who
typically have problems with aggression and arected by peers. Other research focusing
on the perpetrators of bullying behavior reportealt toullies frequently show sophisticated
ToM abilities and labeled them as possessing “arthef nasty minds” (Sutton, Smith, &
Swettenham, 1999, p. 124).

Social and emotional understanding as a key asgfetbM was highlighted through
Dunn’s (1995) paradox, where children who clearfd happropriate ToM as expressed
through their emotional and social interpretatioaravunsuccessful on typical ToM tasks.
Children are particularly able at understandingegthemotional perspectives and the impact
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on related actions, even when that response woealdlitferent from their own. Studies

focusing on the social and emotional interpretatispects of ToM have identified that older
children’s ToM is based on their interpretationottier's motives and emotions (Astington,
2003), with this emotional interpretation havingraater impact on ToM than an attribution
based on other’s beliefs.

In virtual role-play, understanding children’s erpiretations of social interactions with
and between characters remains problematic. Howewethods based on ToM offer
considerable potential to evaluate whether thetsgdations do result in the desired personal,
social, and emotional learning outcomes that \&glult in the improved cognition required by
educators and stakeholders. The ToM methods {begSally-Anne task; Baron-Cohen et al.,
1985; Premack & Woodruff, 1978) that are used teess and investigate mental state
attribution and its impact on social interpretatiaiso offer potential for investigating the
same phenomena in children interpreting synthétacacters in virtual role play situations.

ToM offers considerable advantages when compavedognitive approaches. Even
approaches such as activity theory (Nardi, 199@) distributed cognition (Hutchins, 1995),
which also consider social and contextual aspehts/e significant limitations for
understanding user social awareness and empathyist\Waetivity theory provides an
interconnected set of concepts that can be uskdrtee and explore interactions and provides
a historical and cultural analytical framework, thierarchical model of activity that this
theory applies has little relevance in the soabatext. Both distributed cognition and activity
theory are intended for the workplace and applg fesadily to a less structured task space,
nor do the analytical frameworks provided readiport the investigation of the personal,
social, and emotional activities engaged in sdegining.

Cognitive approaches have been applied to learringnot to social learning. Scaife
and Rogers’ (1996) framework of cognitive intereityi focuses on a design that ensures
effective task completion for cognitively effortfldarning tasks. However, we are attempting
to understand children’s interpretations of sotiétractions with and between characters, a
task neither cognitively effortful nor possible rimowhich to identify what constitutes
“effective task completion.” Indeed, even the udees not consider the activity to be a
purposeful task, but rather a social interactiooMTmethods offer considerable advantages,
allowing the user to engage in non-goal-orientédractions rather than in a purposeful task
with a clear structure, as required by most cogmisipproaches.

The ToM assessment in eCIRCUS evaluates childrpaiseptions of the synthetic
characters and their behaviors. A variety of apgnea have been used to explore children’s
metacognition, including dynamic interviews, thialoud, and video analysis (Clements &
Nastasi, 1999). However, ToM provides a more sudpleroach that allows us to investigate
whether children could appropriately recognize anterpret the synthetic characters’
behaviors, appearance, and affect, without explidibicusing on this information. The
approach allows one to determine what children stded and interpreted from the
characters, and what goals and intentions theyb&stto characters. It also provides some
insight into cognitive empathy, that is, whetheildiien can understand another individual's
feelings and perspective.
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METHOD
Participants

The program Virtually Friends took place at the \énsity of Hertfordshire in the summer of
2004 and involved 345 children: 172 male (49.9% an3 female (50.1%). The sample age
range was 8 to 12, with a mean age of 985 £ 0.50). The sample comprised children from
10 primary schools in Hertfordshire, UK. Each cl@ssticipated in the all-day event (2
classes per day), including interactions with reb&earNot! and storyboarding software.

Procedure

A large screen overhead projector was used toaywesentation introducing the participants to
the day’s activities and to the evaluators. Pooergaging with the FearNot! scenarios, children
completed several questionnaires assessing empattyjng behavior, and emotion recognition.

The patrticipants were placed at a standard Windavadled PC, one per participant, each
running FearNot! Each child then individually iraeted with FearNot! for approximately 30
minutes. Our work has identified considerable genddations in responding to the characters
and scenarios (Hall, Woods, Wolke, & Dautenhahn72Gihd the scenarios provided were
gender specific, with boys interacting with a plgsibullying scenario (see Figure 1) and the
girls with a relational scenario (see Figure 2)laRenal bullying is typified by social
exclusion, verbal and emotional harassment, andtiso (Crick & Grotpeter, 1995), while
physical bullying is typified by aggressive behavigach scenario incorporated 4 episodes and
began with an introduction to the characters, S¢laoal situation.

The process of interaction with the FearNot! sofeves significantly similar for the
physical and relational bullying scenarios. In gigsical scenario, after the introduction, the
user views a bullying incident involving physicaldaverbal aggression, with Luke (the bully)
bullying John (the victim). John then seeks safetyhe school library, where, through the
software program, he then engages the child usekirgy advice for his bullying situation.
Within the initiated advice dialogue, the user sedean item of advice from a list of coping

Figure 1. Scenes from the physical bullying scenario in Fe#rN
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Figure 2. Scenes from the relational bullying scenario inrRed

strategies from a drop-down menu. In the free-pextion, the user explains his/her selection
and what he/she thinks will happen after having lem@nted the selected strategy. The
user’'s recommendations to the victim character hease an impact on the victim character’s
interaction, with the victim possibly selecting theping strategy suggested by the user,
although this is not certain. Whether the user'spomses impact the success of the
character’s approach to coping with bullying depgend the strategy suggested. If the child
suggests an appropriate coping strategy—for exangdleng someone, a bystander or adult
in the scenario setting—the scenario will refldw proactive help to the victim in combating
the bullying. If the user selects a strategy deefikady to be unsuccessful by the victim,
such as to run away or fight back, the victim chemawill then reject the help in the final
episode. To ensure an appropriate educational gegsavided by the software, no matter
which strategy is selected, and in line with thgureements of teachers and school bullying
policies, FearNot! ends with a positive messagatifiéng that an appropriate strategy for
coping with bullying is to tell someone you trust.

The relational scenario provides the introducttarilying incident, advice dialogue, further
episodes and dialogues, and positive final mes&agee relational bullying typically involves a
bully who is supported in the verbal bullying byhets (Salmivalli, Lagerspetz, Bjorkqvist,
Osterman, & Kaukiainen, 1996), this scenario ingsla bully assistant (Sarah) who engages in
the bullying activity with the bully (Janet) agatirisrances (the victim). As in the physical
scenario, after this incident Frances goes tailbhar and engages in a dialogue with the user.

After the interaction with FearNot!, children corafdd the ToM assessment. Finally,
participants completed a questionnaire on thearadtion with FearNot! and participated in a
brief discussion about their experience.

Measures

The ToM questions were devised by experts in thld find were based on the first-order and
second-order false belief questions used by HappeFaith (1996). They were extensively
piloted in terms of child comprehension and validiith other measures. Piloting took place in
Hertfordshire, UK and involved classes represemati the sample used in Virtually Friends,
predominantly composed of UK natives. They includedstions about inferring the emotions,
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mental states, and intentions of the main chasadterthe story, and were presented in an
electronic format to the child immediately afteeyhhad interacted with FearNot! The ToM
assessment included screen shots from FearNotidprg the child with memory anchors from
action scenes within the scenarios, such as Lukeb(illy) physically bullying John (the victim).

The ToM assessment comprised two response formatisgorical responses, where the
child was instructed to select the correct respdose and text responses, where the child
was instructed to write brief sentences. In th& fiormat, the child was instructed to click the
button they thought represented the emotions othiagacter. These were provided as drawn
faces with emotional expressions, based on a sob&kman’s (Ekman & Friesen, 1986) six
identified emotions: happiness, sadness, angerfeand Surprise and disgust were removed
as options after a pilot study indicated that aleiidhad difficulty in clearly identifying these
(Woods, Wolke, Nowicki, & Hall, in press). In adidi, a “Neutral” face was provided.

The emotion questions, with the exception of tingt fijuestion, permitted the generation
of frequency and percentage data. The ToM assesatsenincluded open-ended questions
about the children’s various cognitive and affeetperspectives, drawn here as an example
from the physical bullying questions:

= ComprehensianThe first question related to story comprehensidoes the child
recognize this as a bullying event?

« What do you think is happening in this scene?

= Initial emotion questionsThese relate to character emotions at the beyirwiithe
interaction with FearNot! and directly after theimbaullying incident(s).

* How does Luke (bully) feel at the beginning of ttery?

* How does John (victim) feel at the beginning of skary?

* How does Luke (bully) feel after he has hit andhmesJohn over?

» How does John (victim) feel after Luke has hit gaghed him over?

= Bullying event question3hese questions follow the initial emotion quassi and
refer to the main bullying incident(s).

* What does Luke (bully) think about John (victim)?

* What does John (victim) think about Luke (bully)?

* If you were John (victim), why do you think thatkeu(bully) is doing this?
« If you were Luke (bully), why is he doing this tohh (victim)?

= End emotion question$hese questions follow the bullying event questiand ask
the child about the characters’ feelings at thearttie scenario (once coping
styles have been tried, etc.).

* How does John (victim) feel at the end of the story
» How does Luke (bully) feel at the end of the story?
* How do you [the child] feel at the end of the saefa
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Assessing Theory of Mind Skills

The analysis approach involved considering the datzerated by the children to identify
frequency and percentage data from the categofioBd questions. However, whilst this
frequency and percentage data enabled us to igehgf most and least typical emotional
responses, it did not indicate whether the childramderstanding was appropriate nor
whether their responses revealed effective ToMIsskiBecause ToM skills develop
throughout life, we took the view that adults wobkel more likely to select the appropriate
emotional response. To determine the level of gppateness of the possible responses, we
developed a scale of correctness for both theisatand physical bullying scenarios.

The scale of correctness for each of the scenarasscreated through pooling the data
from six researchers. All six were familiar witheteCIRCUS project and our aims with
FearNot! Each adult followed the same researcheuhae as the children, that is, interacting
with both of the FearNot! scenarios and completing ToM assessment for each,
interpreting what the various characters were hgedit specific points in the scenario.

The adults were then asked to rate the appropessenf the five emotions for each of the
ToM assessment questions on a simple 5-point saafgng from 1 1host corregtto 5 (east
correcd. This correctness relates to the pooled adulesis of how the character would be
feeling. The pooled results were used to creatiesdar each of the scenarios based on what
adults considered a correct emotional responseghrto an incorrect interpretation. Although
multiple correct perspectives (for example thatwleém might be sad and angry) are possible,
high consensus was found among the adults, withobtiee emotions being typically seen as
the most appropriate. The following section focusesa comparison of children’s responses
with the adults’ pooled responses as representedgh the scale of correctness.

RESULTS AND INTERPRETATION

Here, we present key findings regarding a comparsb child and adult perspectives on
character ToM. Additional results can be found lwa bullying scenario (Hall, Woods, Aylett,
& Paiva, 2006) and on the relational scenario itl, Méoods, Hall, and Wolke (2007).

Emotional Interpretations at Scenario Start

All six of the adults believed that the physicallpuvould be happy at the beginning of the
scenario. While there was less consensus for tlaiamal bullies, happiness was the
dominant state, although some adults identified tina relational bullies may be angry and,
for one adult, that the bully assistant was neuleahrly 50% of children stated that the bully
in both the physical and relational bullying sceémdelt happy at the beginning of the story,
followed by feeling angry or neutral. Thus, whidgtults overwhelmingly took the view that
the physical bully would be happy, children werssleonvinced, with 24.3% believing he
would be angry. A few children even stated that lth#y felt sad at the beginning of the
stories. A similar pattern was found for childreeisotion interpretations for the relational
bully assistant, with 44% stating that she feltghagollowed by 27% stating that she felt
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angry at the start of the story. As Figure 3 shaws, children generally are displaying an
appropriate perspective (as defined from an adukpective) of the bullies’ emotional states;
however, they are more likely than adults to viae bully characters as angry.

Most Appropriate  Appropriate Slightly Appropriate Slightly Inappropriate  Inappropriate
. \\
How does Sarah (Assist.) \| N —Sad
ow does Sara ist. H P
feel at beginning? appy Angry Neutral | Fearful
A s
How does Janet (Bully) feel _}-Fearful
at beginning? \ Happy I Angry Neutral
1 Fearful

How does Luke (Bully) feel at f Happy Neutral Angry 4 — sad
beginning?

T T T T T T T T T

| | | | | I I I |

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Figure 3. Children’s interpretation of bullies’ emotions aesario start.

Adults stated that the victims would feel sad earful, see Figure 4. Sadness was the
dominant emotional state identified by the childrenth approximately 70% of children
interpreted the victim in both the physical andatiehal scenario as feeling sad at the
beginning of the story, followed by around 20%istathat the victim felt fearful.

Most Appropriate Appropriate Slightly Appropriate Slightly Inappropriate Inappropriate
N TSNS
|_Angry
How does Frances (Victim) Sad Fearful +— Neutral

feel at beginning?

I |_Angry
How does John (Victim) feel Sad Fearful —— Neutral
at beginning?

Angry

|
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Figure 4. Children’s interpretation of victims’ emotions @esario start.

Emotional Interpretations after Bullying Incident

Adults interpreted the emotional state of both thktional and direct bullies after the
bullying incident as typically being happy, withgan also being appropriate. For the bully
assistant (in the relational scenario), adults tifled that the most likely state was happy
with the second most likely state being neutraligr the children, happiness was felt to be
the dominant emotional state of the bullies, witkt junder 80% of children responding that the
bully character in both scenarios felt happy atersuccessful bullying, see Figure 5. Whilst
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Figure 5. Children’s interpretation of bullies’ emotions aftecident.

the bully assistant was typically seen as beingphapome children indicated that she could
be sad or fearful.

The outcome of the relational bullying was veryacltor both the adults and the children
(see Figure 6), with 85% of children interpretedttthe victim felt sad after being called
nasty names. Although adults agreed that the palysidlying victim would typically be sad
after the incident, the children were less conuiheeth 61.5% feeling that the victim would
feel sad and just under a third of children indiggathe victim would be angry or fearful. No
adult thought that the victim in the physical secamavould be angry.

Most Appropriate Appropriate  Slightly Appropriate  Slightly Inappropriate Inappropriate

h \
\ Neutral
How does John (Victim) after | Happy
luke has pushed him over? Sad Fearful Angry
Fearful
Angry
How does Frances (Victim) |
feel after the namecalling? Sad I Neutral
Happy

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Figure 6. Children’s interpretation of victims’ emotions aftacident.

Emotional Interpretations at Scenario End

These results relate to how the characters couwld felt at the very end of the scenario. At
the end of the physical scenario, all of the adudtceived that the physical bully was feeling
happy. In the relational scenario, adults mainlly feat the relational bully was feeling
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happy, although anger and neutral were also idedtds possible emotional states. However,
the children’s perspective of the emotional stdtthe bullies was quite different in the range
of emotions being identified (see Figure 7). In pingysical and relational scenarios, 35% and
38% of the children, respectively, stated that bodly felt angry at the end of the story,
followed by 25% & 29%, respectively, who said thihe bullies felt happy. This was
followed by around 20% of children believing thiag toullies felt sad at the end of the story.

Most Appropriate Appropriate  Slightly Appropriate  Slightly Inappropriate Inappropriate

|\ W ‘\\ |
How does Luke (Bully) feel at \ 2 -~ Feartd
the end of the story? Happy anoy Neutral
, I |~ Fearful

How does Janet (Bully) feel
at the end of the story? Happy I Angry

T T T T T

| | | | |

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Figure 7. Children’s interpretation of bullies’ emotions #rées’ end.

With regards to how the victim characters feltre &nd of the story (Figure 8), around
60% of children responded that the victim in botersrios felt happy, and over 20%
believed that the victim felt sad. This is in matkeontrast to the adults, who had a
completely different ToM of the victim characterthe end of the scenario, with happiness
identified as an inappropriate emotion.

Most Appropriate Appropriate  Slightly Appropriate  Slightly Inappropriate Inappropriate

b \ .
\ Neutral
How does John (Victim) after | Happy
luke has pushed him over? Sad Fearful Angry
Fearful
Angry
How does Frances (Victim)
feel after the namecalling? Sad — Neutral
| | | | | | | |
| | | | | I I I | Happy

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Figure 8. Children’s interpretation of victims’ emotions &bses’ end.

Scenario Profile: Character’'s Changing Emotional St  ate

Children viewed the bullies in both scenarios asdpéhappier at the beginning of the
scenario as compared to the end, with most happierperienced immediately after the
bullying incident (see Figure 9). The relationalllypassistant had similar ratings as the
relational bully, but that information is not indied in the following diagrams for clarity. The
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physical and relational bullies are seen by manlgen as frequently being angry, not only
during a bullying incident but also at the begimniand end of the scenario. There is
considerable similarity in children’s interpretatgoof ToM in both scenarios.

iz () [
Happy Meutral Fearful Angry Sad
Female Bully
Start
Male Bully
Female Bully
After Incident
Wale Bully
Female Bully
End

MWale Bully

0% 10% 20% 30% 40% 50% 60% T70% B0% 90% 100%
Figure 9. How children thought the bully felt at the begingpimluring, and end of each scenario.

Children’s views of the victims’ emotional states tae end of the scenario were
unexpected (see Figure 10). Both victims are seesad at the beginning and after the
bullying incident, but by the end of the scenaheyt are viewed as happy.

Happy Meutral Fearful Anagry Sad
Start Female Victim
hale Wictim
Female Wictim
After Incident
Male Wictim
Female Victim 7
End E = & 'S i <

Male Victim i

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Figure 10. How children thought the victims felt at the begimg) during, and at the end of the scenario.

DISCUSSION

Our focus in this paper has been on the use of athods as an approach in HCI research to
gain insights into children’s social and emotiomaérpretation of synthetic characters. Such

methods offer an alternative to cognitive approagcheoviding a focus on the social aspects of
understanding metacognition regarding childrenibtiegs to correctly attribute beliefs, desires,
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goals, and percepts to others. In this study, doeid was on the children’s perceptions of
bullying in a virtual scenario, where the particifsawere synthetic characters rather than actual
children participating in a real experience. Theppge with this research was to investigate
whether children could exhibit emotional resportsthe synthetic characters within this VLE,
not whether these emotions reflect the real emalierperiences of either bullies or victims.
The results detailed here focus on the categattatal collected, relating primarily to first-order
ToM in children when compared with adult views bacacter ToM. The scale of correctness,
based on knowledgeable adults’ interpretations, imtasided as a measure to identify whether
the scenarios were generating the appropriate meoted emotional and social interpretation
from children. There was some consensus betwedis’adnd children’s interpretations and
tendencies within both sets of data. We have diswtified that adults’ views of the characters’
emotions diverge, particularly in relation to hdwve tharacters are feeling at scenario end.

The emotional perspectives of the characters atbégnning of the scenario are
supported through a voice-over of the back store#xh of the characters as they are making
their way to school. In these character introdudjothe victims are clearly presented as
being isolated individuals in a challenging socs#tluation where they are experiencing
bullying. As expected, at the beginning of the sc&mn children viewed the victims as being
sad or fearful, showing social understanding andramess that being bullied will have a
negative emotional impact on the victim.

Although the relational bully was viewed as hapmany children indicated that the
physical bully was angry. This view relates in garthe introduction to the characters, where
Luke is presented as an angry child, known for hpug others around” and “in trouble for
fighting.” The introduction to Luke provided in tliest episode of the physical bullying, shows
him with a gang of friends and his face projectserangry and neutral facial expressions than
happy. Whilst the relational bully and bully assigtare also identified as being unpleasant,
with behaviors such as “name-calling” and “beingind and unfriendly,” their introduction is
less negative, with them having mainly happy andnaéfacial expressions.

Whilst adults and children had similar views abbatv the victim is feeling after being
bullied in the relational scenario, there wereeat#hces in the interpretation of the physical
victim’s emotional state. The adult perspective tas victims would feel sad and fearful after
being bullied; however, many of the children thautifat the victims would feel angry. This
result is possibly at least partially the resultldference of social and cultural values between
children and adults, with anger rarely viewed aseptable in an adult context and thus a less
appropriate response. Ensuring ToM and the affectilements of human interaction are
designed appropriately for the age group requinas talues incorporated into the characters
and scenarios are credible, believable, and apptept his highlights a major challenge faced
in designing software such as FearNot!, with pgrditory design seen as key to achieving
ICARPES that result in a positive user experietes fulfills pedagogical aims. Current work
focuses on extending our participatory design noshio further investigate the design of
personal, social, and emotional factors in charagtegended for children and teenagers, with
the aim of bestowing virtual agents with behavibe better facilitate empathy in the users.

In both scenarios of FearNot!, children interacteith the victim, aiming to support
him/her in improving life through coping with theultying. The open-ended questions
identified that advice given by users is based botkheir interpretation of the victim’s social
and emotional state and on their view of what aessful strategy might be in light of the
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bullying context. The ToM assessment identifiedt,tha the case of the relational bully,
children recognized that she is not happy at tlte enplying that, even for the perpetrator,
bullying is not a positive interaction style, a g@ective that we had hoped to achieve with
FearNot! In this study, children interacted witbalRNot! for only a single session, followed
by a short discussion of the bullying experienceeiaforce learning. To assess the learning
impact of FearNot!, we have conducted a large scalassroom-based longitudinal
evaluation of FearNot! This has recently identiftbdt interacting with FearNot! does have a
positive impact on coping with bullying behaviorf®una et al., in press).

In the physical scenario, children appeared to vibe bully as a flawed, angry
individual; this perception impacted their viewstbe successfulness of coping strategies.
For example, hitting back was advocated by manid@m as a way of dealing with the
physical bully Luke, reflecting the view that regpog in kind is a valid response to
aggression. Anger was also identified as a likeho&onal state for the victim to feel after
the bullying incident. This clearly is not the resge desired by educators and parents. Thus,
the bully’s introductory scenes in FearNot! Versif have been slightly modified, aiming
to provide a happier, less aggressive charactdr frignds with whom he enjoys sports,
rather than the bullying gang cast in the versibRearNot! discussed here.

The children’s different perspectives of the raatl bully and her assistant reflect
findings (Salmivalli et al., 1996) that assistawtften have poor social and emotional
abilities that result in angry, confused individuflequently involved both in bullying and
being bullied. Thus the children’s interpretationtioe bully assistant, who displayed very
similar emotional expressions as the bully throughbe scenario, reflects their awareness
and understanding of bully assistants.

However, the most surprising results were achietdtie end of the scenario, where the
adult and child views of the characters’ emotistates can be seen to have little consensus.
Regarding the bullies, the adults believed thaseheharacters would be happy, while the
children typically did not see this as the finalaion, but rather anger and sadness being
identified as likely emotions. This divergence agplalso to the victims’ final emotional
states at the end of the scenarios: Whilst adolisidered happiness to be inappropriate, this
was the dominant emotion identified by children.

Adults had a similar view of the victims’ states the beginning and end of both
scenarios, interpreting that the victim characteese sad. However, the children felt that the
victims were far happier at the end of the sceniduam at the start. The most likely reason for
this perspective is that the child user believes, tthrough an intervention provided by the
FearNot! program, he/she has helped and suppdreeddtim and improved his/her life, and
thus the characters’ happiness is derived fromngainteracted with the user. Whilst this
may sound unlikely, almost all children believedttthey had helped the character, even if
the character ignored their advice (Hall, Wooddefty & Paiva, 2006).

The scale of correctness was based on the viewthbadult perspective would provide
the most appropriate ToM. As ToM develops throughide, becoming increasingly refined,
we assumed that the more sophisticated adults woave a greater (and implicitly better)
social understanding of the situation and of hogvadharacters were feeling. However, the use
of this instrument has identified that children'srgpectives are considerably different from
those of adults, particularly in relation to howtald victim is perceived to feel at the end of a
bullying scenario. These results illustrate differes in engagement with the scenarios and in
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terms of the adult and child perspectives of ballyiThis difference in bullying perspective has
been identified in other studies, recognizing dtakdren’s view of bullying and its impacts can
differ significantly from those of adults (Righy0@2). With FearNot!, the adult perspective is
mediated both by the social distance between adultschildren and by social expectations
(e.g., not to display anger), whilst the child’sqeptions display greater social proximity to the
characters and engagement in the scenarios. Immitgy to understand this difference, it
seems likely that the adults gauged the emotidas ©f the characters in a detached manner,
not really empathizing with the characters norlyeekperiencing the suspension of disbelief
achieved by children. The results highlight thdiced can be derived through interaction with
synthetic characters in affective scenarios. Howettes ToM and the children’s emotional
response to the characters was not necessarilarliaipated by adults. In related studies we
have further investigated this issue, identifyihgttchildren exhibit greater empathy with the
FearNot! characters than do adults, and that adsétarchers were being more empathic than
teachers or the public (Paiva et al., 2004).

The adult response shows a lack of engagement tweéhcharacters, with children
responding with a higher level of empathic engagenieffectively, the children seemed to
be viewing the social complexity of the situationdathinking more about the victim
characters than the adults did, imagining whatighinbe like after (yet another) unpleasant
encounter with the bully. For example, although tdlational bully is seen as being happy
throughout most of the scenario, at the end maiigiren saw her as angry or sad, suggesting
that the bullying is having a negative rather thgyositive impact on her emotional state. For
the victim, the child user knows that he/she hageeenced a supportive, appropriate
interaction (with the child) and it seems likelyatlthis may be the underpinning reason for
the victim characters’ happiness.

Through the interaction with FearNot!, we are aigiat providing children with
exposure to coping with bullying with the intentiaf providing those children with the
impetus and understanding that will permit themeiduce and prevent bullying situations. If
children view their interaction with a victim asuiag had a positive impact, notably that the
victim is seen as being sad at the beginning ofsttemario but happy at the end, due to the
input from the user, then the children can leaomfthis experience that helping someone to
cope with bullying engenders a positive outcome.

Our approach using ToM methods has been highlglntiil, revealing that the use of
such methods offers considerable potential for @kpd the user experience in technology-
enhanced social and emotional learning experientas. results from our study have
contributed to the redesign of FearNot! In FearNé¢rsion 2.0, children are offered the
opportunity to help and advise the victim over saleeeks, extending the interaction. Even
where the bullying situation is not resolved, afidialogue still occurs in which the victim
thanks the user for his/her advice, ending theracteon with a positive comment. This is
intended to increase the likelihood that users tiesl they have had a positive impact on the
bullying situation for the victim. FearNot! VersidhO has recently been evaluated with 800
children in classrooms in the UK and Germany (Sapat al., in press).

FearNot! reflects cultural and social norms, exaabs and the preferred bullying
coping strategies used in Europe. The scenarioschadhcter interactions in the UK and
German versions are similar, with the appropriasponse to bullying being to tell someone
and to reduce the victim’s isolation. FearNot! bagn developed for European schools and
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has a Western bias in terms of what is considerdxtan acceptable way of intervening in a
bullying situation and how to support the victineafNot! is currently being adapted for use
in a number of countries, including China, Amerib&gxico and Poland. Results from these
studies will indicate FearNot!'s relevance to diffiet cultures.

We have incorporated ToM methods into a rangenstruments in FearNot! Version
2.0. Currently, the interaction logs generated uglothe use of FearNot! Version 2.0 are
being analyzed using a ToM framework based on thekwpresented in this paper. The
analysis focuses on interaction data to understahifdren’s social and emotional
interpretations of characters and the possiblestearof positive coping strategies into their
school situations. The scale of correctness has begesigned and now is based on the
aggregated results from all children, rather tharan adult perspective, as was presented in
this paper. This revised scale enables us to igeifita child’s responses are “correct” in
relation to their peer group, that is, typical five age group. This change reflects the
considerable differences in ToM between the agamgemd adults identified in this study.

The identification of children’s interpretation efrtual characters in social learning
scenarios provides opportunities to redirect paliytinappropriate perceptions to more
socially acceptable through effective affectivecteag within VLEs. Our current research
focuses on analyzing data from the large scalauatiah, seeking to understand the impact that
longer term interactions with FearNot! have on dgd&hToM and the implications that this has
for the design of characters and scenarios ainaimgprove children’s social interactions.

CONCLUSIONS

Whilst cognitive approaches have been of considerddenefit for understanding and
improving HCls, their applicability to interactioriscused on social activities is relatively
limited. With the increase in applications intendex support social and recreational
activities, there is a clear need to extend HCIibgluding alternative approaches to
understanding users. ToM methods offer an appradbah enables an insight into social
awareness and emotional understanding of interatiovolving social interactions rather
than purposeful tasks. Such insights are cruciaéneuring that appropriate interactions,
dialogues, and experiences are integrated int@alsactd emotional applications.

In this paper, we have identified that ToM methadfer considerable potential for
understanding how children interpret synthetic abters’ social and emotional states.
Further, our results highlight that adults and drfeih have different perspectives on how
victims and bullies are feeling. Understanding théd’s view has enabled us to improve
FearNot! in Version 2.0, providing children with amotionally positive experience, that of
helping a victim, and increasing their well-being.
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Abstract: Broadly, there are two mutually exclusive accouotshow people (non-
specialist users) reason about and conceptualizeractive technology. The first is
based on classical cognitive psychology and is att@rized by the ternmental model
The second, drawing on concepts from social cagmitobserves that people often
anthropomorphize technology. We argue that peopdeable to exhibit both of these
quite different styles of cognition, which Baronh@a has described as systemizing and
empathizing. The former is associated with theedtivanalyze, explore, and construct a
system, whereas the latter is the ability to spoetasly tune into another’s thoughts
and feelings. The propensity to systemize miglg gse to a mental model, while the
empathizing tendency might tend to anthropomorphé&shnology. We present an
empirical study that lends support for the abovsitaan.

Keywords: human-computer interaction, cognitive style, mentahodel,
anthropomorphization

INTRODUCTION

Interactive technology is one of the defining clogegstics of modern society, and how we
design, use, and think about it is, consequentlycamsiderable importance. To this end
human—computer interaction (HCI) is a multidisaipliy field that has drawn on psychology,
software engineering, anthropology, sociology, phidlosophy. Indeed, in the preface of the
first great HCI text,The Psychology of Human-Computer Interacti@ard, Moran, &
Newell, 1983), we find, “The domain of concern & and the subject of this book, is how
humans interact with computers. A scientific psyogg should help us in arranging the
interface so it is easy, efficient and error frép” vii). Recalling the early days of HCI,
Carroll (2003, p. 3) observes that, “the initiadien of HCI as an applied science was to bring
cognitive-science methods and theories to bearofiwvare development.” In due course,
Card and his colleagues went on to propose the Irhadean processor (as a means of modeling

© 2009 Phil Turner & Emilia Sobolewskand the Agora Center, University of Jyvaskyla
URN: NBN:fi;jyu-20094141412

90



Mental models and magical thinking

how people reason about and use technology) andreate an essentially task-based
approach to the design of the user interface. @& use of cognition has remained with us
to this day.

Some 20 years later, HCI has successfully developederous cognitive models and
psychologically plausible engineering models of harbehavior (Gardiner & Christie, 1987;
Hollnagel & Woods, 1983; Payne, 1991) that, toeatgr or lesser extent, have proved to be
able to model aspects of the behavior of peoplagusiteractive systems and devices.
Strongly predictive models, such as the keystrekell model (Card, Moran, & Newell,
1980), have, for example, been used to predicttithe to complete a task for a skilled
individual, while cognitively inspired tools like @VS (goals, operators, methods and
selection) have been used in the design and ewauat user interfaces (John & Kieras,
1996). This “golden age of HCI” (Carroll, 2003) halso witnessed the adoption of mental
models as a means of accounting for how we learaost and conceptualize interactive
technology (e.g., Gentner & Stevens, 1983; Norni&83). The termmental modeffirst
appeared in Craik’$he Nature of Explanatio(943) and then reappeared in the 1980s, as
Johnson-Laird (1983) and Gentner and Stevens (1l@8®&pendently adopted the term to
describe complex cognitive representations. Theseets are very diverse and include
systems (e.g., our knowledge of banking), devieeg.(the operation of pocket calculators),
physical forces (e.g., the nature of electricitgy, a concept (e.g., the administration of
justice). HCI mental models also have had the dhlalof being used to reason about how to
create an interactive system and as a means tesesgr people’s understanding of a
particular interactive device or system (e.g., Nann1983).

While subsequent research has moved beyond thissesaty cognitive stance (discussed
below), there remains the assumption that cognitimental models in particular) still has a
role in how people use interactive technology. Hesvea recent report ifNew Scientist
magazine (Marks, 2008) reminds us of another aspleour cognition that manifests as a
tendency to treat inanimate objects like pets @nefviends. The magazine cites a report of
people’s interactions witRoombaa robot vacuum cleanéit was reported that some of the
owners of this vacuum cleaner dressed it up, asdigra gender and even gave it a name. It is
suggested that this kind of behavior is commonplexkeed, a decade or so earlier, Reeves and
Nass (1996) presented evidence that users tregiuters, television, and other new media as
though they were people, that is, response toteraation with them is primarily social. We
are, for example, polite (and rude) to interacte@&hnology and these responses, they suggest,
are the products of our “old brains” being mislegicdhthe glamour of these new media. They
also argue that media representations and techioaee been progressively designed over
time specifically to activate these very sociapmsses. For the purposes of this discussion, and
in keeping with more recent research, we will cbimaze these descriptions as
anthropomorphic accountbat arise from aspects of our social cognition.

So it appears we are potentially faced with a doimy. Either people conceptualize
interactive technology by way of a mental modeljolhis characterized as set of processes
that can be modeled, or as a friend—"superstitianstharacter and comprising “magical
thinking"—that is, ascribing agency, feelings, aimdentions to technology. However, it
could be both. Our treatment of this mismatch issttbgnize that these two views reflect two
distinct cognitive styles that appear to correspuiith the distinction Baron-Cohen (1995,
2002, 2004) has namexystemizingand empathizingcognition. Systemizing cognition is
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associated with the drive to analyze, explore, eodstruct a system and, as such, is a
candidate for the mechanism (or mechanisms) reggentr creating a mental model.
Empathizing cognition, in contrast, is the ability spontaneously tune into another’s
thoughts and feelings. Empathizing cognition isely related to what has been called theory
of mind (Premack & Woodruff, 1978) and may be tlarse of our tendency to treat
technologies as though they have thoughts, feelmg®ds, and desires of their own. Baron-
Cohen also has shown that this is not an eithertoation, but rather individuals having both
abilities in different proportions. This observatimay allow us to account for people being
able to hold both positions with respect to intéw&ctechnology.

COGNITIVE ACCOUNTS, RATIONALISTIC APPROACHES

Most of the work on mental models was conducteithén1980s and 1990s, but began to lose
favor when a raft of new concepts in human—computeraction appeared. Cognition itself
is now recognized as being situated (e.g., Suchd®8i]), distributed (e.g., Hutchins, 1995;
Hollan, Hutchins, & Kirsh, 2000), external (e.gcalfie & Rogers, 1996), embodied (e.qg.,
Clark, 1997; van Dijk, 2009, this volume; Valerdhompson, & Rosch 1991), and even
collective (e.g., Engestrom, 1987, 1999). Althowtdmssical cognition, as typified by Fodor
(1983), no longer has as much currency as it oragk It has proven to be remarkably
resilient, as the work we have just cited are esi®1s to cognition, not evidence of its
abandonment. As for mental models themselves,a@ilCrampton Smith, the doyenne of
interaction design, notes the importance of a goedtal model in the design of interactive
technology, in that, “we need @ear mental modelof what we’re interacting with”
(Crampton Smith, n.d., cited in Moggridge, 2007x\.

As we have already noted, mental model accounts haen used both to inform design
and as an explanatory medium, though this has heaya been made explicit. A
consequence of this, although there are other ibotdry factors, is that there is no
agreement on the precise nature, function, or ceitipn of mental models. Indeed Rouse
and Morris (1986, p. 360) have noted,

At present, this area of study is rife with termogical inconsistencies and a
preponderance of conjectures rather than data. Sitiation arises, to a great extent,
because a variety of sub-disciplines have adogtedconcept of mental models, and
proceeded to develop their own terminology and outogy, independent of past or
current work in this area in other sub-disciplines.

Mental Models as the Basis of the Design of Interac  tive Technology

From the design perspective, Norman (1983) intredua number of different forms of
mental model. The first is the user-constructed ehad the computer system (the target
system) with which he/she is interacting. The tagystem should be designed in such a way
as to communicate its underlyimgnceptual modelLater he revised this account (Norman,
1986) so that the target system becomesystem imagéhat includes the physical model of
the system: input/output devices, documentatiainitng, error handling, and so forth. The
conceptual model becomes tthesign modetreated by the designer, atid user's models
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now the result of interaction with the system imagkbus good design is embodied arld
determined by the quality of the mapping betweendystem image and the resultant user’s
mental model. If the system image is not a cleBiecton of the design model, then the user
will end up with the wrong mental model.

Mental Models as the Basis of How We Reason about |  nteractive Technology

From the explanatory perspective, Young (1981, 1988 example, explored a number of
the properties of mental models through a seriesngpirical investigations. His studies
investigated how people reasoned about the uselotilators. Of particular interest to
Young were the role of analogy, the stability ofnteé models in long term memory, their
propositional content, and the rules governing tperation (i.e., their “grammar”).
Norman (1983, 1986) also concluded that (a) memtadels are incomplete and unstable,
since people forget details of the system; (b) pEsm@bilities to “run” their models (in the
sense of running an internal simulation) are sdyelienited and do not have firm
boundaries; that is, similar devices and operatigas confused with one another; (c)
mental models are unscientific; and (d) mental n®dee parsimonious. People are willing
to undertake additional physical operations to mime mental effort; for example, people
will switch off the device to reboot and start agaather than trying to recover from an
error. Finally, Payne (1991) reported what he chdedescriptive study of mental models.
He recruited 16 participants who were interviewbdu their beliefs and understanding of
the mechanisms behind ATMs (automated cash disp@ns¢e was specifically interested
in (and whether) people spontaneously create eapday mental models about the ATM’s
operation. Following an informal content analysik the resulting interviews, Payne
observed that “it is clear that many subjects Haehdy constructed mental models of bank
machines—they had speculated about the inner wgridrthe system in advance of being
promoted to do so by a curious psychologist” (192118). In all, he concluded that mental
models can be used to predict behavior by meafwemtal simulation,” which in turn rely
on analogy to function.

Despite the weaknesses of the mental model accafint®w peoplethink about the
operation of interactive technology, it is wortliteeating that no other widely held explanation
has yet appeared to directly replace it, exceptcanirse, when people think of interactive
technology as their friends.

ANTHROPOMORPHIC ACCOUNTS

The ascription of human-like characteristics to computing technology has become
integral to our design, use, training, and communications with regard to computing
technology and it has been argued to be the most common metaphor used in computing
discourse. (Johnson, Marakas, & Palmer, 2008, p. 169)

Reeves and Nass (1996) were among the first tqgném® that the way in which we treat
interactive technology, television, and other needia is essentially social. In thdihe Media

Equation they show in a surprisingly wide variety of walyat the apparent blurring of real and
mediated life is commonplace. They present evidéinaewe interact with media in the same
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way we respond to other people, using the sames thlt govern face-to-face interpersonal
interactions. This equation is recognized as bpargjcularly remarkable and counterintuitive,
since people know that the medium they are intexgetith is not a real person.

Interactive technology is, of course, distinguisfredn other technologies by virtue of its
very interactivity, a trait it shares with huma@omputers also use language. Computers are
instructed to perform by way of programming langegmgHCI designers are concerned with
dialogue design, that is, how the interaction betwperson and interactive technology is
structured. Computers can produce human-soundiy@dNass & Moon, 2000; indeed it
has been noted by many that the only really huntaracter in Stanley Kubrick's 1968
movie 2001: A Space Odyssewas HAL, the computer). Studies of social presehave
revealed that users easily and regularly ascrilmeaimucharacteristics, emotion, and behavior
to avatars created within collaborative virtual ikonments (for a review, see Biocca, Harms,
& Burgoon, 2003.) Perhaps most importantly, computew fill roles traditionally held by
humans. Computing technology is ubiquitous in agiety, often mediating our basic daily
interactions, such as communication, banking, gakills and taxes, and governing much of
our working lives. Winograd and Flores (1987) alsave observed that computing
technology has apparent autonomy, complexity ofpgse, structural plasticity, and
unpredictability—all of which are human-like chatexistics.

Nass and Moon (2000, p. 86) have examined what tesgribe as the fundamental
truth that “the computer is not a person and doet warrant human treatment or
attribution.” They point out that computers do r@tve faces or bodies—unlike, say, a
child’s toy—are unresponsive to human affect, aaden express emotion themselves. Yet
for all of this, there is abundant evidence thabgte mindlessly apply social rules and
expectations to interactive media. In a seriesxpieements, they further found that people
tend to “overuse human social categories” (p. 8@¢h as gender and ethnicity, politeness
and reciprocity, and behave as though computerse haersonality traits, such as
friendliness. People also have been found to usilswles and respond to computers with
different voices (Nass & Steuer 1993), to feel p®jogically close to or connected with a
computer (Lee & Nass, 2005), to respond to comppeesonalities in a similar manner as
they respond to human personalities (e.g., BrawssN& Hutchinson2005), and even to
respond to flattery from the computer (Fogg & Nak897). Evidence shows that people
with strong anthropomorphic beliefs are more likéty ascribe responsibility for their
interactions with and outputs of a decision suppsystem than those with weaker
anthropomorphic beliefs, even though the ultimateractions and decisions were within
the control of all users (Johnson, Marakas, & PaJrB@06). In all, there are fewer studies
of this kind than the corresponding classical ctgaiaccounts and their findings are yet to
be translated into design features. Nonethelessr tlesults are very robust. Next we
consider these two different cognitive styles.

DIFFERENT COGNITIVE STYLES
Baron-Cohen’s (1995, 2002, 2004) systemizing—emgath account of psychological sex

differences is based on neurological differencesnale” and “female” brains. While Baron-
Cohen emphasizes functional and structural brdferdince, we, like others (e.g., Focquaert,
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Steven, Wolford, Colden, & Gazzaniga, 2007), areamamncerned with the differences in
the resulting cognitive style and their consequsrfoe how people think about interactive
technology. We approach this concept with somei@agince we believe that this is first
time Baron-Cohen’s work has been applied to theadorof HCI.

Baron-Cohen claims that the female brain has aoon@thnt propensity for empathy
while the male brain is predominantly wired for emtanding and building systems. In
support of this position, he introduces evidencestggest that male and female brains
develop differently from conception. The sourcetlése differences is the presence of
prenatal androgens (male sex hormones) that canapently affect the development of the
neural structure and function of the brain. Howewedrnile male brains are more commonly
found in men and female brains in women, this kig$tdon is in no sense absolute. The
propensity to analyze a system in terms of thesrti@t govern it in order to predict its
behavior and the propensity to identify and underdithe mental states of the other in order
to predict his/her behavior, and to respond apypaigdy in either case, is found in both men
and women (Baron-Cohen, 1995, 2002, 2004; Barore@oB& Wheelwright, 2004).
Excepting a few extreme examples, no one wouldestgfat men are incapable of empathy,
nor women incapable of understanding the workingga gystem. Every individual has a
propensity for each cognitive style in varying podmpns.

Individual systemizing and empathizing quotients ¢ derived means of a pair of
administered questionnaires that Baron-Cohen (20@4) developed (see Appendixes A
and B). These questionnaires consist of 60 questameither a Systemizing Quotient (SQ)
or an Empathy Quotient (EQ), and are based on arL8cale, with answers ranging from
strongly agredo strongly disagreeThe questions related to the SQ are of the féWihen
| listen to a piece of music, | always notice thaywt's structured” and “If | were buying a
car, | would want to obtain specific informationcaib its engine capacity,” which are
designed to capture a person’s tendency to sysiem&ly contrast, the EQ questions are
of the form, “I can easily tell if someone else w&ato enter a conversation” and “I find it
difficult to explain to others things that | undensd easily, when they don’t understand it
first time” [sic]. Questions are scored 1 or 2 points on the rés@escales, although there
are also some null questions that afford no sdem@m the resultant scores, people can be
categorized as high, average, or low empathizesystemizers, remembering that the two
scales are independent. These quotients can beretted using the guidelines, which may
be found Table 1.

HOW PEOPLE THINK ABOUT THEIR MOBILE PHONES

Before describing the procedure we adopted, it asthwtaking a moment to examine the
methodology that inspired this work. It will be afled (see Section 2) that Payne (1991)
conducted a series of interviews with the intentidrexploring the mental models people
spontaneously create to mediate their interactidth wechnology. In his study, he
interviewed people regarding their attitudes andeustanding of ATMs. The interviews
were conducted in an unrestrained manner. Payndseguent treatment of the data is not
well documented but appears to be an informal caraealysis.
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Table 1. Interpreting the EQ and SQ Results (after BarongbpR004, p. 216).

Empathizing Quotient (EQ)
i.e., the ability to understand how other people feel and responding appropriately

0-32 Lower than average
33-52 Average ability
53-63 Above average
64-80 Very high ability

Systemizing Quotient (SQ)
i.e., the ability to analyze and explore a system

0-19 Lower than average
20-39 Average ability
40-50 Above average ability

Very high ability (three times as many people with Asperger syndrome® score in

51-80 this range compared to typical men, and almost no women score in this range)

Note: In the EQ scoring, most women score about 47maost men score about 42, while in the SQ scoring,
most women score about 24 and most men score 8bBout

Research Questions

Modern mobile phones are no longer limited to symphking and receiving calls; they now
routinely have a range of interactive functions ,aasl such, can be treated as interactive
technology. Therefore, we propose that the SQ aQdoEthe individuals in this study are
indicative of their propensity to describe the @pen of interactive technology (i.e., mobile
phones in this instance) using language that is

= rich in technical, systemizing terms (for thoséhtmabove average SQs), or

= filled with anthropocentric, empathizing termsr(fbose with above average EQs), or

= a mixture of technical and anthropocentric languéigr those balanced in their SQ
and EQ).

Although we have not proposed formal hypothesethisrstudy, it is worth considering the
null, or alternate, hypothesis before proceeding ttiscussion of the method. We have been
careful to stress that while our research quesfidescribed above) are indicative, myriad other
factors may well mask these systemizing and enmpathipropensities. While a formal
experimental protocol may have been able to is@atk control for these factors, our interest
was in (a) reproducing Payne’s explicitly descwptstudy, and (b) exploring the everyday,
rather than the experimental, aspects of peophg tiseir mobile phones.

Method

Participants

In all, 16 males and 7 females agreed to partieip&ll were non-immigrant native English
speakers. They were aged between 18 and 45 yedinsmedian age of 22 years. These
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people had been recruited from the postgraduatares students and undergraduates from
the School of Computing at the Edinburgh Napienersity.

Procedure

All 23 participants first completed the two questiaires that measured their individual EQ
and SQ. These were scored by the second authay thenguidelines that accompany them.
Of the 23 participants, 13 achieved balanced s@@@= SQ, which we operationally define
as EQ = SQ 5), 4 achieved an above average seagenpathy abilities (EQ>SQ) and 6
people scored above average systemizing abilB8&s>EQ). On the basis of these results, 12
people (4 above average EQs, 4 above average 604, lzlancet] were randomly selected
to participate in the interview portion of the sgud

The selected participants were individually takeit@ to a quiet room to be interviewed.
The participants were asked to complete a consemt &nd were informed that the collected
data would be transcribed, analyzed, and may bmisiglol for publication. The participants
were assured that this was not a test of their keaye, and they were not obliged to provide
the interviewer with an answer. An audio recordinging a Sony DAT recorder, was made
of the interviews. The interviews themselves vaiiedength from around 10 to almost 40
minutes (varying with the loquaciousness of thermwiewee). The interview procedure was
designed to constrain the interviewee as littlepassible, although some limited prompts
were necessary. All were also asked to demonstratetalk-through the typical use of their
mobile phones. Participants were encouraged tasisisow they used mobile phones and the
role of this technology in their lives. A full listf questions asked of every participant can be
found in Appendix C.

As in much qualitative research, content analysisindamentally interpretive, meaning
is often implicit and can only be understood thtoulgep and repeated familiarity with the
entirety of each participant’s interview protoc®l/hat follows are both illustrative and
representative of the participants’ answers to ofvthe questions we posed. The quotations
were selected by the authors to reflect the ppdris’ cognitive style, that is, whether they
tended to systemize, empathize, or give balancedens.

RESULTS

The question “What is inside a mobile phone?” wasphrased to more likely prompt a
technical answer. We expected that those indivglwath relatively high SQs would offer
detailed technical answers.

Above Average SQs (40-50)

Of six participants with high SQs, all but one pd®d highly technical answers; the other
gave answers using systematizing language, althibugks considerably less technical.

What's in the telephone? Ummh--lots of transistarsl chips and things, and the
battery,[pause]and[pausel]liquid crystal display for the screen and the dgraand the
microphone, and the camefause]. (Participant 1, SQ = 40)
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Many things, circuit boards, chips, transceiji&aughs], battery [pause],a camera in
some of them, a media player, buttons, lots oérdifft things[pause]Well there are lots
and lots of different bits and pieces to the phaonese are mainly in ... Eh, like inside the
chip there are lots of little transistors, whichused, they build up to lots of different
types of gates and/or “x” these types of gateslecteonic gates. There are resisters and
diodes;[pause]there’s a fair amount of copper on, I'd imagin@, @rcuit boards. There
are lights, some of which are light-emitting diodes fact they are all probably light
emitting diodes. There’'s a camera, as | have alyesald. There’s a battery, and in most
modern mobile phones they use lithium polymer bateum... because they last longer
and have greater capacity.(Participant 4, SQ = 44)

What is in the phone? Um, all kinds of circuitrydagevices. | know there’s a camera in
the phone, so there will be a light detector foatthAnd there is a wireless card, so
there's a wireless interface for that. There’s anmogy slot, so there will be an interface
for that. There's a SIM card; the SIM card contajmair personal information, it's a sort

of chip that contains your unique identifier foretimetwork, so basically your phone
number and such. Uh, it has onboard memory foragter it has onboard memory,

volatile memory for operating system use, umm, itds the various hardware that

drives the screerfParticipant 6, SQ = 45)

In... inside the telephone? Well, | mean it’'s h..e you know, you're going to have a
printed circuit board, known as a PCB. Ahh ... thatthat allows for communications

between the different, ah ... chips on the PCB tfongs like voice encoding and

decoding, umm... so | can hear and speak ahhth. pgople. Umm ... This also allows
for power to come from the battery to the differgletnents, umm ... and obviously to the
screen as well(Participant 7, SQ = 50)

Average SQs (20-39)
Participants with average SQ scores tended to dseléguacious, saying less about what is
inside their phones than those with higher scores.

What'sin it? It's a little computer; it's a microchip, and screen, and shit like that.
(Participant 8, SQ = 24)

No. [laughs] A speaker and a microphone and a camera, if yduagzamerglaughs],
phone umm ... and a battery and a SIM card. Thadsut all | know.(Participant 10,
SQ =27)

There were no participants with low SQs in the sl@myth whom we could compare
accounts.

How People Think Mobile Phones Work

Following Payne’s protocol, we asked, “How do ybimk the telephone works?” with the coda,
“Pretend you are answering to the intelligent Mertivho has no experience with the devices.”
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Balanced Individuals (EQ = SQ #5)

All participants with balanced EQ and SQ scoredé¢erto give answers that contained strong
evidence of neither systemizing nor empathizingnelats.

Ok [long pauselUmm... Ok... I... ... l...think like, Mmmh ...afurse it's working over

satellite and, mmmbh ... it's provided with softwizethe text messages, like that | can

use T9 and stuff like that. And I think it's almjost based on software and this, umm ...

code is transferred over satellitpause]And the, the, the calling is just like with a

normal phone but it's not transferred over a landlibut over umm satellite, that'’s...

yeah.(Participant 11, SQ = 3EQ = 38)

Participant 11, unlike those scoring above aveaagthe systemizing scale, shows little or

no evidence of having a detailed mental model efpghone’s operation. Instead she describes
the operation of a mobile phone coherently butlngh level, fairly general manner.

Above Average EQ (55-63)

All highly empathizing participants provided similsorts of answers to the same question
that tended to highlight the surface features eirthhones.

It flashes the lights, screen flashes, and theobsttights up, and it vibrates. It comes to
life on the inside and it comes to life on the m#sand you talk to the one side and
someone is answering on the other sjibmg pause] Umm... well, all the different
elements connect and work in the phone so enabléoya. make the phone call. | don't
know how, but yeah ... | don't know. It's a mystdtg magical [laughs] | have no
understanding of how it works. So it really is ntadji (Participant 3, EQ = 55)
[Interviewer] What happens if you enter your PINleancorrectly?

Three times? It locks me out.

[interviewer] And what does it mean?

It means | can't use it and | cry quadot. (Participant 8, EQ = 56)

For Participant 3, who shows above average empaghgropensity, the language is
quite different from that of the other extractsislparticipant ascribed agency to her phone
(“It comes to life”) and often referred to her pleoss being magical.

Space prevents a fuller account of these intervieutswhat is clear is that there is a
relationship (but not a simple one) between theesyiging quotients and the nature of the
answers people gave. People with high SQs appehavie complex, well populated mental
models of their phones; people with lower SQsdess$-or those with high EQs, the picture is less
clear. There is some evidence of anthropomorpHisitnye suspect the demand characteristics of
the situation may have obscured this. The balamididuals are best characterized as being
disinterested, with no real evidence of eithereaysting or empathizing propensities.

DISCUSSION

As we have seen, there is a considerable bodyidéeee regarding how people reason about
and conceptualize everyday interactive technoldlyg have argued that Baron-Cohen’s
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(1995, 2002, 2004) distinction between systemizang empathizing cognition is used here
differentially to create either mental model orranpomorphic descriptions, as required. The
data we have presented from the study of how petipigk about their mobile phones
indicate that

= people who demonstrate high SQs tend to producegletit technical accounts of
technology. This finding is consistent with the namodels hypothesis.

= people who demonstrate high EQs correspondinglwsitibe technical knowledge
and are given to describing the workings of tecbgplin terms of magic and
anthropocentricism.

» people who demonstrate a balanced EQ and SQ appedfer explanations on
how technology works that are neither overly techhinor anthropomorphic.

However a powerful factor in an experimental sgtsnch as this is the way in which we
posed the questions. Cognition cannot be obselvectlg, but the very ways in which we study
it necessarily affect the results. Orne (1962) @nde and Whitehouse (2000) have identified
what they describe as demand characteristics #mabe encountered in psychological studies.
They found that people, understandably, attemphaie sense of what the experimenter is
trying to achieve. So as soon as we ask questlomg dow people think about something, we
are (a) necessarily asking biased questions, gneff@ctively prompting them to answer in a
particular way. Demand characteristics, more folynaéfer to the totality of cues and role
expectations that are inhered within all socialtexts, including a study such as this. The
consequences or effect of demand characteristitisisrsituation will vary with the extent to
which they are perceived, as well as with the natitivn and ability of the person to comply.
Demand characteristics are very difficult to colhtoo and, in asking people about the operation
of mobile phones, we can recognize that some qumsstill tend to elicit or prompt a technical
answer while other questions will tend to promptrendiscursive nontechnical answers. This
then is consistent with Norman’s (1993) and Claisc€y997) observations concerning situated
cognition. As Norman (1993, p. 4) observes, sithatggnition places an emphasis on

the structures of the world and how they constmma guide behavior.... Human
knowledge and interaction cannot be divorced frbmn world. To do so is to study a
disembodied intelligence, one that is artificiahreal, and uncharacteristic of actual
behavior. What really matters is the situation Hrelparts that people play. One cannot
look at just the situation, or just the environmemt just the person. To do so is to
destroy the very phenomenon of interest. Afteritlis the mutual accommodation of
people and the environment that matters, so tosfo@on only aspects in isolation is to
destroy the interaction, to eliminate the rolehsf situation upon cognition and action.

Therefore, we must be aware that all of the reggmng received were, in part, a function
of the demand characteristics of the study comditim short, technical questions elicit
technical replies and everyday questions elicirylay answers. Given this, we conclude that
the explanations people gave as to how technologkswvas a function of their ability to
adopt the appropriate cognitive style and to manlgesituation demanding this cognition. So
how people think about interactive technology maytitought of as an interaction between
their cognitive propensities and the situation hrick their cognition is exercised.
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FURTHER WORK

So what are the practical applications of thesdirfigs? While it is difficult to imagine how
cognitive style might be used to guide the desigsay, custom-made interactive technology
(e.g., a mobile phone for above-average empathiaéiteough its usefulness in marketing is
quite clear), it may have consequences for theuatiah of interactive technology.

Evaluation is the cornerstone of HCI; it lies at theart of the user-centered approach to
the development of interactive systems (e.g., taeldecycle model; Hartson & Hix, 1993).
It is the means by which the user experience osylstem is fed back to the designer; it is the
obverse of design. Many different evaluation teghes are available to the HCI practitioner,
but they can be reasonably categorized into fosicihemes:

1. Expert evaluation is characterized by the absemdbeointended end user of the
system but the presence of an expert (e.g., SmMvo&er, 1986). The expert makes
judgments about the design of the interactive teldyy against a set of guidelines.

2. Model-based evaluation is based on predictions tabser behavior made using a

psychologically plausible or ergonomic model (e@ard et al 1980; John &
Kieras, 1996).

3. Scenario-based, task-based, and cooperative fdrevatmation involve one or more
representative users. A typical scenario or taskreésmted with the users working
through it, during which problems are identifiecg(eCarey & Rusli, 1995).

4. Finally, there are evaluation techniques that sateuthe presence or behavior of a
user, such as the cognitive walkthrough (e.g., $twyl Bovair, & Kieras, 1982;
Spencer, 2000).

It is important not to overstate any criticism dfese approaches, as they have
significantly contributed to the creation of verany usable systems. However all four styles
of evaluation treat users like experimental subje@ist as in the classic psychological
experiments that (a) sought to make statementstaheugeneral population, rather than
individuals; and (b) tested hypotheses of the fomterface/artifact A is “better” than
interface/artifact B. In all, there typically is neeatment of individual differences beyond a
gross categorization, such as novice and expeftequent and infrequent users. It may be
that this fairly simple systemizer—empathizer—bed¢ahcategorization may prove to be both a
useful and, just as importantly, a practical meahssaying something about individual
differences in the experience of end users of argimteractive technology.

ENDNOTES

1. See http://store.irobot.com for more information

2. Baron-Cohen (2004, pp. 135-136) describes Aspesgndrome (AS) as a variant of autism. He writés,
child with AS has the same difficulties in socialdacommunication skills and has the same obsedsiona
interests. However, such children not only havenaror high 1Q (unlike those with high-functionimgitism)

but they also start speaking on time.

3. Balanced scores can be so at all three leved®Qadnd EQ: high, medium, and low.
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APPENDIX A: THE EQ QUESTIONNAIRE

The Empathy Quotient is intended to measure howyegsu pick up on other people’s
feelings and how strongly you are affected by offemple’s feelings. Please read each of the
60 following statements very carefully and rate rstmongly you agree or disagree with them
by circling your answer. There are no right or wy@mswers, or trick questions.

1. | can easily tell if someone else wants | strongly slightly slightly strongly
to enter a conversation. agree agree disagree disagree
2. | prefer animals to humans. strongly slightly §I|ghtly s.trongly
agree agree disagree disagree
3. | try to keep up with the current trends | strongly slightly slightly strongly
and fashions. agree agree disagree disagree
4. | find it difficult to explain to others stronall sliahtl sliahtl stronall
things that | understand easily, when a regey agreey disg reye disa ?e)é
they don't understand it first time. 9 9 9 9
5. | dream most nights. strongly slightly s_IlghtIy s_trongly
agree agree disagree disagree
6. | really enjoy caring for other people. strongly slightly s_IlghtIy s_trongly
agree agree disagree disagree
7. | try to solve my own problems rather | strongly slightly slightly strongly
than discussing them with others. agree agree disagree disagree
8. | find it hard to know what to do in a | strongly slightly slightly strongly
social situation. agree agree disagree disagree
9. | am at my best first thing in the | strongly slightly slightly strongly
morning. agree agree disagree disagree
10. People often tell me that | went too far strondl sliahtl slightl strondl
in driving my point home in a gy gntly >Igntly trongly
di ; agree agree disagree disagree
iscussion.
11. It doesn't bother me too much if | am | strongly slightly slightly strongly
late meeting a friend. agree agree disagree disagree
12. Friendships and relationships are just . .
too difficult, so | tend not to bother with strongly slightly §I|ghtly s_trongly
agree agree disagree disagree
them.
13. | would never break a law, no matter | strongly slightly slightly strongly
how minor. agree agree disagree disagree
14. 1 often find it difficult to judge if | strongly slightly slightly strongly
something is rude or polite. agree agree disagree disagree
15. In a conversation, | tend to focus on stronal sliahtl sliahtl stronall
my own thoughts rather than on what a regey agreey disg reye disa ?e)é
my listener might be thinking. 9 9 9 9
16. | prefer practical jokes to verbal| strongly slightly slightly strongly
humour. agree agree disagree disagree
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17. | live life for today rather than the | strongly slightly slightly strongly
future. agree agree disagree disagree
18. When | was a child, | enjoyed cutting | strongly slightly slightly strongly
up worms to see what would happen. agree agree disagree disagree
19. | can pick up quickly if someone says | strongly slightly slightly strongly
one thing but means another. agree agree disagree disagree
20. | tend to have very strong opinions | strongly slightly slightly strongly
about morality. agree agree disagree disagree
21. 1t is hard for me to see why some | strongly slightly slightly strongly
things upset people so much. agree agree disagree disagree
22. | find it easy to put myself in somebody | strongly slightly slightly strongly
else's shoes. agree agree disagree disagree
23. | think that good manners are the most stronall sliahtl sliahtl stronall
important thing a parent can teach gy gntly >1gnty rongly
their child agree agree disagree disagree
24. | like to do things on the spur of the | strongly slightly slightly strongly
moment. agree agree disagree disagree
25. | am good at predicting how someone | strongly slightly slightly strongly
will feel. agree agree disagree disagree
26. | am quick to spot when someone in a . .
group is feeling awkward or strongly slightly dgllghtly §.trongly
uncomfortable. agree agree isagree isagree
27. If | say something that someone else . .
is offended by, | think that that's their | Stonaly | slightly slightly | strongly
: agree agree disagree disagree
problem, not mine.
28. If anyone asked me if | liked their stronall sliahtl sliahtl stronall
haircut, | would reply truthfully, even if gy gntly > 1ghty rongly
L didn't like it agree agree disagree disagree
29.1 can't always see why someone | strongly slightly slightly strongly
should have felt offended by a remark. agree agree disagree disagree
30. People often tell me that | am very | strongly slightly slightly strongly
unpredictable. agree agree disagree disagree
31. | enjoy being the centre of attention at | strongly slightly slightly strongly
any social gathering. agree agree disagree disagree
32. Seeing people cry doesn't really upset | strongly slightly slightly strongly
me. agree agree disagree disagree
33. 1 enjoy having discussions about| strongly slightly slightly strongly
politics. agree agree disagree disagree
34. | am very blunt, which some people . .
take to be rudeness, even though this strongly slightly §I|ghtly s.trongly
. . . agree agree disagree disagree
is unintentional.
35. | don't tend to find social situations | strongly slightly slightly strongly
confusing. agree agree disagree disagree
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36.

Other people tell me | am good at

understanding how they are feeling s;ro:]egely S;'grr:at:ay dsiggh:ge ;tsrgn?é)é
and what they are thinking. 9 9 9 9
37. When | talk to people, | tend to talk . .
about their experiences rather than my strongly slightly s_llghtly s_trongly
OWN. agree agree disagree disagree
38. It upsets me to see an animal in pain. strongly slightly s_IlghtIy s_trongly
agree agree disagree disagree
39. | am able to make decisions without | strongly slightly slightly strongly
being influenced by people's feelings. agree agree disagree disagree
40. | can't relax until | have done everything | strongly slightly slightly strongly
| had planned to do that day. agree agree disagree disagree
41. | can easily tell if someone else is stronall sliahtl sliahtl stronall
interested or bored with what | am gy gnhtly >1gntly rongly
. agree agree disagree disagree
saying.
42. | get upset if | see people suffering on | strongly slightly slightly strongly
news programmes. agree agree disagree disagree
43. Friends usually talk to me about their strondl sliahtl slightl strondl
problems as they say that | am very gy gntly di gntly di gy
understanding. agree agree isagree isagree
44. | can sense if | am intruding, even if | strongly slightly slightly strongly
the other person doesn't tell me. agree agree disagree disagree
45. | often start new hobbies but quickly . .
become bored with them and move on strongly slightly s_llghtly s_trongly
. agree agree disagree disagree
to something else.
46. People sometimes tell me that | have | strongly slightly slightly strongly
gone too far with teasing. agree agree disagree disagree
47. | would be too nervous to go on a big | strongly slightly slightly strongly
rollercoaster. agree agree disagree disagree
48. Other people often say that | am . .
insensitive, though | don't always see strongly slightly s_IlghtIy s_trongly
why. agree agree disagree disagree
49. If | see a stranger in a group, | think . .
that it is up to them to make an effort strongly slightly §I|ghtly s.trongly
o agree agree disagree disagree
to join in.
50. | usually stay emotionally detached | strongly slightly slightly strongly
when watching a film. agree agree disagree disagree
51. | like to be very organised in day to . .
day life and often make lists of the s;ro:]egely S;'grr:at:ay dsiggh:ge ;tsrgn?é)é
chores | have to do. 9 g g g
52. 1 can tune into how someone else | strongly slightly slightly strongly
feels rapidly and intuitively. agree agree disagree disagree
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53. I don't like to take risks. strongly slightly §I|ghtly s.trongly
agree agree disagree disagree
54. 1 can easily work out what another | strongly slightly slightly strongly
person might want to talk about. agree agree disagree disagree
55. | can tell if someone is masking their | strongly slightly slightly strongly
true emotion. agree agree disagree disagree
56. Before making a decision | always | strongly slightly slightly strongly
weigh up the pros and cons. agree agree disagree disagree
57. |1 don't consciously work out the rules | strongly slightly slightly strongly
of social situations. agree agree disagree disagree
58. | am good at predicting what someone | strongly slightly slightly strongly
will do. agree agree disagree disagree
59. | tend to get emotionally involved with | strongly slightly slightly strongly
a friend's problems. agree agree disagree disagree

60. | can usually appreciate the other . .
person's viewpoint, even if | don't strongly slightly §I|ghtly s.trongly
agree agree disagree disagree

agree with it.
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APPENDIX B: THE SQ QUESTIONNAIRE

The Systemizing Quotient gives a score based onih@rested you assess yourself to be in
each of the following forms of systemizing. Systeimg is the drive to analyse and explore a
system, to extract underlying rules that governlbbaviour of a system; and the drive to
construct systems. Please read each of the folpwih statements very carefully and rate
how strongly you agree or disagree with them bglicig your answer. There are no right or
wrong answers, or trick questions.

1. When | listen to a piece of music, || strongly slightly slightly strongly
always notice the way it's structured. agree agree disagree disagree
2. | adhere to common superstitions. strongly slightly §I|ghtly s.trongly
agree agree disagree disagree
3. | often make resolutions, but find it hard | strongly slightly slightly strongly
to stick to them. agree agree disagree disagree
4. | prefer to read non-fiction than fiction. strongly slightly gllghtly s_trongly
agree agree disagree disagree
5. If | were buying a car, | would want to . .
obtain specific information about its strongly slightly gllghtly s_trongly
. : agree agree disagree disagree
engine capacity.
6. When | look at a painting, | do not . .
usually think about the technique strongly slightly gllghtly s_trongly
. . T agree agree disagree disagree
involved in making it.
7. If there was a problem with the strondl sliahtl sliahtl strondl
electrical wiring in my home, I'd be able gy gntly >Igntly trongly
J agree agree disagree disagree
to fix it myself.
8. When | have a dream, | find it difficult strondl sliahtl sliahtl strondl
to remember precise details about the gy ghtly > 1ghtly rongly
agree agree disagree disagree
dream the next day.
9. When | watch a film, | prefer to be with | strongly slightly slightly strongly
a group of friends, rather than alone. agree agree disagree disagree
10. I am interested in learning about | strongly slightly slightly strongly
different religions. agree agree disagree disagree
11. 1 rarely read articles or webpages | strongly slightly slightly strongly
about new technology. agree agree disagree disagree
12. 1 do not enjoy games that involve a | strongly slightly slightly strongly
high degree of strategy. agree agree disagree disagree
13. | am fascinated by how machines | strongly slightly slightly strongly
work. agree agree disagree disagree
14. 1 make it a point of listening to the news | strongly slightly slightly strongly
each morning. agree agree disagree disagree
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15. In maths, | am intrigued by the rules | strongly slightly slightly strongly
and patterns governing numbers. agree agree disagree disagree
16. | am bad about keeping in touch with | strongly slightly slightly strongly
old friends. agree agree disagree disagree
17. When | am relating a story, | often . .
leave out details and just give the gist sgo:legely salllgrhetley dilgh?eye ;Zgn?el)é
of what happened. 9 9 9 9
18. | find it difficult to understand instruction | strongly slightly slightly strongly
manuals for putting appliances together. agree agree disagree disagree
19. When | look at an animal, | like to know | strongly slightly slightly strongly
the precise species it belongs to. agree agree disagree disagree
20. If | were buying a computer, | would
want to know exact details about its | strongly slightly slightly strongly
hard drive capacity and processor agree agree disagree disagree
speed.
. . strongly slightly slightly strongly
21. | enjoy participating in sport. agree agree disagree disagree
22. | try to avoid doing household chores if | strongly slightly slightly strongly
| can. agree agree disagree disagree
23. When | cook, | do not think about
exactly how different methods and | strongly slightly slightly strongly
ingredients contribute to the final agree agree disagree disagree
product.
24. | find it difficult to read and understand | strongly slightly slightly strongly
maps. agree agree disagree disagree
25. If | had a collection (e.g. CDs, coins, | strongly slightly slightly strongly
stamps), it would be highly organised. agree agree disagree disagree
26. When | look at a piece of furniture, | do stronall sliahtl sliahtl stronall
not notice the details of how it was gy gnty gty rongly
agree agree disagree disagree
constructed.
27. The idea of engaging in "risk-taking" | strongly slightly slightly strongly
activities appeals to me. agree agree disagree disagree
28. When | learn about historical events, | | strongly slightly slightly strongly
do not focus on exact dates. agree agree disagree disagree
29. When 1 read the newspaper, | am
drawn to tables of information, such as | strongly slightly slightly strongly
football league scores or stock market agree agree disagree disagree
indices.
30. When | learn a language, | become | strongly slightly slightly strongly
intrigued by its grammatical rules. agree agree disagree disagree
31. | find it difficult to learn my way around | strongly slightly slightly strongly
a new city. agree agree disagree disagree
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32.

| do not tend to watch science

documentaries on television or read strongly slightly §I|ghtly s.trongly
) . agree agree disagree disagree
articles about science and nature.
33. If | were buying a stereo, | would want . .
to know about its precise technical strongly slightly §I|ghtly s_trongly
f agree agree disagree disagree
eatures.
34. | find it easy to grasp exactly how odds | strongly slightly slightly strongly
work in betting. agree agree disagree disagree
35. | am not very meticulous when | carry | strongly slightly slightly strongly
out D.LY. agree agree disagree disagree
36. | find it easy to carry on a conversation | strongly slightly slightly strongly
with someone I've just met. agree agree disagree disagree
37. When 1 look at a building, | am curious stronal sliahtl sliahtl stronall
about the precise way it was gy gntly > 1ghtly rongly
agree agree disagree disagree
constructed.
38. When an election is being held, | am strondl sliahtl sliahtl strondl
not interested in the results for each gy ghtly > ghtly rongly
. agree agree disagree disagree
constituency.
39. When | lend someone money, | expect strondl sliahtl sliahtl strondl
them to pay me back exactly what they gy gntly >Igntly trongly
agree agree disagree disagree
owe me.
40. 1 find it difficult to understand
information the bank sends me on | strongly slightly slightly strongly
different investment and saving agree agree disagree disagree
systems.
41. When travelling by train, | often wonder . .
exactly how the rail networks are strongly slightly s_;llghtly s_trongly
; agree agree disagree disagree
coordinated.
42. When | buy a new appliance, | do not . .
read the instruction manual very strongly slightly s_;llghtly s_trongly
agree agree disagree disagree
thoroughly.
43. If 1 were buying a camera, | would not | strongly slightly slightly strongly
look carefully into the quality of the lens. agree agree disagree disagree
44, When | read something, | always notice | strongly slightly slightly strongly
whether it is grammatically correct. agree agree disagree disagree
45. When | hear the weather forecast, | am strondl sliahtl sliahtl strondl
not very interested in the meteorological gy gntly >Igntly trongly
agree agree disagree disagree
patterns.
46. | often wonder what it would be like to | strongly slightly slightly strongly
be someone else. agree agree disagree disagree
47. | find it difficult to do two things at once. strongly slightly s_;llghtly s_trongly
agree agree disagree disagree
48. When | look at a mountain, | think | strongly slightly slightly strongly
about how precisely it was formed. agree agree disagree disagree
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49. 1 can easily visualise how the | strongly slightly slightly strongly
motorways in my region link up. agree agree disagree disagree
50. When I'm in a restaurant, | often have | strongly slightly slightly strongly
a hard time deciding what to order agree agree disagree disagree
51. When I'm in a plane, | do not think | strongly slightly slightly strongly
about the aerodynamics agree agree disagree disagree
52. | often forget the precise details of | strongly slightly slightly strongly
conversations I've had agree agree disagree disagree
53. When | am walking in the country, | am . .
curious about how the various kinds of strongly slightly ;Ilghtly s_trongly
. agree agree disagree disagree
trees differ
54. After meeting someone just once or stronall sliahtl sliahtl stronal
twice, | find it difficult to remember a regey agreey disg reye disa ?e)é
precisely what they look like 9 9 9 9
55. | am interested in knowing the path a | strongly slightly slightly strongly
river takes from its source to the sea agree agree disagree disagree
56. | do not read legal documents very | strongly slightly slightly strongly
carefully agree agree disagree disagree
57. | am not interested in understanding | strongly slightly slightly strongly
how wireless communication works agree agree disagree disagree
58. | am curious about life on other planets strongly slightly §I|ghtly s.trongly
agree agree disagree disagree
59. When | travel, | like to learn specific strondl sliahtl sliahtl strondl
details about the culture of the place | gy gntly >Igntly trongly
- agree agree disagree disagree
am visiting
60. | do not care to know the names of the | strongly slightly slightly strongly
plants | see agree agree disagree disagree
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APPENDIX C: THE QUESTIONS ASKED OF THE PARTICIPANTS

What kind of phone do you have and how often doyseiit?
What do you use the phone for other than calling?

What happens if you enter the wrong pin numbemitck on the phone?
What is in the telephone?

What is in the SIM card?

How is the information used?

Do you know what the PIN code does?

How do you think the telephone works?

Is there a difference between messaging & email?

What happens to the ‘phone during the connection?

Why does the battery go flat when you don't useptiene?
What does the signal availability mean?

What does it mean when the network is busy?

What makes the battery life go down fastest?

What do the bars on the phone mean?
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