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ABSTRACT

Kurjenniemi, Janne
A Study of TD-CDMA and WCDMA Radio Network Enhancements
Jyväskylä: University of Jyväskylä, 2005, 144 pages
(Jyväskylä Studies in Computing,
ISSN 1456-5390; 55)
ISBN 951-39-2296-0
Finnish summary
diss.

The aim of this study is to analyse UMTS terrestrial radio access performance
including TDD and FDD modes. 3.84 Mcps TDD Mode of UTRA is based upon a
combined time and code division multiple access and it is commonly referred to
as TD-CDMA, whereas UTRA FDD mode is based upon a Wideband Code Division
Multiple Access (WCDMA).

Analysis of the UTRA TDD mode concentrates on three important radio re-
source management algorithms, namely power control, handover and dynamic
channel allocation. Power control analysis contains both uplink and downlink
studies and it is found that careful setting of the main parameters are needed to
guarantee a robust system operation.

WCDMA type of handover is considered for the TD-CDMA and the effect
of its applicability is evaluated with extensive simulations. The effect of different
handover parameters on the system capacity is studied in an indoor environment.

Dynamic Channel Allocation (DCA) is TDD specific algorithm to allocate
resources for transmission. It can be divided into slow DCA (S-DCA), which
allocates resources to cells and fast DCA (F-DCA), which allocates resources to
bearer services. In this thesis different F-DCA algorithms are described and
analysed under different S-DCA parameters.

The studied topics for the WCDMA are transmit diversity and advanced
receivers. The system performance evaluation with transmit diversity starts
from dedicated channels and then the High Speed Downlink Packet Access (HSDPA)
network performance is analysed. Performance of Space Time Transmit Diversity
(STTD) and Closed Loop Mode 1 (CL Mode 1) are compared to conventional 1Tx
transmission.

Further enhancements for the HSDPA are currently an interesting research
topic. In this thesis HSDPA system performance with receive diversity and
Linear Minimum Mean Squared Error (LMMSE) chip level equalizer is compared
to conventional Rake receiver with extensive dynamic system level simulations.

Keywords: 3G, WCDMA, TD-CDMA, HSDPA, Radio Resource Management,
radio network performance evaluation.
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1 INTRODUCTION

1.1 Background

Wireless telecommunication systems have been under intense research activities
in recent years. Second generation mobile communication systems like GSM
(Global System for Mobile Communications) and IS-95 have spread around the
world and raised the need for more sophisticated mobile devices. Commercial
launches of third generation (3G) mobile communication systems started in
Japan 2002 and currently 3G systems are available in many cities around Europe
and Asia. Although the systems have been available for some time, evolution of
standardization for new releases is ongoing in The Third Generation Partnership
Project (3GPP) [1].

Initially UMTS air interface was designed to support a wide variety of
different services with different Quality of Service requirements (QoS). To reply to
the challenges of future applications and services several technical enhancements
are being studied to increase an achievable bit rate way over the initial standard
of 2 Mbps. The initial targets of the 3G system can be briefly summarized as
follows ([127, 118, 49, 73]):

• Sophisticated radio interface to support variable bit rates up to 2 Mbps

• Multiplexing of services with different quality requirements on a single
connection, e.g. speech, video and packet data

• Variable bit rate to offer bandwidth on demand

• Delay requirements from delay sensitive real time traffic to flexible best
effort packet data

• Quality requirements from 10−2 frame error rate to 10−6 bit error rate

• Support of asymmetric uplink and downlink traffic, e.g. web browsing
causes more loading to downlink than to uplink
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• Coexistence of UTRA FDD and TDD modes

• High spectrum efficiency

• Compatible to offer an effective evolutionary path for existing wireless
network to support inter-system handovers for coverage enhancements
and load balancing

Third generation systems should operate in all radio environments like
urban and suburban areas, hilly and mountainous areas, micro cell, pico cell,
and indoor environments. High data rate requirements are set up to at least 144
Kbps in vehicular, up to at least 384 Kbps in outdoor to indoor and up to 2 Mbps
in indoor and pico cell environments. These requirements are quite well aligned
in the different regions of America, Asia, Europa and in the ITU. In addition,
global roaming has to be supported in the system design.

UMTS Terrestrial Radio Access (UTRA) is divided to UTRA FDD and TDD
modes. UTRA FDD mode is based on wideband CDMA with chip rate of 3.84
Mcps. UTRA TDD mode contains wideband and narrowband schemes, 3.84
Mcps mode of UTRA TDD is based on TD-CDMA where as 1.28 Mcps mode of
UTRA TDD is based on TD-SCDMA. In addition to UTRA TDD and FDD modes
i.e. TD-CDMA and WCDMA, third mode is the multi-carrier (MC) CDMA mode,
based on cdma2000 multi carrier option being standardised by the 3rd Generation
Partnership Project 2 (3GPP2)[2]. In the downlink of cdma2000 multiple parallel
narrowband CDMA carriers are transmitted from each base station instead of a
single wideband carrier. The uplink direction is a direct spread, which is very
similar to WCDMA.

1.2 Scope of this study

This study concentrates on the radio network performance analysis of 3G systems
and radio resource management algorithms. These studies are based on the
dynamic system level simulations. System simulators are important tools for
research purposes, but in addition to that these can also be used for network
planning, network optimization, training of network engineers and to support
decision making e.g. in standardization (3GPP). The ability to test different radio
resource management algorithms and for e.g. measurement accuracies effect on
the system levels performance is essential to guarantee cost effective network
deployment.

Issues covered by this thesis can be divided into three main categories.
Firstly, TD-CDMA radio resource management algorithms are analysed includ-
ing uplink and downlink power control, handover and dynamic channel alloca-
tion. Secondly, the radio network performance of WCDMA is analysed and the
studies concentrate on the High Speed Downlink Packet Access (HSDPA) and trans-
mit diversity. Third topic includes evaluation of HSDPA network performance
with advanced UE receivers. Analysis is carried out with dynamic system level
simulations.
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1.3 Objectives

The main objective of this study is to evaluate the performance of TD-CDMA
and WCDMA Radio Network Enhancements. The study can be split into four
tasks as presented in the following.

1.3.1 Simulator modeling

Performance evaluation of TD-CDMA and WCDMA radio network is based
on the dynamic system simulations. An existing dynamic WCDMA system
simulator is used as a platform, to which the studied features are modeled.
The first target was to develop the TD-CDMA on top of the existing WCDMA
simulator. This task includes modeling of e.g. TD-CDMA frame structure,
correlated fast fading for uplink and downlink due to the same carrier frequency
and Actual Value Interface (AVI) for mapping system results to link level results.
Major modifications are needed for interference calculation methods to take into
account TD-CDMA specific interference and interference between TD-CDMA
and WCDMA. Several Radio Resource Management algorithms are also needed
for detailed studies e.g. uplink and downlink power control; Dynamic Channel
Allocation (DCA) and hard handover.

The used simulator already covers WCDMA features and RRM algorithms,
thus it should be further extended to support transmit diversity for dedicated
channels and High Speed Downlink Shared Channel. Required models include
complex channel coefficients, interference modeling for two transmit antennas in
the Node B and receiver structure for STTD. CL Mode 1 modeling in the UE side
includes transmit weight optimization and signalling of feedback commands to
Node B. On the transmitter side filtering of feedback commands are performed
and the selected transmit weight is used in the downlink transmission.

Furthermore used models are extended to cover UE advanced receivers,
which includes a completely new receiver structure for both the Rake and
LMMSE chip level linear equalizer.

1.3.2 TD-CDMA performance evalution

Concerning the TD-CDMA network performance evaluation the following ques-
tions are answered in this thesis.

• Uplink power control in TD-CDMA system in an indoor environment - Up-
link power control in UTRA TDD is based on several UE made measure-
ments, so what is the performance of the uplink power control assuming
realistic error modeling? How can the existing power control algorithm
be enhanced? How will the frame configuration impact to uplink power
control performance?

• Downlink power control in TD-CDMA system in an indoor environment -
What is the performance of closed loop power control in UTRA TDD
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downlink? How well the closed loop power control works in TDD
system as the feedback rate is clearly lower as compared to UTRA FDD?

• Handover in TD-CDMA system in an indoor environment - Feasibility of
WCDMA type of handover to UTRA TDD system? How parameter
selection affects UTRA TDD performance?

• Dynamic Channel Allocation in TD-CDMA system in an indoor environment
- DCA has been widely studied in literature. Now we extend the studies
to the TD-CDMA mode. What is the performance of dynamic channel
allocation algorithms with realistic modeling including signal delays
and measurement errors?

1.3.3 Transmit diversity in WCDMA

For the transmit diversity performance evaluation in WCDMA network the
following questions are answered in this thesis.

• Transmit Diversity on dedicated channels of WCDMA - What is the sys-
tem level performance of transmit diversity in the dedicated channels of
WCDMA? How do the different methods perform in different environ-
ments and UE velocities?

• Transmit Diversity for HSDPA - How does the HSDPA specific features
i.e scheduling, adaptive modulation and coding and HARQ affect the
applicability of transmit diversity for the HSDPA?

1.3.4 Advanced UE receivers

Advanced UE receiver performance evaluation in this thesis answers to the
following questions.

• Advanced UE receivers with HSDPA - What are the system level effects
of the advanced UE receivers? What is the performance gain from ad-
vanced UE receivers in SINR distribution and cell throughput? Does
the introduction of higher number of channelization codes change the
achievable gains? What is the effect of scheduling with advanced re-
ceivers?

• Different advanced UE receiver penetrations - What is the HSDPA system
level performance with different advanced UE receiver penetrations?
How the fairness of the system can be guaranteed with different ad-
vanced UE receiver penetrations? What is the gain from advanced UE
receivers from an end user point of view?
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1.4 Original contributions

The main target of this study is to evaluate the performance of TD-CDMA and
WCDMA network. This thesis includes the following original contributions.

• TD-CDMA system simulator modeling - Existing dynamic WCDMA radio
network simulator was used as a platform and it was extended to sup-
port TD-CDMA. Simulator modeling includes e.g. TD-CDMA frame
structure, correlated fast fading for uplink and downlink due to the
same carrier frequency and Actual Value Interface (AVI) to take into
account fastly variable conditions in different time slots. Major modi-
fications were needed for interference calculation methods to take into
account TD-CDMA specific interference and interference between TD-
CDMA and WCDMA. Radio Resource Management algorithms were
also modeled in detail including uplink and downlink power control,
dynamic channel allocation and hard handover. From the time this sim-
ulator model was started and the first simulation results were published
we were not aware of any other detailed dynamic TD-CDMA system
simulators. These results are published in [P1].

• Evaluation and enhancements of TD-CDMA uplink power control - TD-
CDMA uplink power control consists of an open inner loop power con-
trol and outer loop power control. Open loop power control is based
on several UE made measurements, thus detailed studies of the effect
of measurement errors on the systems performance was carried out.
Based on these studies usage of relative measurements were proposed
to 3GPP by Nokia. Effect of two beacon channels to the uplink power
control performance was evaluated with different frame configurations.
Also performance of the uplink power control was evaluated including
the analysis of a required convergence speed for the outer loop power
control. These results are published in [P1] and [P6].

• Evaluation of TD-CDMA downlink power control - In the downlink of TD-
CDMA a closed loop power control is used. Feedback rate of the closed
loop signal in the time division duplex system is clearly lower as com-
pared to the WCDMA, thus applicability of the closed loop power control
was evaluated for TD-CDMA. Due to a reduced feedback rate variable
step size for closed loop power control was proposed in these stud-
ies and its applicability was also discussed in 3GPP standardization
forum. Power control method where step size selection is based on
the received signal quality was developed and it was granted a patent.
Usage of variable power control step sizes for the compensation of re-
duced power control speed was also evaluated. Furthermore multiple
level power control command signaling was proposed for the usage of
variable power control step sizes (patent pending). These results are
published in [P2] and [P3].
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• Evaluation of TD-CDMA handover and effect of parameters - Applicability of
WCDMA type handover for TD-CDMA was evaluated and the effect of
different handover parameters for the system performance was studied.
These results are published in [P1].

• Modeling of Dynamic Channel Allocation (DCA) for TD-CDMA - DCA al-
gorithms are widely studied in literature. In theoretical studies very sig-
nificant quality and capacity improvements have been achieved. How-
ever, in real systems DCA performance is limited by several factors so
theoretical limits might not be reached. DCA algorithms are affected
by unreliable measurements or all necessary information might not be
available, since time division multiple access interference and loading
conditions can change very rapidly from slot to slot. DCA algorithms can
be divided into two parts where slow DCA (S-DCA) allocates resources
to cells and fast DCA (F-DCA) to bearer services [49]. In this study differ-
ent F-DCA algorithms were evaluated in the presence of measurement
errors and signalling delays in an indoor environment. These results are
published in [P4], [P5] and [P6].

• Transmit diversity for dedicated channels of WCDMA - Transmit diversity
methods have been under intense research in recent years, but the per-
formance is mainly analysed in the link level. For this study a detailed
system level model of 3GPP release 99 transmit diversity schemes was
included to the dynamic WCDMA network simulator. Performance
evaluation of transmit diversity in dedicated channels of WCDMA was
carried out.

• Transmit diversity for HSDPA - HSDPA was included to 3GPP release 5 to
support higher data rates. It includes a number of performance enhanc-
ing features including Adaptive Modulation and Coding (AMC), fast
scheduling at Node B and Hybrid Automatic Repeat Request (HARQ).
Comparison of transmit diversity schemes with dynamic system level
simulations was carried out and the results from the studies were used
to support Nokia’s contributions in 3GPP in the discussion of transmit
diversity for release 5. Part of these results have been published in [P7]
and [P8].

• Advanced UE receivers with HSDPA - Further enhancements for the HS-
DPA are currently an interesting research topic. Different methods have
been widely presented in literature, but their effect on the system level
performance has not been carefully addressed. In this thesis detailed
studies are presented where the performance of receive diversity and
Linear Minimum Mean Squared Error chip level linear equalizer are
compared to conventional Rake receiver. Studies are also extended to
more realistic scenarios where advanced receiver penetration is grad-
ually increased to analyse the system performance with different ad-
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vanced receiver penetrations. Simulation results from these studies were
also contributed to 3GPP by Nokia in the discussion of 3GPP release 6.

1.5 List of publications

This thesis consists of two journal articles and six conference articles. In addition
to previously published results also number of unpublished results are included
to this thesis to Chapters 4.2 and 5.

[P1] Janne Kurjenniemi, Seppo Hämäläinen, and Tapani Ristaniemi. Han-
dover and uplink power control performance in the 3.84 Mcps TDD
mode of UTRA network. Wireless Personal Communications, vol. 27, no.
4, December 2003, pp. 337–351.

[P2] Janne Kurjenniemi, Otto Lehtinen, and Tapani Ristaniemi. Signaled step
size for downlink power control of dedicated channels in UTRA TDD.
Wireless Personal Communications, vol. 31, no. 3-4, December 2004, pp.
161–180.

[P3] Janne Kurjenniemi, Otto Lehtinen and Tapani Ristaniemi, Downlink
Power Control of Dedicated Channels in UTRA TDD. In IEEE Symposium
on Personal, Indoor and Mobile Radio Communications (PIMRC’02), Lisbon,
Portugal, September 2002, pp. 1402–1406.

[P4] Janne Kurjenniemi and Otto Lehtinen. Comparison of dynamic channel
allocation schemes in downlink in UTRA TDD. In IEEE Symposium on
Personal, Indoor and Mobile Radio Communications (PIMRC’03), volume 1,
Beijing, China, September 2003, pp. 901 – 905.

[P5] Otto Lehtinen and Janne Kurjenniemi. UTRA TDD dynamic channel
allocation in uplink with slow reallocation. In IEEE Vehicular Technology
Conference (VTC’03-Spring), volume 2, Jeju, Korea, April 2003, pp. 1401–
1405.

[P6] Jussi Äijänen, Otto Lehtinen, Janne Kurjenniemi and Tapani Ristaniemi.
Frame configuration impact to the performance of UTRA TDD system.
In IEEE Symposium on Personal, Indoor and Mobile Radio Communications
(PIMRC’03), volume 1, Beijing, China, September 2003, pp. 906 – 910.

[P7] Janne Kurjenniemi, Jari Leino, Yrjö Kaipainen, and Tapani Ristaniemi.
Closed loop mode 1 transmit diversity with high speed downlink packet
access. In IEEE International Conference on Communication Technology
(ICCT’03), volume 2, Beijing, China, April 2003, pp. 757–761.

[P8] Jari Leino, Janne Kurjenniemi, and Mika Rinne. Analysis of fast alpha
switching for closed loop mode 1 transmit diversity with high speed
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downlink packet access. In IEEE Vehicular Technology Conference (VTC’04
- Fall), volume 1, Los Angeles, USA, September 2004, pp. 4466–4470.

1.5.1 Author’s contribution to the included articles

The author of this thesis has done the modelling and implementation of the stud-
ied features in the articles [P1-P6] for the system simulator. He has conducted
the related simulations, analysed the results and has been the main author of the
articles [P1-P4]. In [P5] he has run all the simulations and has been co-author of
the article. In addition to the modelling and the implementation work of article
[P6] the author has participated in the analysis of the simulation results and the
writing of the article. The author of this thesis has taken the main responsibility
for the modelling and implementation work in articles [P7-P8], but the work has
been done together with Jari Leino. The author of this thesis has run several
simulations and has done most of the analysis in both [P7-P8]. He has been the
main author of [P7] and the co-author of [P8].

1.6 Other publications

During these studies of the 3G radio network performance several other articles
have been published which are not included in this thesis. These publications
include one US patent, one US patent application and seven conference papers.

1. Janne Kurjenniemi. Method, device and system for power control step
size selection based on received signal quality. US Patent, 3760598,
06.07.2004.

2. Janne Kurjenniemi, Otto Lehtinen and Petri Patronen. Multiple Level
Power Control Command Signaling. US Patent pending, filed 2002.

3. Janne Kurjenniemi, Seppo Hämäläinen and Tapani Ristaniemi. Sys-
tem simulator for UTRA TDD. In 5th CDMA International Conference &
Exhibition, Seoul, Korea, November 2000, pp. 370-374.

4. Janne Kurjenniemi, Seppo Hämäläinen, Tapani Ristaniemi, Otto Lehti-
nen and Petri Patronen. Convergence of UTRA TDD uplink power
control. In IEEE Vehicular Technology Conference Spring, Rhodes, Greece,
May 2001, CD-ROM.

5. Janne Kurjenniemi, Seppo Hämäläinen and Tapani Ristaniemi. Up-
link power control in UTRA TDD. In IEEE International Conference on
Communications (ICC’01), Helsinki, Finland, June 2001, CD-ROM

6. Janne Kurjenniemi, Seppo Hämäläinen and Tapani Ristaniemi. UTRA
TDD handover performance. In IEEE GLOBECOM, San Antonio, Texas,
USA, November 2001, CD-ROM.
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7. Janne Kurjenniemi, Otto Lehtinen and Tapani Ristaniemi. Signaled
Step Size for Downlink Power Control of Dedicated Channels in UTRA
TDD. In IEEE Conference on Mobile and Wireless Communications Networks,
Stockholm, Sweden, September 2002, CD-ROM.

8. Janne Kurjenniemi, Otto Lehtinen and Tapani Ristaniemi. Improving
UTRA TDD Downlink Power Control With Asymmetrical Steps. In IEEE
Vehicular Technology Conference 2003, Jeju, Korea, April 2003, CD-ROM.

9. Jussi Äijänen, Mika Rinne, Janne Kurjenniemi, Tapani Ristaniemi.
UTRA TDD Intra-Frequency Handover Performance. In Global Mobile
Congress 2004, Shanghai, China, October 2004, CD-ROM.

1.7 Outline

The rest of this thesis is organised as follows. The second chapter gives descrip-
tions of the used dynamic system level simulator that is used for the performance
analysis. Then the results of the studies can be divided into three main topics,
namely TD-CDMA radio network performance, transmit diversity performance
in WCDMA network and HSDPA network performance with advanced UE re-
ceivers. The first topic concentrates on the TD-CDMA i.e. 3.84 Mcps TDD
mode of UTRA in an indoor environment and the second and third topics to
the WCDMA i.e. FDD mode of UTRA in a macro cell environment. The third
chapter concentrates mainly on the TD-CDMA uplink and downlink power con-
trol, handover and dynamic channel allocation. TD-CDMA related studies are
published in [P1-P6]. In the fourth chapter studies of WCDMA are presented,
which includes dedicated channel (DCH) and HSDPA simulation results with
transmit diversity. Closed Loop Mode 1 related studies have been published in
[P7-P8]. In the fifth chapter analysis of performance of advanced UE receivers in
HSDPA network are presented. Studies concerning the comparison of transmit
diversity schemes and analysis of advanced receiver performance are not previ-
ously published. Then in the sixth chapter conclusions of this study have been
drawn.



2 MODELLING OF DYNAMIC UMTS SYSTEM
SIMULATOR

Third generation mobile networks contain many advanced features and in ad-
dition to analytical studies network simulations are very important parts of the
analysis. In this chapter the basic principles of the used dynamic system level
simulator [38, 70, 69] which includes parametrized models for data traffic, user
mobility and radio wave propagation are described in detail. In [46] a very
comprehensive study of different network simulation approaches is given and
also detailed level results from simulations are presented. UMTS network per-
formance is also studied in [47], which is then extended with a comparison of
the simulation data and experimental measurements from the actual network.
[41] is also closely related to network simulations and it presents the modelling
of WCDMA network through measured propagation data. In [73] simulations
and methods for network planning purposes are presented.

2.1 Simulator principle

Realistic cellular networks consists of many base stations and thousands of mo-
biles, thus modelling everything from transmitted waveforms to tens of base
stations would require far too complex simulators. One very commonly used
approach is to separate the link and system level simulations to reduce the com-
plexity of the simulators [46, 49]. In the link level simulator connection between
one mobile station and one base station is modelled in a very detailed level. Then
produced link level data is used through a so called Actual Value Interface (AVI)
in the system level simulator as presented in [39] for FDD TDMA.

Mostly the system level simulators can be divided into static, quasi-static
and dynamic simulators, where the first one is a snapshot type simulator suit-
able mainly for interference studies and capacity and coverage analysis. To be
able to simulate different radio resource management algorithms quasi-static or
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dynamic simulators can be used. Also a quasi-static simulator is a snapshot type
simulator, but each snapshot contains several time slots to include the effect of
fast fading. Mobile stations do not actually move, but fast fading is generated as
mobiles move at a certain speed. Detailed modelling of procedures related to call
generation and ending and handover are missing from the quasi-static simula-
tors. Due to these included simplifications static and quasi-static simulators are
usually clearly lighter than a fully dynamic simulator, which can be used for very
detailed level analysis of system performance and RRM algorithm development.
A dynamic system simulator is used in these studies and the modelling of the
studied features are described in a more detailed level in the following chapters.

Simulation can be divided into three fundamental steps. In the first step all
the static objects including a simulation scenario with radio network controllers
(RNC), base stations (BS) and mobile units (UE) are generated according to
the given parameters. Then the second step contains the actual simulation that
starts with a warm up process to generate the initial load for the network. Actual
simulation runs in a slot resolution i.e. in every 0.667 ms all relevant actions can
be performed. The power levels in the radio propagation model are constant
over one slot, so the power changes below the slot level are modelled in link
level simulations (for example the downlink dedicated physical channel (DPCH) slot
format has three different power levels for data, control and pilot bits). In every
simulation step interference is calculated between all active radio connections
between mobile and base stations. Possible interference scenarios are highlighted
in Section 2.5. Simulation control runs through all mobile stations, base stations,
radio network controllers and active radio connections and in each case the
needed radio resource management algorithms are executed. Before simulation
control is stepped to the next time slot statistics variables are updated and then
new calls are generated according to the Poisson process. Simulation runs for a
given number of slots after which the last statistics are saved and the simulation
is finished in the third step.

2.2 Path loss modelling

An understanding of radio propagation is essential to develop a good wireless
communication system. There have been many studies made to obtain infor-
mation about radio channel behaviour in various environments [7]. The total
attenuation of the power level when signals propagates through the air to the
user can be divided into three components one of which presents a deterministic
contribution depending on the distance and two probabilistic contributions: one
varying slowly with distance (slow fading) and one varying fast with distance
(fast fading). The path loss of the radio channel between a base station antenna
and a mobile station antenna separated by d km is expressed in decibels as

L(d) = La(d) + LS + LF, (2.1)

where La(d) is a distance attenuation, LS is a random variable modelling the
shadow fading and LF is a random variable modelling fast fading. The random
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variables describing the shadow fading and fast fading in one radio link are
assumed to be uncorrelated, and independent of the distance d.

2.2.1 Distance attenuation

Macro cell models

The basic path loss model equals to

La(d) = max{Lmin; A + B log10(d)}, (2.2)

where Lmin is the free space loss and d is the distance expressed in km.
The Okumura-Hata model is widely used for the calculations of coverage and

simulations in a macro-cell environment. It is based on the measurements made
by Y. Okumura in Tokyo [86] and it was then fitted to a mathematical model by
M. Hata [40]. Due to the fact that original Okumura-Hata model is applicable
at frequencies from 150 MHz to 1000 MHz, COST 231 has extended it to the
frequency band 1500 ≤ f(MHz) ≤ 2000 by analysing Okumura´s propagation
curves in the upper frequency band. This combination is called COST-Hata-
Model and the coefficients equal to [12]

A = 46.3 + 33.9 log10( f (MHz)) − 13.82 log10(hbs) − a(hue) + Cm,

B = 44.9 − 6.55 log10(hbs),
(2.3)

where f (MHz) is the carrier frequency in MHz, hbs is a hight of a base station
antenna, hue is a hight of a mobile antenna, Cm is an empirical correction factor
that equals 0 dB for the medium sized cities and 3 dB for the metropolitan centres.
a(hue) is defined as

a(hue) = (1.1 · log10( f (MHz)) − 0.7) · hue − (1.56 · log10( f (MHz)) − 0.8). (2.4)

The COST-Hata-Model was originally restricted to frequencies below 2000
MHz, but it has been widely applied for the UMTS frequencies. It should be
noted that the same path loss is used in the uplink and downlink in our studies,
even though path depends on carrier frequency in general. Anyway the duplex
distance of 190 MHz is much smaller than the centre carrier frequency used in
WCDMA, thus the difference between the uplink and downlink pathlosses are
rather small as is presented in Figure 1.

Another used macro cell model is based on [109] and its coefficients equal
to

A = 128.1,
B = 37.6.

(2.5)

Indoor model

The indoor path loss model expressed in dB is in the following form, which is
derived from the COST 231 [12] indoor model [108]:

La(d) = 37 + 20Log10(d) +
∑

kwiLwi + 18.3n
n+2
n+1−0.46, (2.6)
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F 1 The uplink and downlink pathloss as a function of distance with
COST-Hata-Model.

where d is transmitter-receiver separation given in metres, kwi is number of
penetrated walls of type i, Lwi is loss of wall type i and n is number of penetrated
floors.

2.2.2 Slow fading

In addition to distance attenuation natural obstacles such as hills and buildings
create shadowing to the received signal, which is referred to as slow fading. The
slow fading component varies as the mobile station is moving and with the
short distance differences the adjacent slow fading values are correlated. The
correlation is modelled with an exponential function according to [22, 128]

R(∆x) = e−
|∆x|
dcor

ln 2, (2.7)

where dcor is a correlation distance, which depends on the environment. Slow
fading process LS is generated in a logarithmic scale around the mean path
loss. It is characterized by a Gaussian distribution with zero mean and standard
deviation e.g. 8 dB in macro cells and 6 dB in micro cells.

2.2.3 Fast fading

Radio propagation is characterized with multiple reflections, diffractions and
attenuation of the signal energy. The radio signal transmission is obstructed by
natural obstacles such as buildings and hills, resulting in multipath propagation
like presented in Figure 2. When these multipath signals propagates through
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air, the time delay for each multipath component is random. This delay re-
sults in a random phase of received signals, so these multipath components can
cause a constructive and destructive addition of the arriving plane waves which
manifests itself as large variations in the amplitude and phase of the composite
received signal.

When phases are adding destructively, the resultant received signal is very
small or practically zero and the channel is said to be in a fade. In Figure 3
a typical fading process is presented. The rapidity of amplitude variation and
accordingly the distance between two fades in time is influenced by the speed
of the mobile receiver/transmitter. Hence, distinctions of slow and fast fading
are made, where the former is generally understood as a situation, where the
channel remains constant during one symbol duration.

The existence of different paths let the signal interfere with itself, which
is known as inter-symbol interference (ISI). The severity of the ISI depends on
the time difference of multipath components as compared to a symbol duration.
When the time difference of multipath components is short as compared to the
symbol duration fading is classified as flat fading. In this case all frequencies in
the transmitted signal will experience the same random attenuation and phase
shift due to the multipath fading, i.e., delays of different paths are very similar.
Such a channel introduces very little or no distortion into the received signal.
This is modelled as a single path case.

On the other hand when the delay spread of the channel is long as compared
to the symbol duration fading is classified as frequency selective. As the delays
of different paths have more differences, which is modelled as a multipath case,
the signal waveform is scaled and reshaped i.e. ISI arises. As the path delays
grow, even closely separated frequencies in the transmitted signal can experience
significantly different phase shifts.
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F 2 Multipath propagation.

Multipath propagation

In spread spectrum systems a receiver can separate different multipath compo-
nents if the delay between the components is at least one chip duration. With
an assumption that multipath components do not fully correlate, independent
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F 3 An example of a fading process.

signal copies can be received in time domain to take advantage of multipath di-
versity. This diversity can be captured with a Rake receiver or with some other
linear detector or channel equalizer [52].

A multipath propagation environment is implemented to the simulator to
support radio resource algorithms studies. Each multipath component has its
own independent tap gain and fades according to the pre-generated Rayleigh
process. The fading process is generated to a file according to Jakes model [57],
which includes both power and phase information of the channel state. Complex
channel coefficient is then calculated as

h =
√

A(cosφ + i sinφ), (2.8)

where A is power and j is phase. A single fading process is generated even several
processes occur during the simulation. For each multipath a path independent
starting point to the fading process is generated. The size of the fading vector
will be in the order of 500 000 – 1 000 000 samples, one sample per millisecond,
when assuming mobile speed 1 m/s.

Fast fading depends on the frequency, and therefore, in FDD systems, fast
fading is uncorrelated between uplink and downlink. As the same frequency
is used both in uplink and downlink in TDD, fast fading is the same in both
transmission directions. Based on the received signal, the TDD transceiver can
estimate fast fading, which will affect its transmission. In case of fading between
two mobile stations the change in the state of the channel is assumed proportional
to the sum of the mobile positions changed. Hence the direction of the movement
is discarded as in a conventional base station - mobile station case. Fading is also
modelled between TDD-TDD and TDD-FDD base stations due to the changes in
surrounding environment.
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The combined fast fading component for the radio link, expressed in deci-
bels, equals

LF = 10 log10

L∑
l=1

hl. (2.9)

The used power delay profiles are typically selected in coherence with the
ITU recommendations i.e. Vehicular-A and Pedestrian-A channel models are
commonly used. The power delay profiles are modified from the original ITU
power delay profiles so that the delay between paths equals at least one chip-
time.

2.3 Traffic modelling

In dynamic system simulations users make calls and transmit data according to
the data traffic model. Start of the calls are generated from the Poisson process.
For speech calls voice activity and silent periods are taken from exponential dis-
tribution and for circuit-switched data calls 100 % activity is assumed. Modelling
of data traffic models follows the guidelines given in [128].

Another important traffic model is the web traffic model [128].Start of the
packet data sessions are generated according to the Poisson process and each
session consists of a number of packet calls. The number of packet calls for each
packet session are taken from the geometric distribution. Packet calls are also
referred to as documents and these can be considered as web pages. Each of
the packet calls contains a number of individual packets, which sizes are taken
from geometric distribution. When a user has downloaded one document, the
user is said to be in reading time, which models the time when a user can read
the document before downloading any new documents. Reading time is also
modelled with geometric distribution.

2.4 Mobility modelling

Depending on the simulated scenario users move according to a specific mobility
model. [128] presents different mobility models for indoor pico, outdoor micro,
and outdoor macro cellular scenarios. In a macro scenario users are uniformly
distributed around the simulated area and users start to move in random direc-
tions. In each simulation step direction of movement can be changed according
to the given probabilities.

The indoor simulation environment consists of office rooms and corridors.
Users can be distributed in office rooms and corridors according to the given
probabilities. A random destination is selected for each user and users move
towards that with certain speed. When they reach their destination, a stationary
time is selected for those users. Probability to be stationary is higher in office
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rooms than in corridors. When stationary time is expired, user starts to move
towards newly destination.

2.5 Interference generation mechanisms

In this section different interference generation mechanisms are introduced,
which includes TDD-TDD and TDD-FDD interference scenarios. TD-CDMA
specific interference situations are studied in [48].

Interference is a disturbance signal coming to the receiver antenna in some
specified frequency band. To calculate the interference at some simulation object,
the emitted power and position of all interference sources must be known. For
example to calculate the interference perceived by a mobile station all base station
positions and the total transmitted power in the direction towards the mobile
station must be known.

2.5.1 Interference between uplink and downlink in TDD

The same frequency is used for both uplink and downlink in TDD, which causes
additional interference between uplink and downlink if compared to the FDD
mode. This kind of interference occurs if base stations are not synchronized
or if different asymmetry is used between the uplink and downlink in adjacent
cells. Interference between uplink and downlink can also occur between adjacent
carriers, thus it can also take place between two operators. According to [37] an
intelligent Dynamic Channel Allocation (DCA) algorithm has to be employed to
enable co-location of cells in adjacent carriers unless a significant drop of capacity
can be tolerated.

BS to BS interference

MS to MS interference

Interference between MS and BS

BS A

BS B
TDD Cell A

MS A MS B TDD Cell B

F 4 TDD - TDD interference generation mechanism.
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Mobile station to mobile station interference

The interference between mobiles occurs if mobile station A in Figure 4 is trans-
mitting and mobile station B is receiving simultaneously on the same (or adja-
cent) frequency in adjacent cells. This type of interference cannot be avoided
by network planning because the locations of the mobiles cannot be controlled.
Same operators mobiles can interfere with each other especially at the cells bor-
ders. Inter-operator interference between mobiles can occur anywhere where
two operators’ mobiles are close to each other and transmitting on fairly high
power. Dynamic channel allocation and power control can be used to control
interference between mobiles.

Base station to base station interference

The interference between base stations occurs if base station A in Figure 4 is
transmitting and base station B is receiving on the same (or adjacent) frequency
in adjacent cells. Interference between base stations can be especially strong if
the path loss is low between them. The same also applies for intra-operator
interference, thus the best way to avoid base to base interference is by careful
planning to provide sufficient coupling loss between base stations.

2.5.2 Interference between TDD and FDD

The lower TDD frequency band is allocated next to the FDD uplink band, which
causes interference between FDD and TDD systems [33, 32]. DCA can be used
to avoid TDD-TDD interference [33], but DCA is not effective between TDD
and FDD due to the continuous transmission and reception of the FDD mode.
Interference scenarios between TDD and FDD systems are studied in [119, 32,
34, 36, 31].

TDD to FDD interference

FDD to TDD interference

TDD BS

TDD MS

FDD BS

FDD MS

TDD Cell

FDD Cell

F 5 Possible interference scenarios between TDD and FDD.
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Interference between TDD and FDD may occur in four different situations
as is highlighted in Figure 5. First of all, a TDD base stations may interfere
with a FDD base station. Secondly, TDD mobiles may interfere with a FDD base
stations. This interference is basically the same as that from a FDD mobile to a
FDD base station on the adjacent frequency. In pure FDD interference there is
always a corresponding downlink interference, while in interference from TDD
to FDD there is no downlink interference. Thirdly, a FDD mobile may interfere
with the reception of a TDD base station. Uplink reception may experience
high interference, which is not possible in TDD only operation. Fourthly, a
FDD mobile may interfere with the reception of a TDD mobile. One way to
tackle the problem is to use the downlink power control in TDD base stations to
compensate for the interference from the FDD mobile.

2.5.3 Adjacent channel interference

Frequency 1 Frequency 2
5 MHz 5 MHz

F 6 Adjacent channel interference.

Power leakage between adjacent carriers cannot be avoided and this prop-
erty has on impact on adjacent channel interference and thus also on cell capacity.
The power leakage results from transmitter mask imperfections and non-ideal
receiver filters. Adjacent Channel Interference Ratio (ACIR) is a single parameter
that sums up the degree of interaction between adjacent channels [105, 106] and
it presents both transmitter and receiver performance. Adjacent Channel Leakage
Power Ratio (ACLR) is the ratio of the transmitted power to the power measured
in adjacent channels. Adjacent Channel Selectivity (ACS) is a measure of a re-
ceiver’s ability to receive a wanted signal at its assigned channel frequency in
the presence of an adjacent channel signal. ACS is the ratio of the receiver filter
attenuation on the assigned channel frequency to the receiver filter attenuation
to the adjacent channel(s). The relationship between ACIR, ACLR and ACS was
investigated in [98] and was found to be:

ACIR �
1

1
ACLR +

1
ACS

. (2.10)
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The ACIR between adjacent carriers in the TDD mode of UTRA must be greater
than 30 dB according to [33] unless a significant capacity reduction is tolerable.
Simulation results for the impact of ACIR on a systems capacity can also be
found from [37].

2.6 Synchronisation and interference calculation

Different degrees of synchronisation is possible to model such that the synchro-
nisation parameter θ describes the timing offset between the cell under study
and the adjacent cells using the same or adjacent carrier. It is defined as [48]

θ =
to f f set

tslot
, (2.11)

where tslot is length of the time slot and to f f set is timing difference between time
slots. In [37] a detailed description of synchronisation in the system capacity
point of view is shown.
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F 7 To f f set describes synchronisation difference between two base stations.

The amount of interference is dependent on to f f set presented in Figure 7.
Therefore interference power is directly proportional to timing conditions be-
tween slots of different users. When this scheme is applied to interference calcu-
lations, it may happen that the information from the next slot should be known.
This is a contradictory requirement for a normal approach, where calculations
are made slot by slot. This can be seen e.g. in Figure 7, where the interference
calculation of slot n of base station 2 needs information about power of slot n+ 1
of base station 1 and this data is not yet set. The power of the mobile station or
base station is however available because Primary Common Control Physical Chan-
nel (PCCPCH) for uplink power control and closed loop power control command
for downlink is already done or available. Therefore, here this information will
be used and thus it is a forecast of the transmit power of the next time slot. If a
new call occurs then this will cause a small error in the estimated power.

2.7 Connection to link simulations

The model for the interface between link and system level simulations is similar
to the one described in [39] for FDD TDMA called Actual Value Interface (AVI). In
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the model for TDD, data is generated in the link level tools so that firstly SIR is
measured for a time slot and then it is mapped to a raw BER. Then an average
of raw BER values obtained during an interleaving period is calculated and
mapped to BLER. By doing so, look-up tables given in Figure 8 are generated.
In the system level tool, SIR is correspondingly calculated and mapped to raw
BER. Interleaving is modelled by calculating the mean raw BER and mapping
it to BLER. TDD specific features are also taken into account, which includes a
variable data rate in different time slots of the same frame, multi-user detection
and timing difference between time slots.
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F 8 Examples of raw bit error rate (BER) as a function of signal-to-
interference ratio and block error rate (BLER) as a function of raw
BER.

2.7.1 Multi-user detection for TDD mode of UTRA

For the Multi-User Detection (MUD) the needed information is got from link level
simulations. Multi-user efficiency factor (MEF) indicates the amount of interference
suppression of intra cell interference. For example, a multi-user efficiency factor
equal to 0.9 would mean that the intra cell interference power is suppressed 90
%.

The intra cell users are assumed to be slot-synchronous in TDD. In addi-
tion, a base station can control the slot timing alignment, and thus the effect of
misalignment for MUD is not considered. All the other interference sources can
be slot-asynchronous, and even if they were slot-synchronous timing offsets are
expected to occur. Due to this, the interference situation may change rapidly in
the middle of the timeslot. At this point, this type of jumping is not considered,
but the weighted average of this interference, according to the timing alignment,
is taken for the SINR calculation. As a conclusion, the effect of MUD is modelled
as

Itotal
intracell = (1 −MEF) · Iintracell, (2.12)

where Iintracell is intra-cell interference without MUD and Itotal
intra−cell presents

the intra-cell interference when MUD is taken into account.



3 TD-CDMA RADIO RESOURCE MANAGEMENT
PERFORMANCE

In this chapter we give an introduction to the 3.84 Mcps time-division duplex
(TDD) mode of UTRA (Universal Terrestrial Radio Access) and present the eval-
uation of its network performance. A detailed description of UTRA TDD mode
is presented in 3GPP technical specifications ([100, 101, 102, 103, 104]) and in
[24, 49]. In addition a short overview of UTRA TDD mode is given in [17] .

In this study we emphasize three of the radio resource management algo-
rithms, power control, handover and dynamic channel allocation, whose role
in the overall system performance is studied extensively. First, the specified
uplink power control algorithm is considered. Efficient power control is one
of the most important aspects in CDMA, in particular in the uplink. Without
it, a single overpowered mobile could block a whole cell. The optimum strat-
egy in the sense of maximising capacity is to equalise the received power per
bit of all mobile stations at all times. Since TD-CDMA uplink power control is
based on several user-made measurements which may involve both random and
systematic errors a careful study of the suitability of the power control scheme
is needed. When considering the downlink power control algorithm emphasis
is put on the further improvements to compensate for the low power control
speed. Secondly, a simple WCDMA handover, tailored to a TDD operation, is
considered. This gives rise to a careful setting of different handover parameters,
and the evaluation of the effects on the system performance. Thirdly, analysis of
dynamic channel allocation (DCA) algorithm is presented. A dynamic system
level simulator, where uplink and downlink power control, handover, dynamic
channel allocation and admission control are modelled, is used for this purpose.
TD-CDMA studies concentrate on indoor environment to reflect the potential
use case.
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3.1 Overview of TD-CDMA

The TD-CDMA is intended to operate in the unpaired spectrum as shown in Fig-
ure 9, whereas the FDD mode of UTRA requires a pair of bands. The TDD mode
of UTRA should be usable from low to high data rates concerning symmetrical
and especially asymmetrical services. Uplink and downlink are separated in a
time domain in TDD operation, which makes it possible to dynamically change
the timeslot allocations to move capacity from the uplink to the downlink or
vice-versa depending on the capacity requirements.
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F 9 Spectrum allocation in Europe, Japan, Korea and USA.

As uplink and downlink share the same frequency band in TDD, additional
interference scenarios exist in TDD operation as highlighted in Section 2.5. In
FDD interference between uplink and downlink is avoided due to the duplex
separation of 190 MHz. Since the mobile station and base station transmission
are discontinuous in TDD, a guard period is used in the end of each slot to avoid
the overlapping of uplink and downlink transmissions.

TDD can also take advantage of the reciprocal channel. The fast fading de-
pends on the frequency and therefore, in FDD systems fast fading is uncorrelated
between the uplink and downlink. As the same frequency is used for uplink and
downlink transmissions in TDD, fast fading is the same in both transmission
directions. Based on the received signal, the TDD receiver can estimate the fast
fading, which will affect its transmission. This can be utilized in power control
and also in adaptive antenna techniques in TDD.
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3.1.1 Physical layer

The TD-CDMA uses a combined time division and code division multiple access
scheme that is well suited for the TDD operation due to its inherent time division
component. The different user signals are separated in both time and code do-
main. Basic system parameters are harmonised within UTRA for TDD and FDD
modes, which enables the development of low cost mobile stations supporting
dual mode operation [24]. In Table 1 basic system parameters for 3.84 Mcps
mode of UTRA TDD and FDD are compared. UTRA TDD also comprises a low
chip rate option (1.28 Mcps), which is a part of release 4 in 3GPP.

T 1 Comparison of UTRA TDD and FDD basic system parameters [49].

UTRA TDD UTRA FDD

Multiple access method TDMA, CDMA CDMA
(inherent FDMA) (inherent FDMA)

Duplex method TDD FDD

Carrier spacing 5 MHz

Carrier chip rate 3.84 Mcps

Timeslot structure 15 slots/frame

Frame length 10 ms

Multirate Multicode, multislot Multicode and OVSF
and orthogonal variable
spreading factor (OVSF)

Interleaving Inter-frame interleaving (10, 20, 40 and 80 ms)

Modulation QPSK

Dedicated channel Uplink: open loop Fast closed loop,
(Rate: 100 or 200 Hz) (Rate: 1500 Hz)

Downlink: closed Loop
(Rate: ≤ 800 Hz)

Intra-frequency handover Hard handover Soft handover

Inter-frequency handover Hard handover

Channel allocation Slow and fast DCA No DCA required
supported

Spreading factors 1 . . . 16 4 . . . 512
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3.1.2 Slot and frame format

The frame length of TD-CDMA is 10 ms and it is divided into 15 time slots. The
frame structure is presented in Figure 10. The duration of each time slot is 666
µs and length 2560 chips.

TS0 TS1 TS2 TS3 TS4 TS5 TS6 TS7 TS8 TS9 TS10 TS11 RS12 TS13 TS14

MACode 1

Code 2

Code N

One frame (10 ms)

F 10 TDD frame structure.

Each of the time slots can be allocated either for uplink or downlink. Part of
the slots must be fixed for the downlink (Broadcast Channel (BCH) and Synchroni-
sation Channel (SCH)) and uplink (Random Access Channel (RACH), but other slots
could be allocated according to the need. Figure 11 shows examples of multi-
ple slot allocation possibilities available in TDD. It is possible to have multiple
switching points per frame, i.e. change of transmission direction. TD-CDMA
supports asymmetry well in traffic and that is needed since for instance mo-
bile Internet applications will probably contribute to a significant asymmetry in
favour of the downlink. The maximum uplink asymmetry can be served by a
slot allocation of 2:13 and maximum downlink asymmetry by a slot allocation of
14:1 [49, 100].

Timeslot for downlink transmission

Timeslot for uplink transmission

Downlink and uplink symmetry 8:7

Maximum downlink symmetry 14:1

Maximum uplink symmetry 2:13

10 ms

F 11 Different asymmetries can be used with TDD.
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3.1.3 Modulation and spreading

The data modulation scheme in TD-CDMA is Quadrature Phase Shift Keying
(QPSK). The spreading codes of UTRA are based on the Orthogonal Vari-
able Spreading Factor (OVSF) techniques which allows the spreading factor to
be changed and orthogonality between different spreading codes of different
lengths to be maintained [49, 102]. The OVSF codes are defined by the same tree
structure as in the WCDMA.

Downlink physical channels use only the maximum spreading factor 16 to
enable the implementation of low cost mobile stations, but to support higher data
rates different channelisation codes may be used in parallel. It is also possible
to use a single channelisation code with spreading factor one for the downlink
physical channels to transmit high data rates, but it requires that the inter cell
interference is low [24].

For the uplink physical channels usage of spreading codes from 1 to 16 with
a single channelisation code is supported and it also leads to a smaller peak-to-
average transmission power ratio and thereby to lower battery consumption than
multi code transmission [24]. For multi code transmission a mobile station can
use a maximum of two physical channels per timeslot simultaneously. These two
parallel physical channels are transmitted using different channelisation codes.

The modulated and spread data is then scrambled with a cell specific pseudo
random sequence length of 16 to reduce inter-cell interference and these scram-
bling codes are optimized with respect to an efficient use of the wideband spec-
trum [24].

3.1.4 Transport and physical channels

TD-CDMA mode transport channels can be divided into dedicated and common
channels. Common channels can be further divided into Common Control Chan-
nels (CCCH), the Random Access Channel (RACH), the Downlink Shared Channel
(DSCH) in the downlink and the Uplink Shared Channel (USCH). Each of these
transport channels is then mapped to the corresponding physical channel [49].

The physical channels of UTRA TDD are Common Control Physical Chan-
nel (CCPCH), the Dedicated Physical Channel (DPCH), the Physical Random access
channel (PRACH), Paging Indicator Channel (PICH), and Synchronisation Channel
(SCH). For the SCH and BCH corresponding transport channels do not exist [49].
A good overview of transport and physical channels of TD-CDMA are given in
[49, 24].

3.1.5 Shared channels

The 3GPP specifications also defines the Downlink Shared Channel (DSCH) and
the Uplink Shared Channel (USCH), which use exactly the same slot structure as do
the dedicated channels. The difference is that they are allocated on a temporary
basis. In the downlink the signal to indicate which mobile stations need to decode
the channel can be done with Transport Format Combination Indicator (TFCI), by
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detecting midamble in use or by higher layers. In the uplink the USCH uses
higher layer signalling and thus is not shared in practice on a frame by frame
basis.

3.1.6 User data rates

The user bit rates with 1/2-rate channel coding and spreading factor 16 are
shown in Table 2. These bit rates are time slot and code limited, so the maximum
interference limited bit rate can be lower. If the number of needed slots exceed 7,
the corresponding data rate can only be provided for either uplink or downlink
transmission.

T 2 UTRA TDD air interface user bit rates [49].

Number of allocated timeslots

Number of allocated codes 1 4 13
with spreading factor 16

1 13.8 kbps 55.2 kbps 179 kbps
8 110 kbps 441 kbps 1.43 Mbps
16 (or spreading factor 1) 220 kbps 883 kbps 2.87 Mbps

3.2 Uplink power control

3.2.1 Algorithm description

Uplink power control is a combination of open inner loop control, where the
output power is based on the measured received signal level (path loss) of Pri-
mary Common Control Physical CHannel (PCCPCH) and outer loop. This directly
determines the output power of a user for common physical channels. For dedi-
cated physical channels some additional information is needed, such as the target
Signal-to-Interference-Ratio (SIR) from the outer loop, and a weighting parameter
α, which characterize the effect of different PCCPCH slot locations. Target SIR is
set by the network and signalled to the user. The network also sends informa-
tion about the interference level of each time slot. The outer loop power control
algorithm implemented to the simulator is similar as presented in [121].

The transmitter power of a user in a dedicated channel is defined as in [103],

PUEdc = αLPCCPCH + (1 − α)L0 + IBTS + SIRTARGET + c, (3.1)

where

• PUEdc transmitter power level in dBm in dedicated channel (DCH),

• LPCCPCH measured path loss in dB (reference transmit power is broadcast
on BCH),
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• L0 long-term average of LPCCPCH in dB,

• IBTS measured interference signal power level at cell’s receiver in dBm,
which is broadcast on BCH,

• α is a weighting parameter,

• SIRTARGET target from the outer loop,

• c is to be set by the higher layer. It is not used in this study.

A weighting parameter α is needed in order to adjust the output power as
a function of delay in slots (DP) between the PCCPCH slot and the next uplink
slot. This is because the new power is set at the beginning of the first uplink
slot after the PCCPCH slot. Hence, the bigger delay, the more the channel may
vary before the power adjustment is done. Therefore the long term average L0

is stressed more than the bigger delay. Parameter α should also reflect the rate
of variation of the fading channel, which depends mainly on the speed of the
mobile station. The weighting factor is defined as a function of delay DP,

α = 1 −
(DP − 1)

6
. (3.2)

If DP is greater than 6, then α is set to zero.
When the power is adjusted according to Equation 3.1, it requires many

measurements, which involve both random and systematic measurement errors.
In addition, the power setting also involves error, thus to fully evaluate the
quality of the power control scheme, each measurement is accurately modelled.

Systematic errors take place at the beginning of a new call and when per-
forming handover to a new base station. In these occasions absolute power
measurements need to be done. The following measurements, after the initial
state, can be done as relative measurements with higher accuracy. Error for the
initial state is taken care of by the outer loop power control algorithm. This is
depicted in Figure 12, where the transient time represents the time needed by
the outer loop to track the systematic error.

The time it takes for the outer loop control to cope systematic errors depends,
naturally, on the quality of the algorithm. In Figure 12 a solid curve presents the
situation in real world, but in the simulator the systematic error is kept constant
during the transient time. This is presented with a dashed curve. This is a sort
of worst case model, and thus it offers lower bounds for the convergence times.

3.2.2 Network performance evaluation

The performance of the network is measured by the rate of satisfied calls which
is defined as

S f =
Ngood

Ngood +Nbad +Nblocked +Ndropped
, (3.3)
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Initial accuracy Relative accuracy

Transient time Steady-state

Convergence time

F 12 Modelling of power control convergence.

where Ngood, Nbad, Nblocked and Ndropped are the numbers of good, bad, blocked and
dropped calls, respectively. In the simulations, only the calls, which start and
end during the simulation time horizon, are considered for the number of Ngood

and Nbad. Once a call ends it is classified as a good/bad quality call. In these
simulations ended call was considered as a bad quality call if more than 2 percent
of the transmitted blocks were erroneous. Otherwise it was considered as a good
quality call. Dropping of a call is done if 50 consecutive erroneous frames exist.

3.2.3 Achieved results ([P1, P6])

Current TD-CDMA uplink power control is based on the several measurements
made by UE, which involve both random and systematic errors. Outer loop
power control is used to compensate the systematic error. Since the amount of
systematic error is unknown at the beginning of a call and after each handover,
the outer loop power control should adapt to the current conditions as fast as
possible. The steady state performance of the TD-CDMA uplink power control
was a starting point, where it was assumed that the outer loop had already
tracked systematic error, and the effect of random errors to the system capacity
was studied.

Simulations show clear capacity gain from UTRA TDD uplink power con-
trol. As high capacity gain as 500 % was simulated in ideal conditions. With
the current specifications path loss measurements are based on absolute power
measurements. Such measurements may involve large errors. In fact, in [P1] it
was shown that the existing accuracy requirement for path loss measurements
is not sufficient but should be tightened by at least 3 dB. In addition to the
path loss measurements, accuracy of interference measurements and the setting
of PCCPCH power in base stations should be made more stringent. Based on
these studies the use of relative measurements was proposed, since they can be
implemented with relatively high accuracy.
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In [P6] UTRA TDD system performance was analysed with different frame
configurations. Based on these simulation results it can be recommend that two
beacon channels per frame should be used from system capacity point of view.
By using two beacon channels per frame uplink power control can be enhanced
by minimizing the delay of a pathloss measurement. Thus the uplink capacity
can be increased which more than just compensates the loss of one time slot for
DPCH. In addition to that there is also an additional capacity in SCCPCH slot
and necessary monitoring can be performed for proper inter-system handover
from GSM or UTRA FDD to UTRA TDD.

To cover the whole uplink power control the systematic errors also have
to be considered. Since outer loop power control can be used to compensate
the systematic error, the effect of its convergence speed on system performance
was analysed. This brings the question of how fast the outer loop power control
should be not to jeopardize the system capacity too much. The effect of the
convergence speed of the outer loop power control to the TD-CDMA system
performance was analysed.

Based on the study it can be concluded that the speed of convergence has
a clear impact on the rate of satisfied calls in the network. Due to the worst
case model, it can be concluded that 200-500 ms is clearly enough to reach
the 95 % rate of satisfied calls. It was also noticed that the blocking of calls
explain much of the performance degradation. It can be also concluded that
the system performance is rather robust against errors in the initial state - even
though the quality of the network becomes worse, it do not collapse when more
errors are added. Simulations show trade-off between accuracy requirement
and required convergence time. Convergence requirements can be relaxed by
making measurements more stringent. Convergence times could also be relaxed
if measurement tolerance in steady state was tightened. This can be made by
e.g. differential measurements.

3.3 Downlink power control

The TD-CDMA downlink inner loop power control was studied using dynamic
system simulations. The aim of this study is to evaluate the performance of TDD
downlink power control and to gain an understanding of the properties that are
important in downlink power control in a stand alone TDD system. To achieve
this only limited scenarios were used in the study. This should be mentioned to
highlight the fact that limited cases are studied to reflect the potential TDD use
cases. The main purpose of the TDD downlink power control is to optimize the
used energy in the downlink to maintain the desired Quality of Service (QoS). The
downlink power control consists of an inner and outer loop. The focus is on the
inner loop techniques and as the behaviour of the outer loop is not considered to
be that sensitive as in the uplink direction. The link reciprocity suggests that if
the uplink outer loop convergence is analysed in [P1] the downlink direction can
achieve similar or better performance due to the fact that the whole downlink
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outer loop is located in the UE and the time delay associated with the outer loop
is significantly smaller.

In this study three different downlink inner loop power control schemes
were studied:

• 3GPP Release 4 solution - How to choose the optimum step size for the
current scheme in the presence of errors and how to interpret TPC com-
mand in studied scenarios.

• UE measured SIR difference - UE signals the observed DL SIR difference
to UTRAN. This is considered to be reference for inner loop despite 1
frame delay in applying the change.

• Channel prediction - Utilization of channel reciprocity for adaptive step
size selection to counteract the slow 100Hz power control.

The path loss aided closed loop power control for downlink of TD-CDMA
is presented in [123], where performance gains are demonstrated by the link
level simulations. The largest gains are achieved for slow and moderate fading
channels. In [65] an improved outer loop power control algorithm is presented,
which is used for the downlink of TD-CDMA. However, the algorithm should
also be usable for the uplink of TD-CDMA and also for the uplink and downlink
of WCDMA.

3.3.1 Algorithm description

Downlink power control in dedicated channels is based on a closed loop after
the initial phase, when the DL power is set by the network. The method is the
same as in FDD. Thus a mobile station generates Transmit Power Control (TPC)
bit based on SIR measurement and sends that bit to BS. The measurement of the
received SIR shall be carried out periodically at the mobile station. When the
measured value is higher than the target SIR value, TPC bit = "0" and when it is
lower than the target SIR value, TPC bit = "1". Transmit power is then adjusted
according to the commands. If the TPC bit cannot be received, the transmission
power value shall be kept unchanged. Three different power steps can be used:
1, 2, and 3 dB.

The error in the power adjustment is modelled as log-normally distributed
random variable, whose deviation is a user-defined parameter, and fulfils the
maximum tolerance given by the standard (Table 3).

3.3.2 Achieved results ([P2, P3])

In this thesis TD-CDMA inner loop power control was thoroughly studied in
the presence of errors. Simulations showed that the downlink power control
gave significant gain over fixed downlink transmission power and when a cer-
tain minimum power level is reached, capacity cannot be further increased by
allocating more power.
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T 3 Downlink transmission power step tolerance and deviation as a func-
tion of a power control step.

Step size [dB] Transmitter power step Maximum deviation [dB]
tolerance [dB]

1 ± 0.5 0.15195
2 ± 0.75 0.22793
3 ± 1 0.30391

Since natural features of TD-CDMA are good support for asymmetrical
traffic and flexible channel allocations only Common Control Transport Channel
(CCTrCH) level power control per frame (100 Hz) is used as compared to FDD
fast power control (1500 Hz). The lack of power control speed as compared
to FDD mode can be compensated by appropriate step selection as showed in
simulations. It should also be noted that the TD-CDMA is mainly intended for
the indoor environment, where the UE speeds are low.

Current 3GPP release 4 downlink power control scheme can be improved
by controlling the up and down step sizes independently. By setting the step size
for the up command higher than the one for down command similar technique
that is used in the outer loop power control ([121] can be used to take advantage
of bigger step sizes and to decrease performance loss in the presence of errors.
The step size selection is a channel dependent process and in the studied scenario
the optimized parameters were discovered to be 3 dB for the up command and
2 dB for the down command. Capacity gain of 22 to 42 percent was achieved as
compared to 1 dB symmetrical step size when the uplink BER for TPC command
is from 0 to 10 percent. Without loosing the generality the independent up and
down step size scheme should be adopted.

The system performance with downlink power control can be further im-
proved by signalling the difference between the received downlink SIR and the
target SIR from UE to base station and letting the base station apply the differ-
ence value at the next frame. The needed number of bits for this signalling were
studied. Based on the results it is recommended that 2 bits should be used for
this due to back ward compatibility and not being vulnerable to TPC command
BER variations. With a two bits signalling a performance gain of 24 to 52 percent
can be achieved as compared to symmetrical 1 dB step size when the uplink
BER for TPC command is from 0 to 10 percent. It should be noted that power
control is most important for real-time services e.g. speech where the operation
point for BER remains low and that way introduces the possibility to redefine
the usage of two TPC bits. On the other hand non-real-time services e.g. packet
traffic usually operates with higher BER levels and without power control.

The UE transmitted TPC command is interpreted in the BS and the change
is applied to the downlink transmit power level when within the set limits. The
errors in the TPC transmission were studied and it was found that by interpreting
the command to be UP had a favourable impact on the system. Under some
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conditions the erroneous TPC command could be ignored to reduce the over
all interference, but the difference over all in system performance compared to
the UP interpretation was fairly small, thus UP interpretation would always be
recommended for simplicity.

Also channel reciprocity was utilized in the channel prediction method
which uses channel fading information for step size selection. Under ideal
conditions it gives a gain in a single cell case, but when several cells form the
TDD system the inter-cell interference becomes dominant and thus the channel
prediction technique fails. When adding the difficulty of building such an ideal
system it seems that the channel prediction / link reciprocity technology would
not be beneficial route for TDD downlink improvements.

Power control errors increase the required Eb/N0 for maintaining the desired
BLER. In the studied scenario larger steps are favourable as they counter the
channel fading and asymmetrical step sizes are more tolerable to TPC command
errors. Asymmetrical step sizes 3 dB up and 2 dB down provides the best
performance in the presence of errors in the studied case, but the independent
UP and DOWN step size selection as a general rule is a favourable development
and the optimum step selection can be done for each individual propagation
conditions separately. The performance gain with 2 dB, 3 dB and asymmetrical
steps is reduced as compared to a 1 dB step, when the TPC errors are included.
Furthermore, symmetrical 1 dB step size should be used when TPC commend
BER goes above 20 %. This suggests that asymmetry and step size should be
decreased as a function of TPC error [68].

3.4 Handover

Another basic radio resource management algorithm in addition to power con-
trol is handover. TD-CDMA supports intra-system handovers and inter-system
handovers to UTRA FDD or to GSM. In this study a WCDMA handover (see
[49, 96]) tailored to a TDD operation is considered, which is based on UE mea-
surements only. The selected handover algorithm is similar to that used with
IS-95 in which pilot signals (for example pilot Ec/I0 of the received signal code
power) of candidate base stations are compared. The base station with the best
quality pilot is then selected as active branch. Similar handover procedure of
UTRA TDD which is based on downlink SIR is evaluated in [93].

In TD-CDMA the active set size in the handover procedure is always equal to
one i.e. only hard handover is supported, while in UTRA FDD soft handover and
macro diversity may be utilized. Hence, it is worth careful study in how different
handover parameters effect the system performance and whether the selected
handover algorithm is suitable at all in the TD-CDMA operation. Extensive
dynamic system level simulations are used to analyse the handover algorithm.
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3.4.1 Algorithm description

Layer 1 (L1) of TD-CDMA provides the measurement specifications a toolbox
of measurement abilities for the mobile station and UTRAN. In the L1 specifi-
cations the measurements can be distinguished between the measurements in
the mobile station and in the UTRAN. However, it is anticipated that handover
algorithms will be based on mobile station measurements only. According to
these measurements Radio Network Controller (RNC) makes handover decision.
The mobile station measures signals from the base stations, from which it can
find out the identification number of the base station and the energy per chip to
interference ratio (Ec/I0) value of the PCCPCH signal of the corresponding base
station. In the simulator the Ec/I0 value is evaluated in following way:

Ec

I0
=

PCCPCH_RSCP
I0 +N0

. (3.4)

Measurement accuracy (see [107, 104]) is important for handover perfor-
mance and filtering is a simple way the improve accuracy. Before the Ec/I0 is
used by the handover algorithm in mobile station or RNC, an arithmetic mean
over certain number of latest measured values is taken. This way fast fading
can be averaged out. When a longer filtering window is applied, fast fading
can be completely removed, but if the filtering window is too long, it leads to
long delays in handovers. The optimal filtering window is a trade-off between
measurement accuracy and handover delay [49].

3.4.2 Achieved results ([P1])

Considering handover, there is a certain optimum (maximum) value for the
hysteresis, after which system performance rapidly deteriorates. High enough
hysteresis is needed to avoid unnecessary handovers due to the fading channel.
Too high hysteresis, however, makes handover unable to react to the changes in
the Received Signal Code Power (RSCP) level. On the other hand, high hysteresis is
needed to avoid excessive signalling load in the network. In addition, the system
performance was noticed to be quite unaffected by the filtering length until it
exceeds a certain level. Long filtering is needed to avoid excessive signalling
in the network. However, too long filtering leads to late handovers when the
system performance degrades.

3.5 Dynamic Channel Allocation

Dynamic Channel Allocation (DCA) has been seen as a promising method for
improving the quality and capacity in cellular networks and for TDD systems
it has been under intense research activity for a rather long time. In [61] a very
comprehensive survey of different DCA approaches are given based on a large
number of published papers in the area of fixed, dynamic and hybrid allocation
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schemes and a comparison of their trade-offs in terms of complexity and perfor-
mance. As pointed out also in [124] the best DCA solution depends on the service
area characteristics e.g. cordless phones require a fully decentralized algorithm
whereas for cellular mobile networks should allow for some coordination be-
tween adjacent cells. Locally centralized architecture for resource allocation for
UMTS TDD mode is presented in [80, 83, 81, 82] In [30, 29, 35] both decentralised
and centralized interference based DCA algorithms are developed which allows
different asymmetry for adjacent cells without a significant capacity loss. It has
been demonstrated in [28] that the additional interference mechanism of TDD
and the flexibility in a TDD system can be exploited constructively in order
to minimize interference. Furthermore in [26, 25, 27] new DCA algorithm is
presented which exploits interference diversity through randomly opposing up-
link and downlink slots in adjacent cells. Interaction between DCA and power
control is studied [5, 56].

In theoretical studies very significant quality and capacity improvements
have been achieved. However, in real systems DCA performance is limited by
several factors so theoretical limits might not be reached. DCA algorithms are
affected by unreliable measurements or all necessary information might not be
available. Due to time division multiple access interference and loading condi-
tions can change very rapidly from slot to slot. To exploit the full possibilities
of the TDD system efficient DCA algorithms are needed to guarantee quality of
service in rapidly changing channel conditions and in mixed traffic scenarios.
Complexity of DCA in terms of scheduling of measurements and algorithms
needed to find optimal allocations needs to be reduced to make it possible to
react quickly to the varying conditions.

DCA algorithms can be divided into two parts where slow DCA (S-DCA)
allocates resources to cells and fast DCA (F-DCA) to bearer services [49]. The
TDD operation has traditionally exploited the possibility of DCA functions to
avoid or minimise the interference and improve system capacity. For UTRA
TDD the promise of advanced receivers alleviates the intra cell interference, but
this emphasises the importance of minimising the interference between different
cells. There are several methods that can be used to aid the channel allocation
process, but they all have inherent limitations. A model for the analysis of
protocol and measurement impact of errors is proposed. These studies are based
on dynamic system simulations that are carried out to find out how the different
elements in the DCA process impacts on the UTRA TDD system capacity. In
addition to the random allocation effect of interference and transmission power
based channel allocation with and without slow DCA information is studied in
the presence of signalling delays and measurement errors.

3.5.1 Algorithm description

The requirements for DCA are twofold, limitation of the interference and maxi-
mizing the system capacity by allocating intelligently resources for the operation.
The TD-CDMA resource allocation can be achieved by either time slot or code
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pooling as mentioned in [97] and [49]. Further in [49] the DCA requirements are
briefly discussed and some principles outlined. It is proposed that the location
of the DCA entities would be based on natural termination points of the DCA
processes, i.e. tied to the rate of information exchange and to the bulk sources of
information generation, collection and processing used in the resource allocation
process. The inherent limitations of the DCA are related to the information col-
lection and communication (protocol) that determines the usability of the DCA
algorithm. In order to minimize the user equipment (UE) power consumption
and complexity of the measurements the unnecessary monitoring activity should
be avoided in the downlink. This requirement on the other hand leads to prob-
lems that are related to the validity of the measured information especially from
the downlink. Secondly the protocol that is used for communications between
the different network entities may be liable to delays and stiff procedures. The
channel allocation can be based on two different strategies: avoid interference
by separating the potential interfering UE (segregation) totally or use the avail-
able information to correct the situation once interference reduces the system
capacity. In general the key elements of the resource allocation are information
collection (monitoring and identifying the situation) and making an allocation
decision based on the available information.

Both the terminal and the base station can perform periodic monitoring and
reporting to support DCA functionality. For study purposes the fast DCA will be
terminated at the base station, but slow DCA can be terminated at any network
entity above the base stations that form the seamless coverage area. In practice
an entity split is proposed in [49] and depicted in Figure 13. Also it is assumed
in simulations that the coverage area has the same uplink/downlink partitioning
in contrast to [97].

The function of S-DCA makes it possible to dynamically allocate resource
units based on negotiation and measurements between adjacent cells to fulfil the
planned system operation. Also using dynamic allocation interference levels can
be minimized and capacity relocation between cells can be achieved. The S-DCA
algorithm in this study uses segregation principles when allocating resource
units to a cell-related priority and preference lists. These lists are used as input
to F-DCA to allocate resources for different bearers.

In addition to time slot priority time slots can be categorised to different
preference groups in a cell-related preference list (see Table 4). In the current
model three preference groups can be used, which are named as Own, Shared and
Borrowed. For the Real-Time (RT) simulations only Own priority group is used
for simplicity. Definition of the different preference groups is explained below in
the order of importance. The idea is to classify the slots so that the interference
between neighbouring cell time slots is taken into account.

• Own These slots are used for terminals who are near cell border and need
high transmission powers. Neighbouring base stations can set same slot
as “Borrowed”. In mixed traffic conditions these slots should be mainly
used for RT traffic.
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• Shared Downlink transmission power in these slots is limited and neigh-
bouring base station can use same slots. In mixed traffic conditions these
slots should be mainly used for non-real-time (NRT) traffic. In this study
this priority group is omitted.

• Borrowed These slots are used for terminals who are near a serving base
station and need only low powers. This slot is used as “Own” for at least
one of the neighbouring base stations. In mixed traffic conditions these
slots should be mainly used for NRT traffic. In this study this priority
group is also omitted.

T 4 S-DCA cell priority and preference table for four base station simula-
tion environment.

Priority Preference Preference Preference Preference
BS 1 BS 2 BS 3 BS 4

0 DL Own / PCCPCH

1 UL Own Borrowed Own Borrowed

2 UL Own Borrowed Own Borrowed

3 UL Own Borrowed Own Borrowed

4 DL Own Borrowed Own Borrowed

5 DL Own Borrowed Own Borrowed

6 DL Own Borrowed Own Borrowed

7 DL Own / SCCPCH

8 UL Borrowed Own Borrowed Own

9 UL Borrowed Own Borrowed Own

10 UL Borrowed Own Borrowed Own

11 DL Borrowed Own Borrowed Own

12 DL Borrowed Own Borrowed Own

13 DL Borrowed Own Borrowed Own

14 UL Own / PRACH

For each preference group particular attributes (e.g. based on PCCPCH
RSCP measurement thresholds and maximum downlink transmission power
as defined in [104], [107] and [110]) can be set. In this study these preference
groups are given in fixed S-DCA table (see Table 4) that is not changed during
simulation. With a fully implemented S-DCA algorithm it is possible to control
these preference groups according to the current loading conditions and planned
service mix to better meet the operation goals.

3.5.2 Uplink DCA algorithm

The F-DCA acquires and releases resource units according to the slow DCA
priority and preference list. In this study two separate F-DCA algorithms with
slow reallocation are studied in the dynamic system simulator. It is assumed
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BS 1

BS 2

Slow DCA BSlow DCA A

RNC

Fast DCA A1

Fast DCA A2

Measurements
Measurements

F 13 Example of DCA partitioning between different network elements.

that the DCA algorithm does not allocate any dedicated channel (DPCH) users
to the common channel time slots (e.g. PCCPCH, SCCPCH and PRACH) in
Table 4. The reallocation can be done for one user or for all users. The initiation
for reallocation can be based on consecutive frame errors or UE moved in cell
so that it needs to be allocated to a different preference group. This is called fast
reallocation. Slow reallocation on the other hand is done when a user is moving
from one cell to another.

Simple F-DCA algorithm is a good reference point for new F-DCA algo-
rithms. It uses the priority list from S-DCA to set the partion between UL and
DL slots in the frame. It can operate in the following three strategies:

• Allocate time slots randomly.

• Allocate user to a time slot which has the lowest interference level (e.g.
based on Interference Signal Code Power (ISCP)[104]).

• Reallocate time slots for one user after consecutive frame errors. Thresh-
old for reallocation can be given as a parameter separately for uplink
and downlink. This method is not used in this study.

The intermediate F-DCA algorithm extends the simple F-DCA principle by
applying slot preference in the allocation decision making. It uses the priority
table from S-DCA to set frame partitioning between the uplink and downlink
slots. UE preference allocation algorithm is based on RSCP measurements that
UE performs on PCCPCH slot. This is based on the principle to divide users into
different preference slots based on RSCP measurements so that the inter-cell in-
terference is minimised. Segregation by maximising the separation between the
active users is one way to try to reach good system capacity so that neighbouring
base stations can use the same time slots at the same time. The selection with
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in the preference slots can again be based on the same three strategies as with
simple F-DCA and using the UE and UTRAN measurement information in the
decision making.

The intermediate F-DCA will first search for available resources for the
uplink. If the RSCP measurement is not available then the highest preference
group will be used which in this model is Own slots. It is also possible naturally
to delay the beginning of the call, while reliable RSCP measurement is obtained.
The delay can be given as a parameter to the simulator. After this delay slot
selection is based on a RSCP measurement value. A search will begin from the
lowest preference group and it will be used if the RSCP threshold is met. If
Borrowed slots (or Shared slots) cannot be used, then allocation is attempted to
Own slots. If all resources in Own slots are reserved, then allocation is blocked.
After the uplink the same kind of procedure is done for the downlink and if
the resources can be found for both uplink and downlink, then time slots will
be reserved from the base station and a message is sent from UTRAN to UE to
start to use the new time slots at the beginning of next interleaving period. The
intermediate F-DCA can easily be adapted to DL by using UE measurements.

Achieved results ([P5])

The UL capacity at 98 % satisfied rate with different F-DCA algorithms in the
presence of UTRAN processing delay and ISCP measurement error is collected
in Figure 14. The delays in the UTRA TDD system reduce the UL capacity.
Introducing interference based allocation to simple F-DCA with slow reallocation
increases the UL system capacity from 32 % to 92 % depending on the delay. It is
obvious that the information about the interference gives a better situation in this
case. Also it makes the UL more tolerant to system delays and the capacity with
200 ms delay is almost identical to 0 ms system delay. The Interference Signal Code
Power (ISCP) measurement error does not have any impact on the UL capacity.

The S-DCA preference information gives additional tolerance to delay vari-
ations and secures the quality of service in UL as the intermediate F-DCA algo-
rithm simulations show. Intermediate F-DCA algorithm gains ranges from 24 %
to 147 % depending on the delay. The additional UL capacity provided by other
preference classes (e.g. Borrowed and Shared) was not used for simplicity so it
is difficult to conclude the UL capacity differences between interference based
simple and intermediate F-DCA algorithms in conjunction with slow realloca-
tion. Again the ISCP measurement error did not have any impact to the UL
capacity. Most significantly the intermediate F-DCA algorithm gained nothing
(< 2%) from the use of ISCP information, so S-DCA can minimise the need for
measurements with slow reallocation. The S-DCA reduces the inter-cell inter-
ference and thus creating a more stable system as the more gradual capacity
reduction shows.
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3.5.3 Downlink DCA algorithm

Simple F-DCA algorithm is a good reference point for new F-DCA algorithms.
It uses the priority list from S-DCA to set the partition between the uplink and
downlink slots in the frame. It can allocate a time slot either randomly or allocate
a user to a time slot which has the lowest downlink transmit power.

The intermediate F-DCA algorithm extends the simple F-DCA principle by
applying slot priority in allocation decision making. It uses the priority table
from S-DCA to set the frame partition between the uplink and downlink slots. UE
priority allocation algorithm is based on RSCP measurements that UE performs
on PCCPCH slot. This is based on the principle to divide users into different
preference slots based on RSCP measurements so that the inter-cell interference
is minimised. Segregation by maximising the separation between the active
users is one way to try to reach good system capacity so that neighbouring base
stations can not use the same time slots at the same time. The selection within the
preference slots can be again based on the same strategies as with simple F-DCA
and using the UE and UTRAN measurement information in decision making.

Achieved results ([P4])

The downlink capacity at 98 % satisfied rate with different F-DCA algorithms in
the presence of UTRAN processing delay is collected in Figure 15. The delays in
the UTRA TDD system reduce the downlink capacity. Introducing transmission
power based allocation to simple F-DCA with slow reallocation increases down-
link system capacity from 7 % to 18 % depending on the delay. The power setting
is rather accurate in terms of referential accuracy, thus its error is expected to
have only a minor effect on system capacity.

The S-DCA preference information gives additional tolerance to delay vari-
ations and secures quality of service in the downlink as the intermediate F-DCA
algorithm simulations show. Intermediate F-DCA algorithm gives clear gain
from 43 % to 162 % depending on the delay. The additional downlink capacity
provided by other preference classes (e.g. Borrowed and Shared) was not used
for simplicity so it is difficult to conclude the downlink capacity differences be-
tween transmission power based simple and intermediate F-DCA algorithms in
conjunction with slow reallocation. The intermediate DCA performance can not
be further increased with additional measurements. On the other hand it can be
said that measurement requirements can be minimized with intermediate DCA.
The S-DCA reduces the inter-cell interference and thus creating a more stable
system as the more gradual capacity reduction shows.
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4 PERFORMANCE OF WCDMA NETWORK WITH
TRANSMIT DIVERSITY

WCDMA has emerged as the main air interface solution for 3G networks al-
lowing mobile users to access Internet services. The first release of WCDMA,
release 99, supports IMT-2000 specifications allowing data rates up to 2 Mbps and
support both packet and circuit-switched traffic. In the evolution of WCDMA
standard High Speed Downlink Packet Access (HSDPA) was introduced in Release
5 to support higher peak data rates with lower delays and increased spectral
efficiency. General descriptions of HSDPA concept are given e.g. in [49, 63, 89]
and in 3GPP technical specifications [109]. HSDPA has been an important topic
in 3GPP standardization and the most important aspects of HSDPA are covered
in the next section.

Already 3GPP release 99 includes specifications to downlink transmit diver-
sity. It has been seen as a cost effective way to improve downlink performance
for the new mobile services like web browsing which tends to burden the down-
link more heavily than the uplink. The performance of Closed Loop Mode 1 (CL
Mode 1) and Space Time Transmit Diversity (STTD) techniques are first evaluated
with speech traffic and then studies are extended to HSDPA.

4.1 High Speed Downlink Packet Access

4.1.1 Introduction

In 3GPP release 99 and release 4 packet data traffic is supported by Dedicated
Channel (DCH), Downlink Shared Channel (DSCH) and Forward Access Channel
(FACH). FACH can carry signalling data on the downlink, but it can also be used
for user data. The advantage of common channels is their low set up time, but
on the other hand the link performance of a common channel is not as good as a
dedicated channel due to the lack of fast power control. DCH is power controlled
and also supports soft handover, but it requires a longer set up time than what
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it takes to access common channels. DCH can support bit rates up to 2 Mbps,
but the downlink orthogonal code must be allocated according to the highest bit
rate and therefore a variable bit rate in dedicated channels consume a relative
high number of downlink orthogonal codes. To overcome the channelisation
code shortage DSCH has been specified for WCDMA systems. It is designed
to operate together with DCH and it supports a dynamically varying spreading
factor for 10 ms frames, single or multi code transmission and it may be fast
power controlled. It is especially targeted to transfer bursty packet data. DCH,
DSCH and combined scheme, where DSCH is used for the users close to base
station and DCH at the cell borders to take advantage of macro diversity, are
compared in [42]. It is found that DSCH is able to provide higher packet data
rates than DCH and in addition a combined scheme of DSCH and DCH is able to
provide similar bit rates as DSCH but with lower base station transmit powers
due to utilised macro diversity.

In the top of the existing DSCH concept advanced schemes known from
GSM such as link adaptation and fast physical layer retransmissions and com-
bining are applied [49, 63]. The term High Speed Downlink Shared Channel (HS-
DSCH) is used to distinguish it from the previous DSCH. The HSDPA concept
is a natural extension of the DSCH and it is mainly intended for non-real time
traffic, but can also be used for traffic with tighter delay requirements. To sup-
port higher peak data rates HSDPA concept has been established for Release 5,
which includes Adaptive Modulation and Coding (AMC), fast scheduling at Node
B, Hybrid Automatic Repeat and Request (HARQ) and short TTI length. Fast Cell
Site Selection (FCS) and Multiple Input Multiple Output (MIMO) are considered
for the further releases.

Goals for the HSDPA can be shortly summarized as

• Peak data rates higher than 2Mbps (up to 14 Mbps)

• Reduced (re)transmission delays

• Improved QoS control (Node-B based fast packet scheduling)

• Spectral and code efficient solution for fully loaded sites

Concepts similar to HSDPA are also being introduced into other wireless
standards. 3GPP2 has defined 1xEV-DO (1x Evolution Data Only) concept for
data only traffic and it includes adaptive modulation and coding and HARQ
[2]. Also 1xEV-DV (1x Evolution Data and Voice) has been specified to support
simultaneous high speed data and voice services [2]. Adaptive modulation and
coding and HARQ are included and the concept is similar to WCDMA/HSDPA
but uses a narrower bandwidth.

4.1.2 HSDPA concept

HSDPA concept also requires some changes in the general network architecture,
since all the release 99 channels end at RNC. HSDPA Medium Access Control
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(MAC) is installed to Node B to support fast physical layer retransmissions. RNC
still takes care of Radio Link Control (RLC), e.g. RLC retransmissions if HS-DSCH
transmission fail after a maximum number of physical layer retransmissions and
also RNC still retains all release 99 / 4 functionalities. The key function of a new
Node B MAC is to handle HARQ functionality, modulation/coding selection and
packet data scheduling.

To allow the system to take advantage of the short term variations the
scheduling is done in the Node B based on feedback information from UE and
knowledge of the current traffic state. In an optimum scenario the scheduling is
able to track the fast fading of the users. Scheduling of users can be conducted as
a function of their radio channel conditions, thus one good option is to choose to
only schedule users which are experiencing constructive fading (possible due to
the shorter TTI length). This is also known as fast selection multi-user diversity
transmission. A detailed analysis of Proportional fair scheduler performance in
a link and system level is given in [62]. Furthermore, performance of different
packet scheduling methods for streaming services are studied in [4], in which
proportional fair scheduler is found to be the best choice.

Layer 1 retransmissions are subject to significantly shorter delays than RLC
retransmissions, i.e., results in less delay jitter and is very attractive for data
services such as TCP, etc. A physical layer packet combining basically means
that the UE stores the received data packets in soft memory and if decoding
fails, the new transmission is combined with the old one before channel coding.
The retransmission can be either identical to the first transmission or contain dif-
ferent bits compared to a channel encoder output that was received during the
last transmission. With this incremental redundancy strategy one can achieve a
diversity gain as well as improved decoding efficiency. The use of HARQ (us-
ing either Chase Combining (CC) or Incremental Redundancy (IR)) adds increased
robustness to the system and a spectral efficiency gain. Performance and mod-
elling of chase combining and incremental redundancy are presented in [18] and
it is found that incremental redundancy will provide a small throughput gain
compared to chase combining using a simple link adaptation algorithm. Per-
formance of HARQ is also addressed in [19] and in [74] specifically incremental
redundancy is considered.

In the HSDPA concept fast power control and variable spreading factor are
replaced with adaptive modulation and coding (AMC), extensive multi code op-
eration and a fast and spectrally efficient physical layer retransmission strategy.
AMC selects a coding and modulation combination according to varying channel
conditions. A user with favourable channel conditions can be assigned a higher
order modulation with higher channel coding rate whereas a lower order mod-
ulation with a lower channel coding rate when a user has unfavourable channel
conditions. AMC performance is studied in [71] in an analytical manner and
the results are compared to dynamic system simulations. In [16] performance
evaluation of higher order modulation is presented. Studies in [71] are extended
in [72] with code multiplexing so that a few code multiplexed users can share the
HS-DSCH channel per TTI. To enable large dynamic range for the HSDPA link
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adaptation and to maintain good spectral efficiency, a user may simultaneously
utilise up to 15 codes in parallel. The use of more robust coding, fast HARQ
and multi-code operation removes the need for variable spreading factor [49].
In [6] the theoretical performance of cellular systems with different types of link
adaptation is analysed. Among the examined schemes, AMC was found to be
the most promising in terms of overall performance. It provided a high system
capacity, even when the practical considerations such as limited dynamic range
and resolution are imposed. In an [84] outer loop algorithm is presented to fine
tune the link adaptation to the desired packet error rate target.

General HSDPA operation can be listed are follows.

• Node B estimates the channel quality of each active HSDPA user based
on the HSDPA specific feedback (also power control and ACK/NACK
ratio can be used). The Channel Quality Indicator (CQI) expresses the
data rate that the UE can support, i.e., the recommended modulation
scheme, number of HS-PDSCH codes, and transport block size. The CQI
definition is given in [111] and the different CQI methods are compared
e.g. in [20, 15].

• Scheduling and link adaptation are then conducted in fast pace depend-
ing of the selected algorithms.

• Node B identifies HS-DSCH parameters for selected user.

• Node B starts transmitting HS-SCCH two slots before HS-DSCH trans-
mission to inform the UE of necessary parameters.

• UE monitors HS-SCCHs and once part 1 is decoded from an HS-SCCH
that is intended for that UE, it starts to decode the rest of that HS-SCCH.

• Based on part 2 of decoded HS-SCCH UE can determine to which ARQ
process data belongs to.

• Depending of the Cyclic Redundancy Check (CRC) conducted on the HS-
DSCH data UE sends ACK/NACK indicator to uplink HS-DPCCH.

4.1.3 HSDPA physical layer structure

Three new channels are introduced for the HSDPA: HS-DSCH for the packet data
traffic, HS-SCCH to signal physical layer control information and uplink High
Speed Dedicated Physical Control Channel (HS-DPCCH) to carry ARQ acknowl-
edgements and channel quality feedback.

HS-DSCH

TTI length of HS-DSCH is 2 ms i.e 3 slots and in addition to QPSK a higher order
modulation scheme 16QAM is introduced. A fixed spreading factor of 16 is used,
but multi-code transmission and code multiplexing can be used. Depending on
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the terminal capabilities the terminal may receive a maximum of 5, 10 or 15
codes. HS-DSCH capable terminal needs to obtain an estimate of the relative
amplitude ratio of the HS-DSCH power level compared to the pilot power level
and this requires Node B to adjust the HS-DSCH power between the slots if
16QAM is used in the frame. HS-DSCH does not support a soft handover, but
transmit diversity (STTD and Closed Loop Mode 1) is supported.

Interleaving of HS-DSCH subframe spans over a single 2 ms period and
there is no intra-frame or inter-frame interleaving. Turbo coding is used and the
effective coding rate can vary from 1/4 to 3/4 by varying the transport block size,
modulation scheme and the number of multi-codes. By varying the code rate
the number of bits per code can be increased at the expense of reduced coding
gain.

HARQ functionality is basically operated in two different ways: with iden-
tical retransmissions it is often referred as chase or soft combining and with
different parameters the transmissions will not be identical and then the princi-
ple of incremental redundancy is used.

HS-SCCH

HS-SCCH carries information necessary for HS-DSCH demodulation and num-
ber of HS-SCCHs equals the number of multiplexed users. The length of the
HS-SCCH block is 3 slots and it is divided into two functional parts. First slot i.e.
first part carries time critical information that is needed to start the demodulation
process (codes to despread and modulation (QPSK or 16QAM)) whereas the next
two slots i.e. second part contains less time critical parameters such as a redun-
dancy version, ARQ process number and indication of the first transmission or
retransmission. Both parts employ terminal specific masking to find out which
terminal HS-SCCH is intended. HS-SCCH uses a fixed spreading factor of 128
and a half rate convolutional coding is used with both parts encoded separately
from each other because the time critical information is required immediately
after the first slots. Soft handover is not supported for HS-SCCH, but transmit
diversity can be used.

The HS-SCCH transmit power is under the control of Node B, so the power
level may be constant or time-variant according to a selected power control
strategy. Assignment of a constant HS-SCCH transmit power is considered to be
an inefficient solution, which will result in a larger power overhead, i.e. loss of
capacity. However, the 3GPP specifications do not explicitly specify any closed
loop PC modes for the HS-SCCH, where the UE provides feedback information
on the recommended transmit power for the HS-SCCH. Node-B must therefore
rely on feedback information from the UE related to the reception quality of
other channel types, such as: power control commands for the associated DPCH
or CQI reports for HS-DSCH. It is typically assumed that the HS-SCCH transmit
power should be adjusted so that the residual BLER equals approximately 1
%. In [21] HS-SCCH performance is studied and it is concluded that the control
channel design is very robust and meets all the error probabilities under different
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scenarios. HS-SCCH performance is also studied in [14] especially with different
transmit diversity schemes.

Uplink HS-DPCCH

Uplink HS-DPCCH is used to carry ACK/NACK information and channel quality
information (CQI) that presents what terminal can receive in the given channel
conditions. Primary modulation is BPSK with a spreading factor of 256. The
HS-DPCCH transmit power equals the DPCH transmit power plus an offset.
The HS-DPCCH may be received at two sectors on the same Node-B in order to
improve the detection probability, but in general soft handover is not supported
for this channel. The HS-DPCCH is a power controlled relative to the uplink
DPCCH every slot period.

4.1.4 HSDPA performance and UE capabilities

With the introduction of the HSDPA concept into the Release 5 specifications, a
new generation of UE capability classes will be introduced. Five main parameters
are used to define the physical layer UE capability level ([99]):

• Maximum number of HS-DSCH multi-codes that the UE can simultane-
ously receive. At least five multi-codes must be supported in order to
facilitate efficient multi-code operation.

• Minimum inter-TTI interval, which defines the distance from the begin-
ning of a TTI to the beginning of the next TTI that can be assigned to the
same UE. E.g. if the allowed interval is 2 ms, this means that the UE can
receive HS-DSCH packets every 2 ms.

• Maximum number of HS-DSCH transport channel bits that can be re-
ceived within a single TTI.

• The maximum number of soft channel bits over all the HARQ processes.

• Support of 16QAM (e.g. code efficiency limitation).

A UE with a low number of soft channel bits will not be able to support Incremental
Redundancy (IR) for the highest peak data rates and its performance will thus be
slightly lower than for a UE supporting a larger number of soft channel bits. The
UE capabilities are sent from Serving Radio Network Controller (SRNC) to Node-B,
when the HS-DSCH MAC-d flow is established. Depending on the capability
class achievable bit rates ranges from 1.2 to 14.4 Mbps.

Naturally the HSDPA performance is affected by the channel conditions,
e.g. time dispersion, cell environment, terminal velocity and G value. Terminal
capability is one important part of the HSDPA performance, thus improving
terminal capability by introducing better detector or increasing the maximum
number of supported codes HSDPA performance can be enhanced. Also the
nature and accuracy of RRM algorithm affects the HSDPA performance, so that
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by increasing the power and code resources allocated to HSDPA channel and
improving packet scheduling algorithms performance can be further increased.

In HSDPA network processing is closer to the air interface at Node B for
low link adaptation delay. According to [49] HSDPA concept provides 50 %
higher cell throughput that release 99 channels in macro-cell and 100 % in micro-
cells. 100 % higher peak data rates can be achieved than in release 99 and
HSDPA also supports real-time UMTS QoS classes with guaranteed bit rates
[49]. Performance of HSDPA concept in the system level is also addressed in
[89, 75]. In [91] network performance of mixed traffic on HSDPA and dedicated
channels in WCDMA is presented. It is concluded that the available transmit
power can be better utilized when introducing HSDPA as no power control
headroom is required for HS-DSCH transmission. Also 69 % gain is presented
when 5 HS-DSCH codes and 6-7 W is allocated for HSDPA transmission while
the remaining resources are used for release 99 channels. In [79] HSDPA network
performance is studied with streaming applications in a mixed service scenario.
The results shows that the reasonable streaming performance can be achieved
without service differentiation if a somewhat fair schedule, like proportional fair
scheduler is used. Streaming-aware schedulers can further protect streaming
QoS in high load conditions. In [76] HSDPA performance is studied with different
service proportions. It is concluded that HSDPA with advanced features like
AMC, HARQ with IR, intelligent scheduling and resource allocation can achieve
a three times higher sector and user throughputs than the release 99 system.

4.1.5 Further enhancements for HSDPA

HSDPA is currently an important topic in 3GPP standardization. Further en-
hancements for HSDPA network performance can be achieved by using a multi-
ple receiver and transmitter antennas which is often called Multiple Input Multiple
Output (MIMO) technique. HSDPA with MIMO has been studied e.g. in [53]. In
the scope of this study application of multiple transmit antennas i.e. downlink
transmit diversity and multiple downlink receiver antennas i.e. receive diversity
is analysed with HSDPA. In addition to that the system level aspects of usage
of advanced receivers in the terminal side is thoroughly studied. In 3GPP Fast
Cell Selection (FCS) technique is also presented, in which the terminal determines
which Node B is best for the downlink service through radio propagation mea-
surements. It has been previously studied in [13] and it is a similar concept than
the site selection transmit diversity (SSTD), which is already included in release 99
for DCH.

4.2 Transmit Diversity

The application of multiple antennas in the base station transmitter is one way
to improve the downlink performance and it is called transmit diversity. The
idea of diversity is to supply the receiver with multiple independently faded
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components of the transmitted information signal, so that the probability that all
the signal components fade simultaneously is reduced.

Two kinds of transmission antenna diversity schemes for two antennas are
included in the 3GPP standard release ’99 and release 4, namely the open loop
(OL) and the closed loop (CL) techniques [111]. In the OL transmit diversity
the transmitter does not require any knowledge of the channel state. The signal
matrix in single antenna modulation and coding schemes is defined in time,
whereas the transmitted signal is defined both in space and in time dimensions
in these multiple antenna concepts. The first OL concepts that were proposed
to 3GPP were based on Code Division Transmit Diversity (Orthogonal Transmit
Diversity) and Time Switched Transmit Diversity [52]. Later more efficient Space-
Time Transmit Diversity (STTD) [3, 11] was adopted for the WCDMA release ’99.

In contrast to the OL diversity, the CL transmit diversity applies channel
state information that is provided to the transmitter via closed loop feedback
signalling. The channel state information is used to weight the signal phase
transmitted from two base station antennas so that these signals arrive in-phase
at the terminal receiver. The WCDMA standard release ’99 and release 4 include
two closed loop transmit diversity solutions, namely Mode 1 and Mode 2. These
have been previously studied for dedicated channels in link level simulations
(e.g. [43, 44, 9, 87, 114]).

It has not been seen as feasible to use two antennas and receiver chains for
small and cheap mobiles, thus therefore WCDMA supports downlink transmit
diversity. If Node B is already using receive diversity, a downlink transmission
can be duplex to receive antennas, so there is no need for extra antennas. Transmit
diversity can provide coherent combining gain and diversity gain against fast
fading. Coherent combining gain can be achieved when a signal is combined
coherently while interference is combined non-coherently. The gain from ideal
coherent combining is 3 dB with two antennas [49]. Coherent combining is not
optimal with a closed loop transmit diversity, since feedback signalling involves
a certain delay that could change channel conditions. In addition to that there
is only a limited number of possible Tx-weights, so the feedback is quantized to
the best option from the available Tx-weights.

Both open and closed loop transmit diversity can provide protection against
fast fading. This diversity gain depends on the antenna correlation, so that the
gain is higher when fast fading is uncorrelated between the transmit antennas.
Correlation depends on a distance between antennas and a mobiles direction of
movement, thus in practice antenna correlation will vary as well as the achieved
diversity gain.

The gain from transmit diversity with uncorrelated antennas is larger when
there is less multipath diversity. Multipath diversity reduces the orthogonality of
downlink codes, while transmit diversity keeps the downlink codes orthogonal
in flat fading channel.
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4.2.1 Space-time transmit diversity

The STTD is an open loop transmit diversity concept for two transmit antennas.
STTD uses space-time block coding and after transformation, symbol streams
for antennas 1 and 2 are spread with the same channelization code. The idea of
transmit power control is similar to the non-STTD case. In other words, transmit
power of both antennas are equal and the power control adjusts the total power
once per slot. The receiver structure is similar to the conventional rake receiver,
except that STTD decoding is needed [3]. STTD operation is highlighted in
Figure 16.
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F 16 Block diagram of STTD operation.

Space-time processing techniques exploit diversity in both the spatial and
temporal domains. STTD is an open loop scheme utilizing a space-time block
code of length two. STTD is an orthogonal scheme, which means that the en-
coding for STTD makes the two transmitted signals orthogonal to each other
allowing relatively simple detection at the terminal receiver. Two QPSK sym-
bols d1 and −d∗2 are transmitted simultaneously from antenna 1 and antenna 2,
respectively. In the next symbol interval, the symbol d2 is transmitted from an-
tenna 1 and the symbol d∗1 from antenna 2. In a channel with L paths, the signals
received in two consecutive symbol intervals can be expressed as [8, 122]

r1(t) =
L∑

j=1

[
d1h1, j(t)s(t − τ j) − d∗2h2, j(t)s(t − τ j)

]
+ n1(t), (4.1)

r2(t) =
L∑

j=1

[
d2h1, j(t)s(t − τ j) + d∗1h2, j(t)s(t − τ j)

]
+ n2(t), (4.2)

where hi, j(t) are the complex channel coefficients, s(t) is the spreading sequence
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and ni(t) is noise. The outputs of the jth Rake finger are given by

r1, j =

∫ T

0
r1(t)s∗(t − τ j)dt = d1h1, j − d∗2h2, j + n1, j, (4.3)

r2, j =

∫ T

0
r2(t)s∗(t − τ j)dt = d2h1, j + d∗1h2, j + n2, j. (4.4)

With perfect knowledge of the channel coefficients, these outputs can be com-
bined to form the following estimates of the transmitted data

d̂i =

L∑
j=1

[
h∗1, jr1, j + h2, jr∗2, j

]
=

L∑
j=1

[
|h1, j|

2 + |h2, j|
2
]

di + n̂i, i = 1, 2. (4.5)

These estimates are identical to the estimates obtained in a system with a single
transmit antenna and dual receive antennas. Hence, both systems have an
effective spatial diversity of order 2L.

Downlink interference from sector i to observed terminal n is calculated as

In
i =

1
2
· Pi · Ln

i ·

Ni∑
j=1

(
gn

i, j ·
(
‖hn

1,i, j‖
2 + ‖hn

2,i, j‖
2
))
, (4.6)

where Pi is the downlink transmission power in sector i and Li is the slow faded
path loss between the terminal and sector i. Ni is the number of multipath
components provided by the simulated environment without diversity in sector
i, gi, j is the average path gain of the jth component and h1,i, j and h2,i, j are the
complex channel coefficients for two Tx antennas for sector i and multipath
component j. Orthogonal codes are taken into account in the C/I calculation, see
Equation 4.9.

Downlink interference of one path from sector i to terminal n is calculated
as

In
i, j =

1
2
· Pi · Ln

i · g
n
i, j ·
(
‖hn

1,i, j‖
2 + ‖hn

2,i, j‖
2
)
. (4.7)

The total interference from all sectors to terminal n, when k is the number
of sectors in simulation area, is calculated as

In
tot =

k∑
i=1

In
i . (4.8)

The measured C/I in the UE receiver n is

(C/I)n =

K∑
i=1

fi∑
j=1

1
2 · Pi,n · Ln

i · g
n
i · (‖h

n
1,i, j‖

2 + ‖hn
2,i, j‖

2)

In
tot − In

i, j

. (4.9)

Correspondingly the symbol energy to noise ratio Es/N0 of HS-DSCH is
defined as

Es/N0 = 10 · log10(16) · (C/I). (4.10)
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4.2.2 Closed loop Mode 1 transmit diversity

In 3G WCDMA standardisation it was noticed that even crude feedback sig-
nalling can be extremely useful for improving downlink performance. The first
method was Selective Transmit Diversity (STD), where one feedback bit is used
to select the transmit antenna. Then closed loop methods that provide beam-
forming gain was found to be more efficient than antenna selection techniques
[52].

Provided that the transmit antennas share a common delay profile coherent
combining or co-phasing in different transmit antennas can be achieved in the
terminal receiver. Release 99 and release 4 include two closed loop methods
with fast feedback signal of 1500 Hz used to select one of 4 or 16 possible beam
weight. The basic principle of CL Mode 1 is highlighted in Figure 17.
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F 17 Block diagram of CL Mode 1 operation.

Closed loop methods have been widely studied especially in link level.
Antenna selection was studied in [54], Time Switched Transmit Diversity (TSTD)
and STD was studied in [115] and in [55, 45] feedback schemes for closed loop
methods was studied. Generalisation to closed loop mode for M-element array
was presented in [51].

The effect of channel estimation error for STTD and CL mode was studied in
[10] and [85]. Performance of transmit diversity for high data rates in the indoor
system was evaluated in [58] with a static simulator. Combining space-time block
coding with diversity antenna selection for improved downlink performance was
presented in [60]. In [120] 3G transmit diversity schemes are compared in link
level. In [88] STTD and CL Mode 1 performance is studied in link level and also
comparison of 1Tx and STTD is presented based on the system level simulations.
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4.3 Effect of transmit diversity on the system performance in
dedicated channels

In this section we consider the performance of CL Mode 1 and STTD in dedicated
channels of WCDMA network. Transmit diversity techniques have been around
for some time, but traditionally the performance of different methods is analysed
at the link level [52]. Here we present a study of the CL Mode 1 and STTD that
is based on the dynamic system level simulations. We compare the performance
of transmit diversity schemas to single antenna transmission. We pay attention
to the effects of terminal speed and CL Mode 1 feedback errors and delays
when analysing system performance in a realistic network scenario. We look
at the downlink transmit powers and how those maps to the system capacity
and the number of satisfied users in the network. Also one important aspect
in system level simulations is handover, since it is not usually modelled in link
level simulators at all. Detailed modelling of the CL Mode 1 is presented in [P8].

4.3.1 Simulation scenario

Dynamic WCDMA system simulator [38] is used in these studies to evaluate
the performance of STTD and CL Mode 1 transmit diversity as compared to
single antenna transmission. Mobile terminals move around in the simulation
area at the constant speed make voice calls according to the traffic model (see
parameters in Table 12). In each simulation step i.e in every slot transmission
powers, received interference and Signal-to-Interference-plus-Noise-Ratio (SINR)
are calculated for each terminal. Then these SIR values are mapped to link level
results through so called Actual Value Interface (AVI) to obtain the achieved block
error ratio. AVI tables are gathered from extensive link level simulations and the
same tables are used for a single antenna, STTD and CL Mode 1. Many advanced
features such as inner and outer loop power control, soft and hard handover,
load control and admission control are modelled in the simulator. Simulations
are conducted in a macro cell scenario, which consists of 18 cells. The main
simulation parameters are listed in Table 12.

4.3.2 Effect of CL Mode 1 feedback delay

CL Mode 1 tries to optimize Tx-weights so that signals transmitted by different
antennas arrive co-phase at the receiver. However, different non idealities, such
as feedback errors and delays, soft handover and multipath propagation, reduce
the CL Mode 1 performance. In the first simulations the effect of CL Mode 1
feedback delay to the downlink transmit power is analysed. The results are
presented in Figure 18 for Pedestrian A and in Figure 19 for Vehicular A channel.
These results are compared to the simulation with 3 km/h UE speed and one
timeslot feedback delay. For all the cases a 4 % error rate is assumed for the
feedback command. As can be seen from the results, up to six slots delay can be
used with low terminal speed (3 km/h) without any visible increase in downlink
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transmit power. With moderate terminal speed (50 km/h) about 1.5 dB higher
downlink transmit powers can be seen when feedback delay is increased from
one slot to three slots. At high terminal speeds the channel is changing too fast
for closed loop signalling, thus downlink transmit power is about the same with
feedback delays from one to six slots. Based on these results it can be said that 1
or 2 slots delay is tolerable for CL Mode 1.

4.3.3 Effect of downlink transmit diversity to transmit powers

In Figure 20 relative gain in downlink transmit power as compared to single
antenna is presented with 3 km/h, 50 km/h and 120 km/h UE speeds in Pedestrian
A channel. Corresponding results from Vehicular A channel are presented in
Figure 21. With low terminal speed CL Mode 1 gains up to 3.5 dB, but on the
other hand it is most sensitive to UE speed. Thus at 50 km/h the gain is about 2
dB and at 120 km/h about 0.6 dB higher transmit power is required than for single
antenna. As can be seen, the differences between the 4 % and 10 % feedback
errors is quite minor with ideal antenna verification.

STTD provides approximately 2 dB gain in downlink transmit power as
compared to single antenna with all investigated velocities. A single antenna is
not sensitive to UE speed, thus downlink transmit power is less than half a dB
higher with 50 km/h and 120 km/h as with 3 km/h.

In Vehicular A channel a single antenna transmit power increases about 1
dB from 3 km/h to 120 km/h, while STTD gain increases from about 0.7 dB to 2.5
dB. As in Pedestrian A channel CL Mode 1 is most sensitive to UE speed since it
uses about 2 dB higher transmit power in 120 km/h than in 3 km/h.

Based on these results it can be said that a single antenna transmission has
good performance with different velocities in Vehicular A channel and it is not
sensitive to UE speed. With low UE speeds fast power control works well, but
when increasing UE speed fast power control is not able to follow the fast channel
variations accurately any more. However, with high UE speeds interleaving over
two radio frames i.e. 20 ms starts to give gain, thus the performance over the
different velocities is rather constant.

Also STTD provides a rather constant performance with different velocities
and gives 1-2 dB gain over single antenna transmission. STTD seems most
attractive choice for high mobility cases.

Closed Loop Mode 1 is most sensitive to UE speed, but it is superior in low
UE speeds. Closed loop signalling works well up to 50 km/h UE speed, but with
120 km/h its capacity drops below STTD and single antenna. Closed Loop Mode
1 seems a natural choice for low mobility scenarios.
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4.3.4 Network performance

The performance of the network is measured by the rate of satisfied calls as
defined in Section 3.2.2. Simulation results for the Pedestrian A and Vehicular
A channels are presented in Figures 22 and 23, which show the system capacity
at the 98 % satisfied rate. As can be seen from the results more than 100 %
gain can be achieved with CL Mode 1 in 3 km/h UE speed as compared to 1Tx
transmission in Pedestrian A channel. The results also highlight very clearly the
sensitivity of CL Mode 1 to UE speed as the gain decreases to around 60 % with
50 km/h and in 120 km/h 1Tx outperforms CL Mode 1. 1Tx and STTD are not
sensitive to UE speed and STTD provides about 25 % to 35 % gain over 1Tx with
simulated UE speeds.

In Vehicular A channel gains from transmit diversity schemes decreases as
multipath diversity increases. Again CL Mode 1 provides around 70 % gain in 3
km/h, but already at 50 km/h its performance is similar as with 1Tx. In 120 km/h
again both 1Tx and STTD outperform CL Mode 1. In Vehicular A channel 1Tx
and STTD have very similar performance.

4.3.5 Achieved results

In this section the performance of a WCDMA network was analysed when a
CL Mode 1 and STTD techniques were applied in downlink dedicated channels
with speech service and with ideal mobile receiver modelling. These results
indicate that CL concepts have no major problems with low mobile speeds
despite feedback errors and delays assuming ideal antenna verification, but
with higher UE speeds the performance decreases. On the other hand STTD
outperforms a single antenna in a studied scenario with all simulated terminal
speeds and also CL Mode 1 in 120 km/h terminal speed.

4.4 HSDPA network performance

Transmit diversity schemes were already included to 3GPP Release 99 and Re-
lease 4 and their performance was studied in Section 4.3 on dedicated channels.
However, HSDPA concept was added to 3GPP Release 5 to increase spectral
efficiency and provide higher data rates. Applicability of the transmit diversity
schemes, namely STTD and CL Mode 1, needed to be analysed for HSDPA.
This section presents the system level comparison of 1Tx, CL Mode 1 and STTD
when HSDPA is used. For the CL Mode 1 effect of feedback errors, feedback
delay, UE speed and soft handover are studied with Max C/I and Round robin
schedulers. In [117] different transmit diversity schemes and also receive di-
versity with HSDPA are studied with quasi-static simulator. As discussed in
Chapter 2.1 quasi-static simulator lacks some of the detailed modelling in the
fully dynamic simulator.
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4.4.1 Simulation scenario

In the following simulations CL Mode 1 and STTD performance with HSDPA
is analysed and compared to a single antenna transmission in the macro cell
scenario, which consist of 18 hexagonal cells of radius of 933 meters with 3 sector
directional antennas. Used antenna pattern is similar as in [113]. In this study
focus is on CL Mode 1 and STTD performance thus HSDPA parameters are
mainly kept constant in these simulations.

A radio frame that corresponds to the Transmission Time Interval (TTI) is
3 slots i.e. 2 ms. The Carrier to Interference (C/I) ratio measurements from the
Common Paging Indicator Channel (CPICH) are used for the determination of the
CQI. C/I measurement is assumed ideal, but 0 and 3 TTI delays are applied for
the signalling of the CQI from UE to Node B. Max C/I scheduling is based on the
reported CQIs. As a comparison point to Max C/I also Round Robin scheduler
is used. Available Modulation and Coding Sets (MCS) for Adaptive Modulation and
Coding (AMC) were QPSK 1

2 , QPSK 3
4 , 16QAM 1

2 and 16QAM 3
4 and the number

of utilized channelisation codes may vary from 1 to 15.
Code multiplexing of HS-DSCH is not used, thus the maximum number of

HS-DSCH users per sector is 1 and for DPCH that is 15. These studies concentrate
on HS-DSCH performance and therefore the effect of DPCH transmission is
minimized by setting its bit rate to 1 kbps. HS-DSCH transmission power is 14
W, which is 70 % percent of the total base station transmission power and can be
considered as reasonable for the HSDPA only scenario.

Mobility and traffic models are based on UMTS 30.03 [128] and used UE
speeds are 3 km/h, 50 km/h and 120 km/h. High UE speeds do not present
realistic usage scenarios for CL Mode 1, but those are included in these studies
for the complete analysis. Users make calls and transmit data according to a
packet data traffic model, which presents a typical web browsing session [128]
including reading time.

A COST231-Hata propagation model is used to model path losses [128, 12]
and minimum coupling loss between different transmitters and receivers was
assumed to be 70 dB. Slow fading was modelled with log-normally distributed
random variable with deviation of 8 dB. Correlation of 0.5 was assumed for the
adjacent slow fading values up to 50 meters distance.

The effect of UE speed and CL Mode 1 feedback errors and feedback delays
are analysed in Pedestrian A and Vehicular A channel. Network throughput is
evaluated by the average HS-DSCH bit rate [kbps/cell/MHz] and it is measured
as

R =
b

k · T · B
, (4.11)

where b is the total number of correctly transmitted bits by HS-DSCH from all
base stations in the simulated system over the whole simulated time, k is the
number of cells in the simulation, T is the simulated time and B is the bandwidth
[5 MHz].
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4.4.2 Effect of CL Mode 1 feedback command delay

As presented in [P7] and also in DPCH simulations in Section 4.3.2 feedback
command delay has a minor effect on system performance when the UE speed is
low. However, with moderate and high UE speeds feedback delay has a crucial
effect on system performance, thus it is proposed that feedback command delay
should be one or two slots. Based on these findings feedback delay is set to one
slot for these HSDPA simulations.

4.4.3 Network throughput

The CL Mode 1 and STTD transmit diversity are compared to single antenna
transmission by the means of dynamic system simulations. Average cell through-
put gains with CL Mode 1 and STTD as compared to 1Tx are presented in Figures
24 and 25 when the Round robin scheduler is used. Simulations are carried out
with 3 TTIs delay in CQI reporting. As can be seen from Figure 24 STTD provides
gains from 8.5 % to 11.5 % as velocity is increased from 3 to 120 km/h. CL Mode
1 provides gains of 34.9 % and 19.5 % with 3 and 50 km/h UE speed, but with
120 km/h 1Tx provides slightly better throughput. When CL Mode 1 feedback
delay is increased to 10 % then CL Mode 1 gain decreases to 29.7 % at 3 km/h UE
speed.

In Vehicular A channel gains from transmit diversity clearly decreases as
multipath diversity increases as seen in 25. STTD gives about 6 % gain in 3 km/h
and with other speeds the performance is about the same as 1Tx. CL Mode 1
provides gains of 17.1 % and 15.8 % with feedback error rates of 4 and 10 % and
in 50 km/h gains reduces to 4.7 % and 3.5 %, respectively. In 120 km/h CL Mode
provides around 10 % lower throughput than 1Tx and STTD.

Average cell throughput gains with CL Mode 1 and STTD as compared to
1Tx are shown in Figures 26 and 27 when Max C/I scheduler is used. Simulations
are carried out with 3 TTIs delay in CQI reporting, that affects to AMC and
scheduling. Now 1Tx outperforms STTD in 3 km/h as can be seen from Figure
26. STTD reduces the C/I variance (see e.g 32) thus the possible gain from Max
C/I type of scheduling disappears. However STTD still provides gains of 7.9 %
and 14.6 % with higher velocities, when CQI delay is too long for the AMC and
scheduling to track fast channel variations. CL Mode 1 provides lower gains
with Max C/I than with Round robin and the gains are 5.7 %, 10.5 % and 5.3
% with 3, 50 and 120 km/h UE speeds. When CL Mode 1 feedback delay is
increased to 10 % the gains are only slightly reduced.

In Vehicular A channel gains from transmit diversity decreases some what
as multipath diversity increases as seen in Figure 27. Similarly as in Pedestrian
A channel 1Tx outperforms STTD with 3 km/h UE speed, but now with high UE
speeds STTD provides only similar performance as 1Tx. Whereas CL Mode 1 is
able provide slightly higher gains in Vehicular A channel than in Pedestrian A
channel with 3 km/h UE speed. But again CL Mode 1 gains reduces as the velocity
is increased and in 50 km/h 1Tx and CL Mode 1 have about equal performance
and in 120 km/h CL Mode 1 throughputs are about 8 % lower than 1Tx.
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These studies are carried out with a fully loaded network i.e. almost 100 %
utilisation of HS-DSCH to find out maximal achievable gains from the transmit
diversity schemes. The packet scheduler consists of two parts. Firstly every 200
ms 15 users are selected with Round robin fashion from all users that are admitted
to the system. Then during the 200 ms period either Round robin or Max C/I
scheduler is used for HS-DSCH allocation. Due to the web traffic model [128]
there is a different amount of data for different users and it might happen that
all the data will be transmitted to the certain users during this 200 ms allocation
period, thus the number of available users for the HS-DSCH scheduling could
be lower than initial value that is 15. This will limit the achievable multi-user
diversity gain from Max C/I scheduler, but on the other hand it will provide
service to the cell borders also.

The Max C/I scheduler gains as compared to Round robin are presented in
Figures 28 and 29. Max C/I provides highest gains with 1Tx (about 76 %) with
3 km/h UE speed and lowest gains with CL Mode 1 (about 38 %). The Max C/I
gains reduce clearly when UE speed is increased from 3 km/h to 50 km/h as the
channel variations are too fast to be tracked by the CQI reports. However, still
20 to 30 % gain is seen from Max C/I with 50 km/h and 120 km/h UE speeds in
Pedestrian A channel and 40 to 50 % gains in Vehicular A channel.

4.4.4 Effect of HSDPA transmit power

In these simulations HSDPA transmit power is varied with values of 8 watts
and 14 watts, which correspond to 40 % and 70 % of total downlink transmit
power. In Figures 30 and 31 relative gain in throughput of diversity schemes
with Round robin and Max C/I as compared to single antenna are presented. As
can be seen transmit diversity schemes provide slightly higher gains with lower
transmit power allocation when a Round robin scheduler is used as the coverage
starts to limit the achievable throughput of 1Tx in Pedestrian A channel with
lower power allocation.

4.4.5 Effect of Soft handover parameters

In the following simulations two different soft handover parameter values are
compared with Max C/I scheduler in Pedestrian A channel. For the first case
window add and drop have values 4 and 7 dB and for the second case 1 and 3
dB. In the second case the HS-DSCH average bit rate is more than 15 % higher
than in the first case.

The serving HS-DSCH sector is only updated when it is dropped from
the active set. When window drop parameter is decreased from 7 to 3 dB, the
old HS-DSCH sector is removed earlier from the active set i.e. the HS-DSCH
connection is switched to a new sector. Thus with decreased soft handover
region the variance between different sectors in an active set in terms of path loss
is smaller and there is a higher probability that users have HS-DSCH connection
to the best sector in active set.
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In [92] two different methods are presented for the HSDPA handover. The
preferred method is the same as is used here i.e. hard handover is made on HS-
DSCH. In another option HS-DSCH is released during soft handover and traffic
is carried on dedicated channel. HS-DSCH channel is set up when an active set
becomes one again. This second option requires that soft handover windows are
rather small.

4.4.6 HS-DSCH Es/N0 distributions

Distribution of HS-DSCH Es/N0 values with Max C/I and Round robin schedulers
are presented in the Figures 32, 34 and 36 for Pedestrian A channel and in the
Figures 33, 35 and 37 for Vehicular A channel.

From these distributions the differences between single antenna, STTD and
CL Mode 1 can be seen. In the case of the Round robin scheduler the shape of
the distributions of a single antenna and CL Mode 1 are similar but the average
of Es/N0 with CL Mode 1 is higher. This Es/N0 gain from CL Mode 1 is visible in
3 and 50 km/h, but it decreases as a function of UE speed and it is disappeared at
120 km/h speed, since CL Mode 1 feedback command delay is too long to follow
fast channel variations. With STTD shape of the Es/N0 distribution is different
from single antenna and CL Mode 1. STTD provides more stable channel thus
Es/N0 distribution is sharper i.e variance is smaller than that of single antenna or
CL Mode 1. Also as compared to a single antenna and CL Mode 1 STTD works
better with high UE speeds.

With Max C/I scheduler single antenna and CL Mode 1 have very similar
Es/N0 distributions. Max C/I scheduler decreases CL Mode 1 gain over single
antenna, thus also with low UE speed Es/N0 averages are about the same. STTD
works as in case of Round robin i.e. Es/N0 variance is smaller than with single
antenna or CL Mode 1. Since STTD averages channel it causes small decrease to
Es/N0 distribution in low UE speeds with Max C/I as compared to single antenna
or CL Mode 1.

The shape of the Es/N0 distributions from simulations in Vehicular A channel
is quite different from the distributions from Pedestrian A channel simulations,
since multipath interference limits the performance in Vehicular A channel. Due
to multipath diversity variation in Es/N0 values is smaller in Vehicular A channel
than in the Pedestrian A channel.

4.4.7 User bit rate

In the Figures 38, 40 and 42 user bit rates are presented with both Max C/I and
Round robin schedulers in Pedestrian A channel and in the Figures 39, 41 and
43 for Vehicular A channel. User bit rate [kbps] for the packet session of the UE
n is defined as

Rn =
bn

Tn
active

, (4.12)

where bn is the number of correctly delivered bits to the UE n and Tn
active is the

users active time, which is running whenever the user buffer is not empty. Thus,
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in this output value the time on DCH and HS-DSCH as well as the queuing time
are taken into account.

In general user bit rate results are aligned with HS-DSCH throughput results
(see Figures 24, 25, 26 and 27). However the differences between single antenna,
STTD and CL Mode 1 are rather small and mainly the effect of the used scheduler
is visible i.e. bit rates with Max C/I scheduler are higher than those with Round
robin.

4.4.8 Achieved results

In this section simulation results with CL Mode 1, STTD and single antenna
transmission are presented. Motivation for the use of multiple antennas arise
from the expected gains in performance of a wireless link. These simulation
results clearly indicate that CL Mode 1 has good performance especially in
low mobility environments as compared to STTD and single antenna. With
low mobile speed Mode 1 is not sensitive to the feedback command delay and
also feedback error rate of 10 % has only a small impact on the overall system
performance.

Relative throughput gain of about 30 % was achieved with CL Mode 1
in Pedestrian A channel with Round robin scheduler as compared to a single
antenna, while the relative throughput gain is reduced to 26 % when UE speed
is increased to 50 km/h. In a multipath environment (Vehicular A) the relative
throughput gain is reduced to 18 % and 4 % with 3 and 50 km/h UE speed.
Naturally CL Mode 1 performance decreases with moderate and high UE speeds
due to fast channel variations.

With Max C/I scheduler CL Mode 1 provides smaller gain than with Round
robin, since Max C/I scheduler selects users with good channel conditions so
diversity schemes can only provide small gains over single antenna transmission.
However in Vehicular A channel CL Mode 1 provides 13 % gain with 3 km/h UE
speed as compared to single antenna.

4.5 Fast Alpha Switching for Closed Loop Mode 1 ([P8])

In this section, we present an analysis of the Fast Alpha Switching (FAS) technique
in the WCDMA using the Closed Loop (CL) Mode 1 transmit diversity [111] and
utilizing the High Speed Physical Downlink Shared Channel (HS-PDSCH) [112]
for a data service based on [P8]. When applied to the HS-PDSCH channel, CL
Mode 1 utilizes the antenna weights used on the associated Dedicated Physical
Channel (DPCH). Therefore when the terminal is in soft handover (SHO) in the
DPCH i.e. connected to more than one sector, the antenna weight, which is
optimized for all sectors in the SHO, is hardly optimal for the HS-PDSCH, which
is always received from a single sector. In the FAS technique, the antenna weight
calculation is based on the received pilot from the HS-PDSCH sector when the
HS-PDSCH is in use and otherwise the calculation is based on the pilots of all
sectors in SHO. At first sight, this seems to be a desirable feature, but several
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factors more have to be considered before any conclusions. The FAS technique
is affected by the feedback delay, thus the applied weight is not always optimal
for the HS-PDSCH. Moreover the SHO probability is important for the analysis,
since the gain can only be achieved, when the terminals are in SHO. Therefore,
dynamic system simulations are necessary to study, what are the expected gains
from the FAS technique in realistic scenarios.

The system performance was studied with the max C/I and Round robin
schedulers in Pedestrian A and Vehicular A channels. With the Round robin
scheduler, all active terminals are scheduled alternately thus it is also very prob-
able that terminals, which are in soft handover, are scheduled. Where as with
the max C/I scheduler it is typical that primarily terminals, which are close to
the serving base station are scheduled. In such a situation the throughput of the
network is high, but there might be several terminals near the edge of the cell,
which are not frequently served.

In the FAS technique, the antenna weight calculation is based solely on the
HS-PDSCH sector, when it is allocated for the given terminal and otherwise the
weight calculation is based on all sectors in SHO. The results, anyway, show that
with this technique a very minor performance gain can be achieved. With the
Round robin scheduler its performance is limited due to the feedback signalling
delay of a minimum one slot and due to the short HSDPA sub-frame length of
three slots. These will actually cause a situation, where only the last feedback
bit is optimized as received by the base station during the HSDPA sub-frame.
With the Max C/I scheduler, the reason for small gains of the FAS was that the
terminals are primarily scheduled when they are not in SHO and they are thus
served entirely by one sector.



5 PERFORMANCE OF HSDPA NETWORK WITH
ADVANCED UE RECEIVERS

HSDPA is currently an important topic in 3GPP standardization and further
enhancements for HSDPA network performance are evaluated. One interesting
enhancement is advanced UE receivers and in this chapter system level aspects
of usage of advanced receivers in the terminal side is thoroughly studied.

5.1 Introduction

In the WCDMA downlink the main interference sources are intra-cell interference
caused by multiple access and inter-cell interference caused by neighbouring
base stations. The latter is characterized by different scrambling codes, channel
states and angles-of-arrivals than the signal from the desired base station. In
a synchronous WCDMA downlink employing orthogonal spreading codes the
intra-cell interference is caused by multipath propagation. This is due to the
high cross-correlation values between the spreading sequences with arbitrary
time shifts, which results in significant MAI. The level of this intra-cell interfer-
ence depends strongly on the channel response. In nearly flat fading channel the
physical channels remain almost orthogonal and intra-cell interference does not
have a significant impact on the receiver performance. On the other hand, the
performance of the Rake receiver can be severely deteriorated by intra-cell inter-
ference in frequency selective channels. Frequency selectivity is common for the
channels in WCDMA networks. Advanced detectors are one option in an effort
to mitigate the effect of MAI. In this thesis, the effect of the suppression of intra-
cell interference with channel equalizers for the HSDPA system performance is
studied by the means of dynamic system simulations.
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5.2 Detector algorithms

CDMA detector algorithms can be divided into two main categories, which are
single-user and multi-user detection (MUD). In the latter class the knowledge of
the spreading sequences are utilized non-blindly or blindly in order to mitigate
the effects of MAI. In [130] and [59] a comprehensive study on MUD is pre-
sented. Even though MAI is present in WCDMA downlink when the channel
is frequency selectively fading, the effect of MAI can be mitigated without the
knowledge of MAI by using chip-level equalization.

In this thesis we only focus on single-user detection algorithms, namely
Rake and LMMSE chip-level linear equalizer, which are implemented in an
advanced system level simulator and their performance is studied with extensive
simulations. With the single-user detectors each user or code channel is detected
separately without taking into account other users, thus the single-user detector
does not take explicitly consider the existence of MAI. The Rake is a good example
of a detection algorithm belonging to this category.

5.2.1 Rake

The Rake receiver is the most commonly used receiver in CDMA systems and
third generation networks are designed so that it can be used [49]. It was
first proposed to spread spectrum systems for mitigating fading [94, 125, 126,
95]. This ability of the spread spectrum signal is utilized in a Rake receiver by
first separating multipath propagated signals and then combining these signals
coherently, so multipath diversity is achieved and utilised to combat fading. The
received multipath signals can be combined in several ways, but the maximal
ratio combining (MRC) is preferred in a coherent receiver. The major benefit
of the Rake is its simplicity and also its reasonable performance. However the
complexity depends linearly on the number of Rake fingers and also from the
number of used codes. The drawback of the Rake is that its performance is
degraded by multiple access interference (MAI) which arises from simultaneous
transmission of different data channels through a multipath channel. Any means
to suppress or to avoid MAI increases the capacity of CDMA networks. For this
reason it is of great interest to develop enhanced receiver techniques.

5.2.2 LMMSE chip-level equalizer

Chip-level linear equalization is another kind of single-user detector, which
utilizes the channel information and equalizes the channel to be flat again prior
to despreading. As a by-product, the orthogonality between the channels which
was lost due to a dispersive channel is restored, and hence, MAI is mitigated.
A link-level analysis of chip-equalization is presented in [50]. One of the major
benefits of the detection algorithm based on the use of a linear chip-equalizer is its
good performance and simplicity in frequency selective channels. These benefits
however are only valid if the delay spread of the channel is relatively short. The
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larger the delay spread is the longer and thus a more complex equalizer is
required. The delay spread is the limiting factor for the practical use of the linear
chip-equalizer [50].

5.3 Earlier work

Employing dual antennas at the receiver is a straight-forward solution in com-
bating against channel fading and intra-cell interference. [116] shows a recent
study of the WCDMA system performance for dedicate channels when a certain
penetration of dual antenna terminals is assumed. This analysis is extended in
[129] where in addition to dual antennas chip equalizers are also considered. It
shows clear capacity gains over the conventional Rake-based dual antenna recep-
tion given that dual antenna terminal penetration is high enough. In that study
no code resource limitations were considered. In [131] and [77] the study was
extended to HSDPA network, where the Rake receiver and LMMSE equalizer
performance with/without receive diversity was analysed. However, a quasi-
static system level tool was used and hence handover or call generation and
termination procedures can not be modelled in detail. We extend the above
mentioned studies in HSDPA network where both code resource limitation and
all the radio resource management algorithm are modelled in detail.

Spatial equalization is the most straightforward way to suppress inter-cell
interference [132, 90], but efficient spatial equalization requires a relatively large
number of receiver antennas due to the multiple neighbouring base station sig-
nals arriving to the terminal. However some suppression can be already achieved
with two receiver antennas, but the number of required antennas limits the fea-
sibility of inter-cell interference suppression in WCDMA terminals [50].

5.4 Modelling of advanced receivers and UE receive diversity

In this section modelling of advanced receivers and UE receive diversity are
presented, which is based on the [66, 67].

5.4.1 Signal model

It is assumed that there exists one Tx-antenna at Node B and NRx Rx-antennas at
UE. The received chip sequence equals

r(m) = HTs(m) + n(m), (5.1)

where transmitted chip stream is

s(m) = [s(m + F + L −D) · · · s(m) · · · s(m −D)]T (5.2)

and n(m) is the noise vector. Here D is the delay parameter satisfying (0 ≤ D ≤ F),
L is the delay spread of the channel normalized to the chip interval and F is filter
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length. Multiplication by the (F + L) × (F × NRx) channel coefficient matrix H
in Equation 5.1 models the convolution between the transmitted chips and the
impulse response of the channel. Thus,

H =


hNRx×(L+1) 0NRx×1 · · · 0NRx×1

0NRx×1 hNRx×(L+1) · · ·
...

...
...

. . . 0NRx×1

0NRx×1 0NRx×1 0NRx×1 hNRx×(L+1)


T

, (5.3)

where h is the NRx × (L + 1) channel impulse response matrix defined by

h =


h1(0) h1(1) · · · h1(L)
h2(0) h2(1) · · · h2(L)
...

...
. . .

...
hNRx(0) hNRx(1) · · · hNRx(L)

 . (5.4)

In Equation 5.4 hi(l) is the channel impulse of ith Rx-antenna at delay l.
The F×NRx chip long linear filter w is used at the receiver to obtain the chip

estimate s̃ for the transmitted chip sequence s. i.e.

s̃(m) = wTr(m). (5.5)

5.4.2 Calculation of filter coefficients

In this section, calculation of filter w (see Equation 5.5) coefficients is presented
for Rake and LMMSE.

Rake

For the Rake receiver the linear filter coefficient vector w for Nrx receiver antennas
consists of channel coefficients (which are ideal on the system level) and it can
be written as

w = HHδD, (5.6)

where
δD =

[
0 · · · 0 1 0 · · · 0

]T
. (5.7)

LMMSE

When a channel is frequency selective, orthogonality of different code channels
disappears. However, it is still possible to de-orthogonalize the channel before
despreading by equalizing the channel at chip (or fractional chip) level. After
the chip-level equalizer, the overall channel (convolution of the channel h(t) and
the equalizer filter w) is frequency non-selective again with 1 tap only.

If the LMMSE solution in [66, 67] is applied, the equalizer coefficient vector

w = C−1
w HH(PiHC−1

w HH +
I
Li

)−1δD, (5.8)
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where Pi is total transmit power of sector i, I is signal covariance matrix, Li is
pathloss containing distance attenuation and slow fading and δD is a column
vector of length (L+F), which defines the delay of the equalizer. Note that delay
can be optimized for LMMSE as in [66].

The (F +NRx) × (F +NRx) interference matrix

Cw =



σ2
1 0 0 0 0 0

0 . . . 0 0 0 0
0 0 σ2

NRx
0 0 0

0 0 0 σ2
1 0 0

0 0 0 0 . . . 0
0 0 0 0 0 σ2

NRx


, (5.9)

where
σ2

j = I j
tot − I j

i . (5.10)

The antenna wise total downlink interference from all sectors to UE is
calculated as

I j
tot =

k∑
i=1

I j
i +N0, (5.11)

where k is the number of sectors in simulation area and N0 is system noise. Then
downlink interference from one sector to observed UE is calculated as

I j
i = PiLi

Ni∑
l=1

(gi,l‖h
j
i,l‖

2), (5.12)

where Pi is the downlink transmission power in the sector i and Li is the slow
faded path loss between the UE and sector i. Ni is the number of multipath
components provided by the simulated environment in sector i, gi, l is the average
path gain of the lth component and hi, j is complex channel coefficient for sector i,
multipath component l and receiver antenna j.

5.4.3 Calculation of (C/I) for linear receivers

In general, the signal-to-interference and noise ratio at the output of a linear filter
may be calculated by evaluating the power of the specific signal and noise terms
after filtering as in [64, 78]. These methods can be directly applied in calculating
the (C/I) at the output of the linear receiver. Thus,

(C/I) =
PHS−DSCH|wTHTδD|

2

PiwTHTδ̂Dδ̂T
DH∗w∗ + 1

Li
wTCww∗

, (5.13)

where the left-most term in the divisor models the intra-cell interference (i.e.
inter-path interference) and right-most term models the inter-cell interference
and background noise. (C/I) is calculated according to Equation 5.13 for all
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linear receivers and it is the definition of w, which varies according to the linear
receiver type used. Moreover, in Equation 5.13 δ̂D is a (F × F) matrix defined by

δ̂D = diag(
[

1 · · · 1 0 1 · · · 1
]
), (5.14)

and it is used in the matrix product HTδ̂Dδ̂T
DHH to extract the elements from the

channel matrix that are used in the inter-path interference calculation.
Correspondingly the symbol energy to noise ratio Es/N0 of HS-DSCH is

defined as
Es/N0 = 10 · log10(16) · (C/I). (5.15)

Any spatial interference cancellation is not taken into account in the current
model, but it should be noted that with multiple receiver antennas i.e. with
receive diversity the signals received by the antennas can be weighted and com-
bined to maximize the output SINR. Thus with co-channel interference, space
diversity is used not only to combat Rayleigh fading of the desired signal (as
with maximal ratio) but also to reduce the power of interfering signals at the
receiver [132].

5.4.4 Simulation scenario

The performance of HSDPA network with Rake and LMMSE chip-level equalizer
with/without receive diversity is studied in macro cell scenario which consists
of 7 Node B’s and 21 hexagonal cells (sectors) of radius of 933 meters. BS-to-BS
distance is 2800 meters. Propagation model is based on [109] and the log-
normally distributed slow fading has a 8 dB standard deviation. A correlation
coefficient of 0.5 is used for adjacent slow fading values up to 50 meter distances.
Used channel profiles are modified Pedestrian A and Vehicular A.

MAC-hs packet scheduling is based on Round Robin and Proportional Fair
scheduling algorithms and code-multiplexing is not used thus only one UE is
scheduled per TTI. The maximum numbers of HS-DSCH codes are 5 and 10 with
a spreading factor of 16. HS-DSCH power is 14 W, which is 70 % of the total
base station transmission power. One code is allocated for HS-SCCH with a
spreading factor of 128 and it is ideally decoded. HS-DSCH link adaptation is
based on the UE reported channel quality indicators (CQIs) (inner loop) and UE’s
reported Ack/Nacks from past retransmissions (outer loop). Aimed BLER target
for the first transmission is 30 % and link adaptation outer loop is used to control
the BLER target with the same principle as in [84]. CQI tables are throughput
optimized with BLER target of 30 %. Six parallel stop-and-wait (SAW) channels
are used for the Hybrid ARQ and maximum of 4 retransmissions are allowed
per transport block. Chase Combining is used with retransmissions. Signalling
on the HS-DPCCH is modelled with a fixed delay and a fixed decoding error
probability.

Mobility and traffic models are based on UMTS 30.03 [128] and used UE
velocity is 3 km/h. A traffic model is modified so that the users do not have a
reading time during a download session. Simulation time is 6 minutes. The call
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arrival rate in the network is 140 calls per second and the average packet call size
is 112 kilobytes. Thus, the total average offered load per cell can be calculated as

O = ca · cs/k, (5.16)

where ca is the call arrival rate, cs is the average packet call size and k is the
number of cells in the network. In our simulations the average offered load per
cell is approximately 6 Mbps. New calls are generated according to homogeneous
Poisson process and the offered traffic is sufficiently high to have 100 % utilization
of the HS-DSCH. Admission control allows up to 16 HSDPA users per cell.

5.5 Simulation results analysis

In this section the system simulation results of Rake and LMMSE chip-level linear
equalizer with/without UE receive (Rx) diversity are presented when High Speed
Downlink Packet Access (HSDPA) is used. The aim of these simulations is to
identify the effect of receive diversity and advanced receivers with different
schedulers (Round robin and Proportional fair) on HSDPA system performance.

Throughout these simulations it is assumed that the radio resource man-
agement algorithms do not know which kind of receivers are employed in the
network i.e. similar RMM algorithms are used for all the receiver structures.
However, advanced receivers provide improvement in Es/N0 distribution, thus
the RRM algorithms are able to automatically capture the gain of advanced re-
ceivers. By taking the UE receivers into account in RRM algorithms, the through-
put gain can be distributed for e.g. users of the advanced receiver or to all users
in the network. This type of RRM algorithms can be based on the quality of
service provisioning for different user classes [23], but analysis of these are out
of the scope of this thesis.

Evaluation is started from the Es/N0 distributions and then cell throughputs
and user throughputs are presented. Finally simulations are conducted with
different advanced receiver penetrations.

5.5.1 Es/N0 improvement with advanced receivers

In Figure 44 Es/N0 distributions of Rake 1Rx, Rake 2Rx, Equalizer 1Rx and
Equalizer 2Rx are presented from Pedestrian A channel and in the Figure 45 from
Vehicular A channel simulations. As can be seen from the figures an equalizer
provides clear improvement especially in the high end in the Es/N0’s in Vehicular
A as compared to Rake with the same diversity order. If Vehicular A and
Pedestrian A channel results are compared the gain of the equalizer towards Rake
with the same diversity order diminishes along the reduced amount of multipath
interference, thus only minor gains from the equalizer in terms of throughput
could be expected in Pedestrian A channel. In Pedestrian A channel Es/N0’s
have higher variance as compared to Vehicular A channel due to lower multipath
diversity. Receive diversity reduces the variance of Es/N0 in both channel models
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and also receive diversity provides almost constant improvement in Es/N0 for
both Rake and equalizer. Due to the higher Es/N0’s bigger transport blocks can
be allocated to the UE with advanced receivers, thus the throughput can be
increased.

5.5.2 Throughput improvement with advanced receivers

As the analysis of the Es/N0 distribution in the Section 5.5.1 suggested significant
improvement in the cell throughput is visible with advanced receivers as can be
seen in Figures 48 and 49, which shows the cell throughput gain of advanced
receivers as compared to Rake 1Rx. Simulations are done with Round robin (RR)
and Proportional fair (PF) schedulers and maximum number of HS-DSCH codes
is 5 or 10.

As can be seen from the Figures 48 and 49 the receive diversity provides
the largest gains with all the used scheduler or code resource combinations in
both channel models. In Vehicular A channel 2Rx Rake provides from 50 % to
90 % gain as compared to 1Rx Rake, which is then doubled by the 2Rx equalizer.
1Rx equalizer provides 25-30 % gain compared to 1Rx Rake in system level
throughput regardless of the used scheduler and number of codes. In Pedestrian
A channel the gain of 1Rx equalizer towards Rake 1Rx diminishes along the
reduced amount of multipath interference with all schedulers and used code
resources. Similarly 2Rx equalizer gains over the 2Rx Rake are halved compared
to the gains in Vehicular A channel.

Average cell throughputs in Vehicular A channel are collected to Table 5
and in Pedestrian A channel to Table 6, from which it can be seen that the
absolute cell throughputs in Pedesrian A Channel are higher than in Vehicular
A channel. This is due to an improved average Es/N0’s in Pedestrian A channel
as compared to Vehicular A channel, as seen in Figures 44 and 45. Due to the
increased Es/N0’s higher Transport Block Sizes (TBS) can be allocated, which leads
to improved throughput.

T 5 Average cell throughput with different receivers in Vehicular A.

Throughput [kbps] Round robin Proportional fair
and gain [%] 5 codes 10 codes 5 codes 10 codes

Rake 1Rx 1004.3 1196.4 1239.7 1600.5
Rake 2Rx 1657.9 2245.6 1784.3 2512.5
Equ 1Rx 1252.1 1511.4 1544.3 2085.1
Equ 2Rx 2240.3 3161.7 2327.7 3443.9

Rake 2Rx provides bit lower gains in Pedestrian A channel than in Vehicular
A, which indicates that cell throughputs in Pedestrian A channel are limited due
to the code limitation when receive diversity is used, as can be seen from Figure
46. When the maximum TBS is reached, the higher available CQI’s will be
transmitted using the same TBS as can be seen from Figure 50, but the transmit



101

−5 0 5 10 15 20 25 30 35
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Pedestrian A channel, 10 codes

C
D

F

HS−DSCH E
s
/N

0
 [dB]

Rake 1RX, RR
Rake 1RX, PF
Rake 2RX, RR
Rake 2RX, PF
Equ 1RX, RR
Equ 1RX, PF
Equ 2RX, RR
Equ 2RX, PF

F 44 HS-DSCH Es/N0 of advanced receivers with Round robin and Pro-
portional fair scheduler in Pedestrian A channel when maximum
number of HS-DSCH codes is 10.

−5 0 5 10 15 20 25 30 35
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Vehicular A channel, 10 codes

C
D

F

HS−DSCH E
s
/N

0
 [dB]

Rake 1RX, RR
Rake 1RX, PF
Rake 2RX, RR
Rake 2RX, PF
Equ 1RX, RR
Equ 1RX, PF
Equ 2RX, RR
Equ 2RX, PF

F 45 HS-DSCH Es/N0 of advanced receivers with Round robin and Pro-
portional fair scheduler in Vehicular A channel when maximum
number of HS-DSCH codes is 10.



102

0 0.5 1 1.5 2

x 10
4

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Pedestrian A channel

C
D

F

Transport block size [bits]

Rake 1RX, 5 codes
Rake 1RX, 10 codes
Rake 2RX, 5 codes
Rake 2RX, 10 codes
Equ 1RX, 5 codes
Equ 1RX, 10 codes
Equ 2RX, 5 codes
Equ 2RX, 10 codes

F 46 Transport block sizes with different receivers with Round robin
scheduler in Pedestrian A channel.

0 0.5 1 1.5 2

x 10
4

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Vehicular A channel

C
D

F

Transport block size [bits]

Rake 1RX, 5 codes
Rake 1RX, 10 codes
Rake 2RX, 5 codes
Rake 2RX, 10 codes
Equ 1RX, 5 codes
Equ 1RX, 10 codes
Equ 2RX, 5 codes
Equ 2RX, 10 codes

F 47 Transport block sizes with different receivers with Round robin
scheduler in Vehicular A channel.



103

RR/5 RR/10 PF/5 PF/10
0

25

50

75

100

125

G
ai

n 
[%

]

Cell throughput gains vs. Rake 1RX (PedA)

Rake 2RX
Equ 1RX
Equ 2RX

F 48 Cell throughput gain of advanced receivers in Pedestrian A channel
when Round robin (RR) and Proportional fair (PF) schedulers are
used with 5 or 10 HS-DSCH codes.

RR/5 RR/10 PF/5 PF/10
0

25

50

75

100

125

150

175

200

G
ai

n 
[%

]

Cell throughput gains vs. Rake 1RX (VehA)

Rake 2RX
Equ 1RX
Equ 2RX

F 49 Cell throughput gain of advanced receivers in Vehicular A channel
when Round robin (RR) and Proportional fair (PF) schedulers are
used with 5 or 10 HS-DSCH codes.



104

T 6 Average cell throughput with different receivers in Pedestrian A.

Throughput [kbps] Round robin Proportional fair
and gain [%] 5 codes 10 codes 5 codes 10 codes

Rake 1Rx 1463.4 1914.6 2044.5 2903.2
Rake 2Rx 2258 3213.3 2480.8 3792.1
Equ 1Rx 1533.7 1938.8 2178.6 3114.9
Equ 2Rx 2495.4 3605.8 2695.8 4217.2

power is reduced causing lower interference to the system. The reduction of
transmission power is defined by power offset parameter of the used Transport
Format and Resource Combination (TFRC), which are presented in Tables 14 and
15 at the end of this thesis. It should be noted that rather high transmit power is
allocated for HSDPA (see appendix 6), thus by allocating lower transmit power
for HSDPA operation point in CQI table would be lower and that way bit higher
gains could be achievable with receive diversity schemes. Anyhow high transmit
power allocation would be realistic for the HSDPA only scenario.

As shown in Figures 52 and 53, the instantaneous bit rate of HS-DSCH
versus distance is the highest with an equalizer near the base station where the
own cell multipath interference dominates. As the equalizer is able to effectively
suppress the own cell interference near the base station, its bit rates are clearly
higher than bit rates of Rake which suffers from the multipath interference. As
the distance from the base station increases, it is more beneficial to use receiver
diversity, which gives protection against fading and the power gain. Closer to the
cell borders the throughputs achieved with equalizer and Rake approach to each
others, being practically equal with 1Rx schemes. This is expected as the other cell
interference starts to dominate over own cell (multipath) interference, reducing
the gains attainable from equalization. This leads to a very high difference in
equalizer performance in the middle of the cell and at the cell borders.

5.5.3 Effect of the scheduler and code resources

This section considers the effect of a number of HS-DSCH codes and packet
scheduling algorithms to cell throughput. Cell throughput gains of 10 codes as
compared to 5 codes and gains of PF scheduler as compared to RR scheduler
in Vehicular A channel are presented in Table 7 and in Table 8 for Pedestrian A
channel.

As the PF scheduler tries to allocate the HS-DSCH to the users with
favourable channel quality conditions, the resulted HS-DSCH Es/N0 distribu-
tion of scheduled users with PF is higher than with RR (see Figure 45) and
consequently it allocates on average a higher TBS as can be seen from Figure
47. By replacing the blind RR scheduling with PF gives in each scheme gain
varying from 4 % to 23 % with 5 codes. The 1Rx schemes benefit more than 2Rx
schemes as their Es/N0 (CQI) distribution is wider and similarly the benefit from
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T 7 Average cell throughput gains of 10 codes and Proportional fair sched-
uler in Vehicular A.

Throughput Throughput gain of 10 codes Throughput gain of PF
gain [%] RR PF 5 codes 10 codes

5⇒ 10 5⇒ 10 RR⇒ PF RR⇒ PF

Rake 1Rx 19.1% 29.1% 23.4% 33.8%
Rake 2Rx 35.4% 40.8% 7.6% 11.9%
Equ 1Rx 20.7% 35.0% 23.3% 38.0%
Equ 2Rx 41.1% 48.0% 3.9% 8.9%

PF is slightly larger in Pedestrian A than in Vehicular A. Furthermore, even a
higher benefit of PF is seen with 10 codes as the achieved throughput increases
considerably when the probability to use higher CQI’s is increased. Also the
throughput offered by the medium range CQIs is improved as can be seen from
Figure 50, which shows the relationship between transport block size and CQI
with different number of HS-PDSCH codes. Equalizer gains more from the in-
creased number of available codes than Rake, since the equalizer provides better
Es/N0’s especially in high end as seen from Figure 45 resulting similarly higher
CQI’s on average.

Another aspect to increase system performance besides the scheduler is a
number of supported HS-DSCH codes. Enhancing the system with RR scheduler
from 5 to 10 codes gives a gain varying from 19 % to 41 % depending on the
receiver scheme. Increasing the code capability of the system increases the
throughput dynamics of CQI and this is especially beneficial for receive diversity
schemes as they have a higher Es/N0’s on average than 1Rx schemes as shown
in Figures 44 and 45. The benefit from increased code capability is larger in the
Pedestrian A channel due to the higher achieved Es/N0’s.

As the PF scheduler accounts for the individual users’ channel conditions
in scheduling, highest benefit from PF is achievable when channel variations
are high, but not too fast to be able to be traced with CQI reporting messages.
Figure 51 presents the standard deviation of HS-DSCH Es/N0 in Vehicular A
channel with RR and PF schedulers. Without any code limitations it would be
predictable that the benefit of PF would be directly proportional to the standard
deviation of Es/N0 gathered from RR simulations. Except the 2Rx equalizer this
is actually the case when using of 10 codes, as can be seen from Table 7, but with 5
codes, equalizer gains are the same magnitude as the gains of Rake with/without
receive diversity. This indicates that equalizer performance is limited by the CQI
table dynamics, as seen in Figure 47. Higher relative gains could be seen for e.g.
increasing CQI table dynamics to 15 codes or lowering transmit power allocation
of HSDPA.

A combined benefit from PF and 10 codes is from 50 % to 100 % for each
receiver scheme. In Vehicular A the benefit is between 50 % to 66 % for all
schemes where as in Pedestrian A, the benefit is nearly 70 % for the receive
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diversity schemes and around 100 % for the 1Rx receivers. The improvement
is larger for 1Rx schemes as Pedestrian A channel lacks the multipath diversity
causing a large Es/N0 variation. As the PF scheduler tries to account for the
user condition is scheduling the impact of the low Es/N0 tail is reduced, thereby
benefiting more the 1Rx schemes.

T 8 Average cell throughput gains of 10 codes and Proportional fair sched-
uler in Pedestrian A.

Throughput Throughput gain of 10 codes Throughput gain of PF
gain [%] RR PF 5 codes 10 codes

5⇒ 10 5⇒ 10 RR⇒ PF RR⇒ PF

Rake 1Rx 30.8% 42.0% 39.7% 51.6%
Rake 2Rx 42.3% 52.9% 9.9% 18.0%
Equ 1Rx 26.4% 43.0% 42.0% 60.7%
Equ 2Rx 44.5% 56.4% 8.0% 17.0%

5.5.4 Relative cell throughput gains

The cell throughputs with full penetration of the advanced receivers are com-
pared to the Rake 1Rx results with RR scheduler and 5 codes and achieved cell
throughput gains are presented in Figures 54 and 55. As can be seen from those,
using advanced receivers in the network without enhancing the system capa-
bilities (RR and 5 codes) otherwise, the cell throughput can be improved by 25
% with 1Rx equalizer, 65 % with 2Rx Rake and 120 % with 2Rx equalizer. PF
gives a clear gain with single antenna receivers when using 5 codes, but with
two antenna receivers the gains are only marginal due to the limited dynamic
range of CQI. By increasing the number of supported codes from 5 codes to 10
in both Node B and UE with 1Rx receivers, the offered gain in cell throughput
(from 20 % to 50 %) is similar as by improving the scheduler in Node B alone.
For receive diversity schemes the improvement from increased code capability
is larger, giving 120 % to 210 % additional gain compared to the baseline. On the
other hand, introducing 10 codes in the system with single antenna receivers,
better scheduling is needed to get the most out of the system improvement. With
receive diversity the PF scheduler does not give much gain either with 10 codes
when compared to the RR. However, when compared to a reference case, Rake
2Rx and equalizer 2Rx with 10 codes and PF scheduler gives remarkable gains
in cell throughput. Enhancing Node B with PF scheduler improves the gains
offered by advanced receivers with 10 codes to 108 %, 150 % and 243 % for 1Rx
equalizer, 2Rx Rake and 2Rx equalizer, respectively. Introducing larger amount
of codes and PF scheduler improves the cell throughput offered by 1Rx Rake
also by 59 %.
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5.5.5 User throughputs

This section covers the effect of different receiver schemes to user throughput.
Different from cell throughput, which is calculated at each TTI, user throughput
statistics are gathered when a call is ended. The resulted user throughput is
the average bit rate of the ended call i.e. correctly received bits divided by the
duration of the call.

User throughput gains of advanced receivers as compared to Rake 1Rx
are presented in the Figure 56 from Pedestrian A and in the Figure 57 from
Vehicular A channel simulations. As in cell throughput results, receive diversity
offers the most benefit for user throughput with RR and 10 codes and again 2Rx
equalizer is able to more than double the benefit as compared to Rake 2Rx in
Vehicular A. With 1Rx equalizer the average user throughputs are now closer
to the throughput offered by 2Rx Rake. It should be noted that the number of
users in a scheduling queue affects the user bit rate results. With long queues
users are scheduled less frequently, which means that the achieved bit rates are
lower than in the case of a shorter queue. The number of users in the queue
depends on the performance of the scheduler and the receiver, as can be seen in
the Figures 58 and 59. The better the performance of the receiver and scheduler
is, the faster the scheduling queue empties and the higher the user bit rates are.

In Pedestrian A channel equalizer gains are much lower compared to Vehic-
ular A as expected due to reduced multipath interference. Especially the gains
are lower with a PF scheduler than with RR. As the PF scheduler accounts for
the individual users’ channel conditions in scheduling, the performance of the
Rake 1Rx has already increased, thus the gains of advanced receivers are lower.
On the other hand CQI table dynamics starts to limit achievable throughput in
Pedestrian A channel as was discussed earlier (see Figure 46) and that way the
gains of the different advanced receivers with PF scheduler are clearly lower
than with RR.

User throughputs of different receivers in Vehicular A and Pedestrian A
channels are also presented in the form of CDF in Figures 60 and 61. It can be
seen that a PF scheduler offers higher user bit rates than RR with all receivers
and especially it provides clear improvement for the users with low bit rates,
thus it can be seen that it improves the fairness of the system. Receive diversity
provides protection against fading and power gain, thus there is a lower number
of users with low bit rates as compared to 1Rx schemes. However receive
diversity schemes are able to provide almost constant improvement for all users.
In Vehicular A channel 2Rx Rake provides higher average bit rate and also better
coverage as compared to 1Rx equalizer, but 1Rx equalizer is able to provide
higher peak data rates.

5.6 Simulations with different receiver penetrations

In reality it would not be the case that all the UE will be employed with the
same kind of receiver, thus it would be beneficial to see how cell throughput
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behaves when advanced receivers are gradually added to the system with Rake
1Rx receivers and how the fairness of the system with different receivers can
be maintained. In this section the effect of different receiver penetrations are
studied and simulations are performed with RR and PF schedulers in Vehicular
A channel with 3 km/h. Advanced receivers with penetrations of 0%, 30%, 50%,
70% and 100% are compared to Rake 1Rx receiver.

5.6.1 Cell throughput

Figure 62 shows the cell throughputs as a function of a percentage of advanced
receivers subscribers and Table 9 shows the gain in cell throughput of different
advanced receiver percentages compared to 100% Rake 1Rx penetration. The
throughput increases quite linearly as a function of the increasing advanced
receiver penetration, already showing enhancement at low advanced receiver
penetrations. As can be seen in Table 9 in order to obtain for example a 20%
improvement in system performance in terms of cell throughput, the percentage
of 2Rx receivers needs to be around 30% of all subscribers. Correspondingly, the
initial percentage of 1Rx equalizers has to be at least 70% to achieve a similar
gain.

T 9 Average cell throughput gain of advanced receivers over 100% Rake
1Rx penetration.

Initial AR Round robin Proportional fair
subs. [%] Rake Equ Equ Rake Equ Equ

2Rx 1Rx 2Rx 2Rx 1Rx 2Rx

30% 29.7% 6.9% 35.5% 16.5% 8.9% 21.4%
50% 46.0% 10.3% 63.8% 27.8% 14.7% 44.1%
70% 63.1% 21.5% 100.0% 40.0% 20.1% 68.2%
100% 87.7% 26.3% 164.3% 57.0% 30.3% 115.2%

5.6.2 Realized percentage of advanced receiver subscribers

In Figure 64 the actual percentage of advanced receiver users of all HSDPA
users admitted to the system are shown as a function of the initial percentage
of subscribers using advanced receivers. It can be observed that the realized
distribution of advanced receivers in active users is quite close to the distribu-
tion among all users, which explains why the improvement in cell throughput
behaves coherently over the advanced receiver penetration. The highest differ-
ence between initial and realized percentages of advanced receiver users is seen
with 2Rx equalizer, which was found to provide the highest throughput in full
penetration simulation. Higher throughput will decrease the length of the calls,
thus that is the reason for a slight reduction of realized percentages of advanced
receivers as compared to the initial percentage.
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5.6.3 User throughput

In Figure 63 average user bit rates of all users are shown including Rake 1Rx
users and advanced receiver users. Basically an almost linear increase of user bit
rates is seen similarly as in the case of cell throughput when advanced receiver
users are gradually added to the system. However, in cell throughput results
Figure 62 Rake 2Rx was able to provide clearly higher throughputs that 1Rx
equalizers, whereas in user bit rates in Figure 63 Rake 2Rx provides only a minor
gain as compared to 1Rx equalizer. As 1Rx equalizer provides improvement
especially at the high end of the Es/N0 distribution as presented in 45, users close
to the base station will experience much higher bit rates than Rake 2Rx users.
The user bit rate is saved at the end of each call, thus the bit rate of short calls
will dominate in the distribution. Short call are basically the calls with high bit
rates, thus as seen in 61 1Rx equalizer clearly provides higher bit rates for e.g.
10 % of the users, but the average is about the same as Rake 2Rx. On the other
hand cell throughput is collected in every TTI, thus Rake 2Rx clearly provides
higher throughputs than 1Rx equalizer.

Figure 66 presents the average user bit rates for advanced receivers and
Figure 67 for Rake receiver respectively. It can be seen that the user throughputs
of different penetrations (excluding 0% for each scheme) are quite constant.
Especially for PF this indicates that there is good fairness for different users.
What is notable is that as the penetration of receive diversity schemes reaches
the 70% point, even the average user throughput of Rake users is improved. With
high penetration of advanced receiver subscribers the average queue length is
slightly decreased (see Figure 65), thus the scheduling frequency of individual
users is increased. In addition the scheduling frequency of Rake 1Rx users will
be increased with PF scheduler, since to guarantee the fairness of the system the
scheduling frequency of the advanced receiver users can be decreased due to the
usage of higher transport block sizes.

5.7 Achieved results

In this section the performance of Rake and LMMSE chip-level linear equalizer
with/without UE receiver (Rx) diversity was analysed with dynamic network
simulations when High Speed Downlink Packet Access (HSDPA) is used. Both
HSDPA simulations with single receiver type and with different receiver pene-
trations were studied in Pedestrian A and Vehicular A channel models. The aim
of these simulations was to identify the effect of receive diversity and advanced
receivers with different schedulers (Round robin, Proportional fair) on HSDPA
system performance. The selected parameters for the system simulations were
set to facilitate the comparison i.e. to maintain the activity in a system near to its
maximum.

When studied the improvement provided by different receiver schemes with
5 and 10 code capabilities and RR and PF schedulers to cell throughput it was
found that receive diversity provides the largest gains with all the used scheduler
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or code resource combinations in both channel models. In Vehicular A channel
2Rx Rake provides from 50 % to 90 % gain as compared to 1Rx Rake, which is then
doubled by the 2Rx equalizer. 1Rx equalizer provides 25-30 % gain compared
to 1Rx Rake in system level throughput regardless of the used scheduler and
number of codes. In Pedestrian A channel the gain of 1Rx equalizer towards
Rake 1Rx diminishes along the reduced amount of multipath interference with
all schedulers and used code resources. Similarly 2Rx equalizer gains over the
2Rx Rake are halved compared to the gains in Vehicular A channel. The absolute
cell throughputs in the Pedesrian A channel have increased from Vehicular A
channel simulations due to an improved average Es/N0’s.

The gain achieved through different system improvements was analysed
separately for each receiver scheme. By replacing the blind RR scheduling with
PF gives in each scheme gain varying from 4 % to 23 % with 5 codes. The 1Rx
schemes benefit more than 2Rx schemes as the standard deviation of their Es/N0

(CQI) distribution is larger and similarly the benefit from PF is slightly larger
in Pedestrian A than in Vehicular A. Furthermore, even a higher benefit of PF
is seen with 10 codes as the achieved throughput increases considerably when
the probability to use higher CQI’s is increased. Also the throughput offered by
the medium range CQIs is improved. Equalizer gains more from the increased
number of available codes than Rake, since the equalizer provides better Es/N0’s
especially in high end resulting similarly higher CQI’s in average.

Other aspects to increase system performance besides the scheduler is the
number of supported HS-DSCH codes. Enhancing the system with RR scheduler
from 5 to 10 codes gives a gain varying from 19 % to 41 % depending on the
receiver scheme. Increasing the code capability of the system increases the
throughput dynamics of CQI and this is especially beneficial for receive diversity
schemes as they have higher Es/N0’s in average than 1Rx schemes. The benefit
from increased code capability is larger in the Pedestrian A channel due to the
fact that the achieved Es/N0’s are higher.

The combined benefit from PF and 10 codes is from 50 % to 100 % for each
receiver scheme. In Vehicular A the benefit is between 50 % to 66 % for all
schemes where as in Pedestrian A, benefit is nearly 70 % for the receive diversity
schemes and around 100 % for the 1Rx receivers. The improvement is larger
for 1Rx schemes as Pedestrian A channel lacks the multipath diversity causing
a large Es/N0 variation. As PF scheduler tries to account for the user condition
is scheduling the impact of the low Es/N0 tail is reduced, thereby 1Rx schemes
benefit from PF scheduler more than 2Rx schemes.

Similarly as in cell throughput results user throughput gains of advanced
receivers as compared to Rake 1Rx showed that receive diversity offers the most
benefit for user throughput with RR and 10 codes and again 2Rx equalizer is able
to more than double the benefit as compared to Rake 2Rx in Vehicular A. With
1Rx equalizer the average user throughputs are now closer to the throughput
offered by 2Rx Rake. In Pedestrian A channel equalizer gains are much lower
compared to Vehicular A as expected due to reduced multipath interference.

User throughputs of different receivers in Vehicular A and Pedestrian A
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channels were also analysed in the form of CDF and it was seen that a PF
scheduler offers higher user bit rates than RR with all receivers and especially it
provides clear improvement for the users with low bit rates, thus it can be seen
that it improves the fairness of the system. Receive diversity provides protection
against fading and the power gain, thus there is a lower number of users with
low bit rates as compared to 1Rx schemes. However receive diversity schemes
are able to provide almost constant improvement for all users. In Vehicular A
channel 2Rx Rake provides a higher average bit rate and also better coverage as
compared to 1Rx equalizer, but 1Rx equalizer is able to provide higher peak data
rates.

When different penetrations of advanced receivers were evaluated it was
observed that the benefit in cell throughput increased as a function of the ad-
vanced receiver penetration almost linearly. Hence introducing even a small
portion of receivers with better performance to the system is beneficial. In order
to obtain for example a 20% improvement in system performance in terms of
cell throughput, the percentage of 2Rx receivers needs to be around 30% of all
subscribers. Correspondingly, the initial percentage of 1Rx equalizers has to be
at least 70% to achieve a similar gain.

Based on these studies it can be said that UE receive diversity and equalizer
complement each other as these both improve the system performance through
two different means. The equalizer provides higher bit rates near the cell cen-
tre where the own cell interference can be cancelled, whereas receive diversity
improves the throughput at cell border where additional signal energy is re-
quired. On the gains attainable through advanced receivers schemes the receive
diversity seems to be most prominent. 1x2 equalizer offers the best performance
in all cases. As impact of different parameters was evaluated, the amount of
superiority of 2Rx Rake over 1Rx equalizer depends on the selected set up.



6 CONCLUSIONS

The main contributions of this thesis are (i) the modeling of dynamic TD-CDMA
and WCDMA system level simulator, (ii) TD-CDMA system level performance
evaluation, (iii) WCDMA network performance analysis with transmit diversity
in dedicated channels and with HSDPA, and (iv) HSDPA network performance
with advanced UE receivers. The main findings are summarized in the following.

The performance of TD-CDMA and WCDMA networks and radio resource
management algorithms were analysed by the means of dynamic system level
simulations. In Chapter 2 implementation and modelling issues related to dy-
namic TD-CDMA system simulator was discussed and modelling for the TD-
CDMA interference, synchronization, handover, power control and dynamic
channel allocation were presented. Interface between link and system level
tools and the modeled operation environment for TD-CDMA were presented.
With the developed system simulator behaviour and performance of TD-CDMA
system can be studied in a detailed way.

Concerning the TD-CDMA evaluation different radio resource management
algorithms were studied in Chapter 3. TD-CDMA uplink power control is based
on several UE made measurements, thus the effect of accuracy of the different
measurement was evaluated as well as the convergence of uplink power con-
trol in the presence of realistic errors. Up to 500 % gain was seen from the
uplink power control in ideal conditions and usage of relative measurements
were proposed to improve measurement accuracy. In addition to the uplink
studies, downlink power control was also analysed. Downlink power control
is based on the similar closed loop power control as WCDMA, but feedback
rate is reduced from 1500 Hz to 100 Hz. Different methods were proposed and
evaluated to improve downlink power control performance. By using variable
step sizes downlink performance was improved up to 52 %. Along with the
power control studies evaluation of the usage of the WCDMA type of handover
for the TD-CDMA was carried out. The effect of different handover parameters
was thoroughly analysed.

Dynamic channel allocation is TDD specific algorithm that has been widely
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studied with the theoretical models. In this thesis a slot segregation method
was evaluated for the uplink and downlink in the presence of signalling delays
and measurement errors. It was found that the need for measurements can be
minimized by limiting the inter-cell interference and good system performance
can be achieved regardless of signalling delay.

Chapter 4 concentrated on the WCDMA network performance evaluation.
Closed Loop Mode 1 and STTD transmit diversity schemes were presented and
firstly their performance was analysed on dedicated channels. Closed Loop
Mode 1 was found to double the downlink capacity with speech users in low
mobility scenario. As the closed loop signalling is not able to follow channel
variations with higher speeds Closed Loop Mode 1 performance degrade below
1Tx and STTD already at moderate UE speeds. On the other hand 1Tx provides
a rather constant performance with different velocities, since the degradation of
the performance of fast power control is compensated with the interleaving gain
with high UE speeds. STTD was found to provide slightly better performance
than 1Tx.

In the 3GPP Release 5 High Speed Downlink Packet Access (HSDPA) was
introduced to provide higher peak data rates and improved spectral efficiency.
HSDPA concept is introduced in Chapter 4.1 and transmit diversity schemes are
analysed with HSDPA. These simulation results clearly indicate that CL Mode 1
has good performance especially in low mobility environments as compared to
STTD and 1Tx. With low mobile speed CL Mode 1 is not sensitive to feedback
command delay and also a 10 percent feedback error rate has only a minor impact
on the overall system performance.

Relative throughput gain of about 30 % was achieved with CL Mode 1 in
Pedestrian A channel with Round robin scheduler as compared to 1Tx, while the
relative throughput gain is reduced to 26 % when UE speed is increased to 50
km/h. In a multipath environment (Vehicular A) the relative throughput gain is
reduced to 18 % and 4 % with 3 and 50 km/h UE speed. Naturally CL Mode 1
performance decreases in moderate and high mobile environments due to fast
channel variations.

In Chapter 5 the performance of Rake and LMMSE chip-level linear equal-
izer with/without UE receive (Rx) diversity was analysed with a dynamic net-
work simulations when HSDPA is used. HSDPA simulations with single receiver
type and with different advanced receiver penetrations were studied. The aim
of these simulations was to identify the system impact of receive diversity and
advanced receivers with different schedulers (Round robin, Proportional fair).

Based on these studies it can be said that UE receive diversity and equalizer
complement each other as these both improve the system performance through
two different means. The equalizer provides higher bit rates near the cell centre
where own cell interference can be cancelled, whereas receive diversity improves
the throughput at the cell border where additional signal energy is required. On
the gains attainable through advanced receiver schemes the receive diversity
seems to be the most prominent. 1x2 equalizer offers the best performance in
all cases. As the impact of different parameters was evaluated, the amount of
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superiority of 2Rx Rake over 1Rx equalizer depends on the selected set up.
When different penetrations of advanced receivers were evaluated it was

observed that the benefit in cell throughput increased as a function of the ad-
vanced receiver penetration nearly linearly. Hence introducing even a small
portion of receivers with better performance to the system is beneficial. In order
to obtain for example a 20% improvement in system performance in terms of
cell throughput, the percentage of 2Rx receivers needs to be around 30% of all
subscribers. Correspondingly, the initial percentage of 1Rx equalizers has to be
at least 70% to achieve a similar gain.

Further research topics include system level performance evaluation of ad-
vanced receivers with higher UE speeds, with transmit diversity and with spatial
interference reduction (e.g. interference rejection combining). Furthermore more
realistic load and traffic models could be considered (e.g. joint simulations of
HSDPA and DCH or HSDPA simulations with web browsing and delay sensitive
traffic such as VoIP (Voice over IP)).



APPENDIX 1: STATISTICAL CONFIDENCE OF SIMULATION
RESULTS

The used dynamic system simulator has been an important tool for the WCDMA
system level studies in recent years. In [46] it has been verified and presented
on a very detailed level. The statistical confidence of these simulation results
are evaluated in this section by using one example test case. Main simulation
parameters are presented in Table 6. In this test case Rake 1x1 receiver is used in
modified ITU Vehicular A channel. A maximum number of HS-PDSCH codes is
10 and Proportional fair scheduler is used.

For each simulation a seed is given as a parameter to a random number
generator. Based on the seed a random starting position and direction of move-
ment is generated for each UE. Also start times of calls and their duration will
change when changing the seed. In addition to this there are several random
numbers used in the simulation (e.g. measurement error for CQI) which will
change if the seed is changed. All the simulation results depend on different
random processes during the simulation run and the results are reproducible
with a certain accuracy for a specified level of confidence.

An interval estimation can be used to define a confidence interval, which
means that the sample, φ, is within a defined interval with a certain probability
i.e.

P(a ≤ φ ≤ b) = 1 − α, (.1)

where the interval [a, b] is a (1−α) · 100% confidental interval of φ. A probability
that the φ is not within the interval is α. When the number of samples n ≥ 30
the standardized normal distribution N(0, 1) can be used to define a confidential
interval, which is

(x̄ − zα/2 ·
s
√

n
, x̄ + zα/2 ·

s
√

n
), (.2)

where x̄ is the average value, zα/2 is critical value taken from the standardized
normal distribution N(0, 1), s is standard deviation and n is number of samples
i.e. number of simulations.

The confidence interval can be used to evaluate the statistical confidence of
the simulation results and in this analysis average cell throughput, HS-DSCH
Es/N0 and user bit rate are taken into account. Average cell throughput is col-
lected from all the sectors in simulation area during the whole simulation time.
Average HS-DSCH Es/N0 is collected from all the mobiles during the whole sim-
ulation time. Average user bit rate is calculated at the end of each call i.e it is the
number of transmitted bits divided by the users active time which is running
whenever a user data buffer is not empty.

The simulation results from n = 35 simulation runs with the different ran-
dom generator seeds are presented in Table 10.
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T 10 Simulation results from 35 simulations with different seeds.

Cell throughput [kbps] HS-DSCH Es/N0 [dB] User bit rate [kbps]

1719.937459 12.10689557 219.1948777
1734.096951 12.13662105 221.7476474
1735.700184 12.14683535 218.5812453
1728.460725 12.12786459 218.4653544
1703.069397 12.05371926 219.747321
1709.580855 12.09004347 221.6856656
1746.418434 12.19140943 217.8321447
1721.658673 12.11302598 220.0363123
1698.94725 12.04222502 219.6214137
1696.816757 12.04973254 221.9957756
1702.628338 12.05278651 220.9146819
1734.261251 12.16600891 220.077911
1717.968636 12.11362091 219.5328917
1722.537591 12.12131865 218.29857
1715.20638 12.08396587 219.6474874
1735.463172 12.16647244 219.9561996
1697.248821 12.04769501 218.3409553
1682.129065 11.99838109 222.270825
1698.419881 12.05546932 219.7015051
1747.59777 12.18683866 221.510384
1733.179603 12.16673703 222.9163185
1722.711415 12.12707489 220.6494865
1728.36639 12.1245529 217.45105
1756.376728 12.22471803 218.9333912
1716.79052 12.06999428 222.4741683
1740.727275 12.18058765 220.4404591
1738.256125 12.17787311 224.3152147
1742.831374 12.16308634 220.0754995
1711.037396 12.08309655 220.0759938
1733.408844 12.16849011 218.021073
1721.655412 12.13423358 217.3590205
1749.171802 12.1939739 220.0624443
1710.225075 12.0792357 217.6435098
1678.730244 11.9805757 223.9951824
1693.250493 12.03434518 219.5472933
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Confidence intervals of 90 %, 95 % and 99 % are presented in Table 11
and concerning the cell throughputs they are ± 0.32 %, ± 0.38 % and ± 0.50 %
respectively.

T 11 Statistical confidence interval.

Variable 90 % 95 % 99 %

Cell throughput ± 0.32 % ± 0.38 % ± 0.50 %
HS-DSCH Es/N0 ± 0.14 % ± 0.16 % ± 0.22 %
User bit rate ± 0.23 % ± 0.27 % ± 0.35 %



APPENDIX 2: SIMULATION PARAMETERS

DPCH simulations

T 12 Common simulation parameters for DPCH simulations.

Parameter Value

Cellular layout Hexagonal cell grid
Cell radius 933 m
UE speed 3, 50 and 120 km/h
Antenna pattern Horizontal iid pattern similar to [113]
CPICH power 33 dBm
Std. deviation of slow fading 8 dB
Carrier frequency 2000 MHz
Minimum coupling loss 70 dB
BS antenna gain 14 dB
UE antenna gain 0 dB
Noise power for DL -100.1 dB
BS Tx power per link 33 dBm
BS total Tx power 43 dBm
Dynamic range 30 dB
Maximum active set size 3
Candidate set size 8
Window add 1 dB
Window drop 3 dB
Window replace 2 dB
HO measurement window length 20 samples i.e. 200 ms
Frame length 10 ms i.e 15 slots
Interleaving period 20 ms
BLER target 0.01
Call arrival rate 0.001389 calls/second/terminal
Minimum call length 1 s
Average call length 120 s
Service Speech service (12.2 kbps)
Channel models Mod. ITU Vehicular A and Pedestrian

A, where delay between paths equals
at least 1 chip-time

CL Mode 1 feedback bit error rate 4% and 10%
CL Mode 1 feedback delay 1 slots
CL Mode 1 antenna verification Ideal
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Advanced receiver simulations

T 13 Parameters for HSDPA simulations with advanced receivers.

Parameter Value

Cellular layout Hexagonal cell grid, 7 Node B’s and
21 sectors, wrap-around

Cell radius 933 m, BS-to-BS distance 2 800 m.
UE speed 3 km/h
CPICH power 33 dBm
Std. deviation of slow fading 8 dB
Correlation between sectors 1.0
Correlation between BSs 0.5
Correlation distance of slow fading 50 m
Carrier frequency 2000 MHz
Minimum path loss 70 dB
Antenna pattern Horizontal iid pattern similar to [113]
BS antenna gain 18 dB
Antenna front to back ratio -20 dB
UE number of RAKE fingers 8 for 1 Rx and 16 for 2 Rx
UE DPCH receiver RAKE
UE HS-SCCH receiver Always decoded
UE HS-DSCH receiver RAKE and LMMSE
Noise power for DL -100.1 dB
Noise power for UL -103.1 dB
BS Tx power per link 33 dBm
BS total Tx power 43 dBm
UE Tx power max 21 dBm
P Tx Target 40 dBm
P Tx Threshold 15 W
P Rx Target -97.1 dBm
P Rx Threshold -96.1 dBm
Dynamic range 30 dB
Max active set size 3
Window add 1.5 dB
Window drop 2.5 dB
Window replace 2 dB
Add timer 100 ms
Drop timer 640 ms
Replace timer 100 ms
Frame length 10 ms i.e 15 slots
HSDPA sub-frame 2 ms i.e. 3 slots
Power resource for HS-DSCH 14 W
Code resource for HS-DSCH 5 and 10 with SF = 16
Max number of HSDPA users 16 users/cell
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HSDPA RLC PDU size 480 bits
Packet scheduling algorithm Round robin in time, Proportional fair

and Max C/I
Initial throughput value for PF 64 bits/TTI, corresponds to 32 kbps i.e.

32 kbit/s / 500 TTI/s = 64 bits/TTI
Forgetting factor for PF 0.005
Initial Scheduling Delay 10 TTI’s
Number of HS-SCCH per cell 1
PC method for HS-SCCH Fixed power used for all HS-SCCH
Outer-loop PC for HS-SCCH Not used
CQI in One-Way SHO 2 TTI’s
CQI in SHO 2 TTI’s
CQI Averaging Window 1 TTI
CQI Error Std 1.5 dB
CQI Delay 1 TTI
Error probability for CQI 0
Used Redundancy Version Chase combining
Max number of retransmissions 4
Ack/Nack signaling delay 8 slots
Minimum Inter TTI Interval 1 TTI
Number Of SAW channels 6
Number of subscribers 28000 i.e offered load of 6 Mbps
Simulation time 6 minutes i.e. 540 000 slots
Service Modified version of web traffic model

from [128] (No reading time)
Admission control Based on UL/DL power targets and

thresholds.
Channel models Mod. ITU Vehicular A and Pedestrian

A, where delay between paths equals
at least 1 chip-time

Pedestrian A tap gains [-0.2; -13.0]
Vehicular A tap gains [-3.1; -5.0; -10.4; -13.4; -13.9; -20.4]



APPENDIX 3: TFRC TABLES

T 14 Throughput optimized CQI TFRC table for 5 codes

CQI No. Transport block size [bits] Codes Modulation Power offset

1 137 1 QPSK 0
2 173 1 QPSK 0
3 233 1 QPSK 0
4 325 1 QPSK 0
5 396 1 QPSK 0
6 466 2 QPSK 0
7 650 2 QPSK 0
8 792 2 QPSK 0
9 975 3 QPSK 0

10 1300 4 QPSK 0
11 1625 5 QPSK 0
12 1980 5 QPSK 0
13 2327 5 QPSK 0
14 2849 5 QPSK 0
15 3319 5 QPSK 0
16 3565 5 16QAM 0
17 4189 5 16QAM 0
18 4664 5 16QAM 0
19 5287 5 16QAM 0
20 5887 5 16QAM 0
21 6554 5 16QAM 0
22 7168 5 16QAM 0
23 7251 5 16QAM 0
24 8074 5 16QAM 0
25 8519 5 16QAM 0
26 8519 5 16QAM -1
27 8519 5 16QAM -2
28 8519 5 16QAM -3
29 8519 5 16QAM -4
30 8519 5 16QAM -5
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T 15 Throughput optimized CQI TFRC table for 10 codes

CQI No. Transport block size [bits] Codes Modulation Power offset

1 137 1 QPSK 0
2 173 1 QPSK 0
3 233 1 QPSK 0
4 325 1 QPSK 0
5 396 1 QPSK 0
6 466 2 QPSK 0
7 650 2 QPSK 0
8 792 2 QPSK 0
9 975 3 QPSK 0

10 1300 4 QPSK 0
11 1625 5 QPSK 0
12 1980 5 QPSK 0
13 2600 8 QPSK 0
14 3250 10 QPSK 0
15 4207 10 QPSK 0
16 4655 10 QPSK 0
17 5697 10 QPSK 0
18 5974 9 QPSK 0
19 7130 10 16QAM 0
20 8378 10 16QAM 0
21 9328 10 16QAM 0
22 9517 9 16QAM 0
23 10597 9 16QAM 0
24 13108 10 16QAM 0
25 14411 10 16QAM 0
26 14503 10 16QAM 0
27 16148 10 16QAM 0
28 17039 10 16QAM 0
29 17039 10 16QAM -1
30 17039 10 16QAM -2



YHTEENVETO (FINNISH SUMMARY)

Tämän tutkimuksen tavoitteena on analysoida UMTS:n radioverkon suoritys-
kykyä. UMTS:n radioverkon TDD-tekniikka perustuu yhdistettyyn aika- ja
koodijakoiseen monikäyttöön, josta käytetään yleisesti lyhennettä TD-CDMA.
UMTS radioverkon FDD-tekniikka perustuun laajakaistaiseen koodijakoiseen
monikäyttöön ja siitä käytetään lyhennettä WCDMA.

TDD-tekniikan analyysi keskittyy kolmeen tärkeään radioresurssien hal-
linta-algoritmiin: tehonsäätö, solun vaihto ja dynaaminen kanavan varaus.
Tehonsäädön toimintaa tutkitaan sekä tukiasemalta matkapuhelimelle että
matkapuhelimelta tukiasemalle tapahtuvalle tiedonsiirrolle.

WCDMA-tekniikkaan kehitetty solunvaihtoalgoritmi sovitetaan tässä tut-
kimuksessa TD-CDMA käyttöön ja sen suorituskykyä tutkitaan erilaisilla para-
metreillä sisätilaympäristössä.

Dynaaminen kanavanvaihtoalgoritmi on erityinen TDD tekniikkaan tarvit-
tava algoritmi, joka voidaan jakaa hitaaseen (S-DCA) ja nopeaan (F-DCA) kana-
vanvaihtoon. Hitaalla kanavanvaihtoalgoritmilla jaetaan resursseja tukiasemien
käyttöön ja vastaavasti nopealla kanavanvaihtoalgoritmilla jaetaan resursseja eri
puheluille. Tässä tutkimuksessa keskitytään nopean kanavanvaihtoalgoritmin
toimintaan erilaisilla hitaan kanavanvaihtoalgoritmin asetuksilla.

FDD-tekniikan tutkimukset jakautuvat kahteen osaan: kahden anten-
nin lähetysdiversiteetti ja kehittyneet vastaanottimet. Lähetysdiversiteet-
titekniikoiden suorityskykyä tutkitaan ensin käyttäjäkohtaisilla kanavilla ja sen
lisäksi jaetulla kanavalla, kun käytetään suuria bittinopeuksia HSDPA-tekniikan
avulla. Tutkimukset keskittyvät tila-aika koodiin perustuvaan avoimen silmu-
kan lähetysdiversiteettiin ja suljetun silmukan lähetysdiversiteettitekniikkaan,
jossa matkapuhelin raportoi jatkuvasti kanavatilanteen tukiasemalle. Lähetys-
diversiteettitekniikoiden suorityskykyä verrataan yhden antennin lähetykseen.

Kehittyneistä vastaanottimista tässä tutkimuksessa keskitytään lineaariseen
MMSE korjaimeen ja vastaanottodiversiteettiin. Niitä verrataan perinteiseen
Rake vastaanottimeen, kun käytössä on HSDPA tekniikan mahdollistamat suu-
ret bittinopeudet. Tutkimukset perustuvat dynaamisiin systeemisimulointeihin
ja ensin tutkitaan tilannetta, jossa kaikka vastaanottimet ovat samanlaisia. Sen
jälkeen tutkimus etenee realistisempaan suuntaan, kun kehittyneiden vastaan-
ottimien osuutta verkossa vaihdellaan.
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