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Diss.

We receive and send information via communication channels such as writing. However, our thoughts and conceptions are noticed only at a certain detailed level when expressed in simpler forms, for example, with words. The conceptions of learning (CoL), a person's associations, memory content, ideas and beliefs related to learning, are used to understand learning management systems development (LMSD). The learning management systems, considered as information systems, help teachers to manage their courses and provide possibilities for collaboration in learning. From a humanistic perspective, LMSD involves continual social and physical construction of an artifact. LMSD is a change process taken on object systems in a set of environments by a development group to achieve or to uphold some objectives. In that participation, the interactions of LMSD stakeholders include CoL. This research goes beyond the requirement analysis stage in system development, concentrating on the conceptions which guide people in their actions. As CoL should be noticed, the research aim was to find out what are those CoL in the LMSD. For the background, related issues in computer, educational and cognitive science were studied. With a case study, interviews and a web-survey with stakeholders, this research gathered their CoL. Research results were revised categories of CoL, issues related to these conceptions, a method for gathering conceptions and an agent-technology based approach to LMSD to support dynamical CoL.
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"Clouds follow the dragon, winds follow the tiger"

Answers to difficult questions are simple, but difficult to put in words, because words or books can’t fully express our thoughts, although some music might come close. Thus, internal stimulus can’t be understood in the original manner by using external stimulus. As the quality and amount of interaction effect what is perceived, there is some purpose to use words. Yet understanding depends on momentary interpretations.

In this research, focus on learning has been central for me to understanding what is happening in these interactions among humans and between humans and their environment. In physics, interaction\(^1\) means the transfer of energy among elementary particles or fields, or between elementary particle and field (e.g. Ohanian 1989, 1130). Similarly, here interaction refers to the information transfer among people. In that transfer, emotions\(^2\) are present. Those emotions can be broken down into three general classes (Ortyny et al. 1988, 18): Reactions to events, agents, and objects. Frijda (1986) proposes that emotions follow stages of appraisal, context evaluation, action readiness, and physiological change, expression or action. Though the discussion about emotions dates beyond Aristotle (Oatley & Jenkins 1996, 11), and emotions are present in learning, they are not studied here. However in profound studies about learning, emotions should be also studied, as being central and pervasive aspects of human experience (Norman 1981). Related to emotions, the theory of dynamic systems (Fogel et al. 1992), views that several genetically derived components become organized into patterns of interaction. In this developmental view the components become linked, responsive to features of the environment, but also constraining each other as the system develops. In interactions of such systems with the social\(^3\) world, further interdependencies occur. The whole system of person-with-other becomes self-organizing, and emotions occur as modes of interaction among components and external events. As Hutchins (1996, 169) points out that humans create their cognitive powers by creating the environments in which they exercise those powers.

As the interaction starts at some moment of time, ironically at the same time it starts to end. So there is a reason to thank every moment of interaction and I want to acknowledge my gratitude to all the people with whom I have been privileged to hold discussions during these long and exciting years. Some of the people are next mentioned. And those people who I missed – thank you.

\(^1\) A combination of words ‘inter’, which refers to meanings “among” or “between”, and ‘action’, which refers to for example “set in motion” or “move” (Harper 2001).

\(^2\) All those feelings (evaluations) that so change (people) as to affect their judgments, and are also attended by pain or pleasure (Aristotle 1378a, 120 e.g. in Barnes 1984).

\(^3\) The tendency to associate with others and to form social groups relating to human society and its members. Friendly companionship with others (Harper 2001).
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The meaning of silence is to have a perspective and a beginning. As for me, silence is the way to concentrate on learning about phenomena in the world. I want to remember my deceased father for giving me that direction. I miss the discussions we had when I was too young to understand how important it is to have a father. With my dear son, there is again the intelligent joy of being together. As for my loving mother, there are no words to describe the love that I have got and how much it has continued to help me in my life - knowledge is nothing without care. And my dear brothers, sisters, and friends, who are in every aspect of multidimensional life the best, thank you for sharing with me those valued moments.
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1 INTRODUCTION

"Man the living creature, the creating individual, is always more important than any established style or system."
- Lee Jun-Fan (1940-1973)

We are creatures of the Earth, and we change and need to adapt to the changes in our environment. We are able to change our actions, because we perceive and use information from our environment. As Norman (2004, 20) expresses it, human beings have evolved over millions of years to function effectively in the rich and complex environment of the world. Our perceptual systems, limbs, motor system and many other features have evolved to make us function better in the surrounding world. Still, as animals, we use movements, gestures and sounds to interact. A body language (Ekman 1993; Argyle & Dean 1965) is used when in direct (e.g. face-to-face) contact with someone, and no extra tool is necessary when communicating\(^4\) over a short distance. Over longer distances we use words and extra tools like books, websites and newspapers, offering a medium and a channel for sending or receiving information and details of conceptions and thoughts. Despite many methods of communication, we might not always completely understand the other and their message, thus causing misunderstandings in communication. One reason is the semantics of communication signals, which depend on understanding the signal in a certain context. At the same time, that richness of meanings is the source of creativity; for example, one “sees” different things than the other.

Indeed, we communicate from a perspective, from a particular point of reference, or worldview (Russo & Stolterman 2000, 313). How we see or sense things are - what has happened, what is happening and what is going to happen. We are physically and mentally somewhere in some position, with a perspective. Naturally this is not static, but what forms processes like learning,

\(^4\) Communication (c. 1384, L. communicationem orig. communicare “to impart, share”, lit. “to make common”, Harper 2001) refers here to the known Lasswell maxim, “Who says what to whom in what channel with what effect”. In general, the interaction as information mediated between A) senders e.g. writers and B) receivers, e.g. readers.
is the change in the state of things (a set equilibrium, Bernard 1957, orig. 1865) around us (environment) and inside us (cognition\(^5\)). If we consider the human body, at times we need to change to a different state according to our needs. This phenomenon in the human body is called rheostasis (Mrosovsky 1990). When a change occurs in our body, there are two ways that our body can respond. The first one is negative-feedback: the body responds in such a way as to reverse the direction of the change. This is the response that is involved in preserving constant conditions inside the body (homeostasis\(^6\), Cannon 2007, orig. 1932). The second one is positive-feedback: if a change occurs in some variable, the response is to change that variable even more in the same direction so that it results in a continuing spiral of change (rheostasis). Eventually, negative feedback may take over to put a limit on things. Claude Bernard (1813-1878) noticed the constancy of the internal milieu as conditions to a free life. That is, we strive to preserve a set equilibrium.

When we communicate with others, with the help of the right words we identify objects around us, build knowledge and perceive, for example, mathematical functions, theories, and concepts and systems of concepts. We can recall from memory a certain presentation, when someone uses the right words. For example, in information systems development (ISD), in the requirement analysis phase, the right words are needed to describe the users’ needs and the available technological possibilities back to users. Ironically, we try harder to explain the world and us, but at the same time produce more names and words to be understood and to be remembered. It is easy to misunderstand that we understand things only by naming them or by using words. In addition to naming, we classify, itemize and divide all things around us, and we get pieces, parts and bits of the whole. However, one could claim that we cannot shrink reality and make it into “byte-sizes”. As said, used language cannot present what people think or what their whole perspective is on a certain issue. Despite this lack of total transfer of sense, people have achieved and created great inventions and masterpieces together. Perhaps because of we try to perceive and understand the things around us.

Although science is useful for understanding things, it can only generalize things in certain details. The deeper the levels of science systemizing things, the more names are needed to describe the difference between pieces. As Rohrer (2001) found, Posner and Raichle’s (1994) schematization of levels of cognitive science useful for operationalizing the Lakoff-Johnson hypotheses about embodiment and conceptual metaphor, we also use that schematization of levels to define the limits of this research. From cognitive and conceptual systems to subcellular systems, those concepts which are more related to human conceptual systems, conceptions\(^7\) of learning (CoL), were the target of

---

\(^5\) Cognition is the flexible coupling of perception and action (Billman 1998, 649). It is used here to describe the interpretation of information from the outside world that is received through the senses. Cognition enables the perception of objects and events and an interpretation of them to occur. (Faulkner 1998, 12).

\(^6\) Original meaning 'to remain the same' (Harper 2001).

\(^7\) More detailed in 1.3.1
this research. The term system\textsuperscript{8} means here an assembly of interrelated and
joined elements comprising a unified whole, typically having a common
purpose in the environment. The context where CoL were studied was the
development of learning management systems (LMSD) for e-learning. If we
make a difference between e-learning, distance education and traditional
learning, e-learning ('e' is an abbreviation of the word 'electrical')\textsuperscript{9} can be
described as learning with the help of some electrical devices and tools used in
interaction, while distance education can be done without electrical devices e.g.
via corresponsence. Reading a printed book on the sofa is not e-learning, but
reading an e-book with a mobile terminal (e.g. mobile phone) is considered to
be e-learning. Further terms like hybrid learning, web-based learning, and
virtual learning are our ways of describing familiar phenomenon with different
words from different perspectives.

For clarification, LMS is seen in this research as a combination of technical
IS and an educational system to be used for learning purposes. Technically,
LMS usually runs on servers, to serve the course to students as internet pages.
Passerini (2006) classifies LMS features to include course design (instructor-
centered sample course, course templates, search tools, student home pages),
course management (student grading and tracking, assessment tools, timed
quizzes), collaboration (discussion, chat sessions, logs, bulletin board, e-mail,
file sharing, whiteboard, workgroups) and administration (security, technical
support). New features in these systems include, for example, blogs and Rich
Site Summary feeds (RSS feeds). LMS are specifically designed to manage a
wide range of learners, keeping track and store of their progress and
performance across all types of training and performances. Large LMS typically
include properties targeted at helping collaborative learning and integration
with performance management systems. LMS performs heavy-duty
administrative tasks, such as reporting to instructors, human resource (HR) and
other enterprise resource planning (ERP) systems. LMS is also a high-level,
strategic solution for planning, delivering, and managing most learning events
within an organization, including online, virtual classroom, and instructor-led
courses. To take an example, the US Army has an LMS, which is a web-based
information system (Khan 2001), that provides training information
management, collaboration, and scheduling and career planning in both
resident and nonresident training environments. LMS as a solution is replacing
isolated and fragmented learning programs with a systematic means of
assessing and raising competency and performance levels throughout a
learning organization (e.g. Paulsen 2003; Khan 2001). For example, an LMS can
simplify global certification efforts, enable entities to align learning initiatives
with strategic goals, and provide a viable means of enterprise-level skills
management. There are hundreds of academic and commercial systems from

\textsuperscript{8} The term "system" meanings: to combine, to set up, to place together (Harper 2001). A
system receives inputs from and gives outputs into its environment.

\textsuperscript{9} The word electronic originates from the term electron, which is derived from the term
electric, whose ultimate origin is the Greek word, meaning amber (Harper 2001).
which to choose: Open-source and free learning management systems competing directly with the large commercial offerings and others focusing on unique features (e.g. EduTools 2007).

As the learning management industry is new, overlapping and similar terms occur (cf. Paulsen 2003; Tsai & Machado 2003); content management system (CMS), course management system (also CMS), learning content management system (LCMS), virtual learning environment (VLE), web-based learning environment (WBLE), managed learning environment (MLE), learning support system (LSS) or learning platform (LP). Most of these terms (Course management system, VLE, WBLE, MLE, LSS, LP) refer to the technical solution as LMS. For example, in the United States, CMS (course) and LMS are the more common terms, although LMS is more often associated with corporate training management programs rather than courses in traditional education institutions. In the UK and many European countries, terms with the idea of “environment” are favored, for example, VLE and MLE. Next, some distinction is made of some of these terms, and probably in the future only few terms will be in use in order to establish clearer e-learning terminology.

For example, the difference between CMS (content) and LMS is that CMSs lack the user delivery and tracking mechanisms found in most LMSs. CMSs take care of all the “behind the scenes” work and separate the content from the presentation. CMS helps instructors catalog, track, and manipulate corporate information. A CMS is effective when large amounts of information must be tracked and managed and is ideal for large organizations. And as LCMS is LMS and CMS combined, it can be seen as a further development of the LMS. However, the term LMS is often used to refer to both an LMS and an LCMS. The important difference is that an LCMS provides tools for instructional designers and subject matter experts to create, store, author, manage, reuse and deliver learning objects (digital learning content, Hodgins et al. 2002), with the help of learning object repository. The advantage is that LCMS makes it possible to quickly answer the needs of individual learners’ need of content. Rather than developing entire courses and adapting them to multiple audiences, instructional designers create reusable content chunks or learning objects and make them available to course developers and content experts throughout the organization. This removes double development efforts and allows for the rapid assembly of customized content. LCMS consists of a content authoring application, learning object repository, dynamic delivery interface, and learner administration tools. Although many LCMSs offer basic course administration features, their functionality is not as robust as that found in most LMSs.

LMSD is ISD, in which designers and content producers of educational software engage. Presented assumptions strive for the search for CoL from the stakeholders of LMSD. Despite the belief that e-learning is solemnized to be the next state of learning, and accepted as the needed phase in human development, one may need to be aware of political purposes (Contu et al. 2003) and underlying conceptions related to the usage of LMS. To better understand CoL and the stakeholders of LMSD, information from different
sciences were gathered. Research in computer science about IS and ISD (e.g. Hirschheim et al. 1995; Boland & Hirschheim 1987), in educational science about teaching, and learning environments and in cognitive psychology about memory, learning, brains, knowledge representation, thinking and perception were studied. That gathered knowledge was seen as basis for this research. This research was carried out also from a humanistic perspective (see e.g. Isomäki & Häkkinen 2001), as LMSD involves continuous social and physical construction of a design artifact (Häkkinen 1996). Between stakeholders of artifacts design and producing, there are interactions including different conceptions. The research hypothesis was that these subjective CoL influence the LMSD. Comparisons between CoL was used to explicate what is used in LMSD, preeminently highlighting the designers’ and content producers’ CoL.

As the systems are viewed as artifacts in ISD and the conceptions as the basic systems elements, first the related research issues in information science, educational science and cognitive psychology are reviewed. Then the research framework, research target and applied research methods are presented and framed, following a short summary of each research paper included. After the results and discussion, the conclusion ends this dissertation.

1.1 Information systems development

“Organizations are stable networks of transactions regulated over a period of relative stability by a set of contracts to govern transactions between their members.”
- Claudio Ciborra 1987

According to Claude Shannon (1916-2001) and Gregory Bateson (1904-1980), information is 1) that which reduces uncertainty (Shannon 1948) and 2) a difference which makes a difference (Bateson 2000, 457-459). As there are other definitions of information (Capurro & Hjortland 2003; Tuomi 1999; Mingers 1995; Boland 1987), information systems (IS, e.g. Checkland & Holwell 1998; Boland 1987; Land 1985) and information systems development (ISD, e.g. Avison & Fitzgerald 1995; Lyytinen 1987a), we start with one of them.

Lyytinen (1987a, 6) has explained the essential components of ISD. Thus, ISD can be seen as a change process taken on object systems (OS, before and after a change) in a set of environments (where a change takes place) by a development group (DG) to achieve or uphold some objectives (Welke 1983). The DG ensures that ISD takes place (Robey & Markus 1984). It sets common expectations as it sanctions, punishes and gives rewards. It consists of roles and positions filled by people. Objectives, which express intentions in ISD, have several features that must be kept in mind when studying the IS change. They can be as follows: a) implicitly imposed, for example, by the methods used, or explicitly agreed upon through an open negotiation, or superimposed by fiat, b) clear or vague (ill-defined), c) uni- or multifunctional and d) conflictual or
conformity. According to Klein (1984) these objectives relate general value-orientations and represent what one ought to do or what is good. OS consist of phenomena perceived by DG members. They identify a target of change. In general, there are several OS, which a DG can identify. Furthermore, OS are often related, so a change in one can induce a change in others. Members' perceptions of OS need not coincide. Therefore, identified OS can be partially overlapping, disjointed and even conflicting. OS can be further characterized by their context, underlying concept structure, representation form, ontology, and epistemology. Environment should be viewed as "webs of conditions and factors" which surround development processes (see Kling & Scacchi 1982). They exert influence on development activities, organization, outcomes, and so on. Environments include labor, economy, technology, application and external and normative environments. Change process is an event in which phenomena, that is objects, properties and their relationships in OS, come into being because of a DG’s deliberate action. It can be further characterized by its intentionality, intersubjectivity and uncertainty. ISD is intentional to the extent it reflects a planned change. It is based on developers' intentions to change OS towards desirable ends. The change process is founded on an intersubjective recognition of phenomena and on a common coordination of participant's actions. ISD is not an artificial adventure; it is always embedded in a social and cultural milieu. Uncertainty entails that the change process is not a deterministic one. Developers are often uncertain whether the planned intervention can be carried out, and whether the resulting OS will have the desired properties. In general, Lyytinen (1987b) distinguishes three types of uncertainty: means uncertainty, effect uncertainty and problem uncertainty.

The ISD components form a complicated web of social, technological and cultural phenomena. The components are not independent of each other, nor are they dependent. Rather, we can speak of a totality in which components' features are defined by their interactions with other components - they are, thus emergent. A detailed specification of one component is a case of a constrained choice: one component constrains our freedom to choose the others. For instance, identified OS are constrained largely by pursued objectives. Lyytinen (1987a) sees that people have viewpoints, which enable them to perceive OS, calling them OS contexts (Welke & Konsynski 1982). The notion of the OS context indicates the open-ended, situation-dependent and cyclical nature of IS intervention. OS can be represented in multiple ways. The chosen representation form depends primarily on the concept structure and its degree of accuracy and formality.
1.2 Information systems development challenges

“It is our contention that the major reason most information systems have failed is that we have ignored organizational behavior problems in the design and operation of computer-based information systems.”
- Henry C. Lucas Jr. (1975, 6)

Software development is a challenging focus for process modeling because of the creative problem solving involved in requirement analysis and design, and the team interactions coordination during a complex intellectual artifact development (Curtis et al. 1992, 75). Because the lack of relevant knowledge transferred from the system users to developers, the ISD research should examine (Joshi & Sarker 2003) the factors that impede the transfer of knowledge among these people (e.g. Jenkins & Johnson 1977).

The reasons for IS failures are several (e.g. Lyytinen & Hirschheim 1988; Bostrom & Heinen 1977; Lucas 1975) and it is difficult to pinpoint singular reasons. For example, reasons can be in ISD, in IS use or in both (Lyytinen 1987b). In ISD 1) goals can be too ambiguous, narrow or conflicting, 2) technology is restricting choices and contains a high risk of change, 3) economical foundations are missing and quality of calculations is poor, 4) development process lacks quality control and good communication among stakeholders, and analysts dominate, 5) organizational and behavioral issues are neglected, and 6) self-image is rationalistic. IS use 1) may be too difficult, because IS interface is awkward and IS is slow and unreliable, 2) data are incorrect, lacking relevance or is incomprehensible or is missing, 3) the wrong problem is solved, 4) IS use has negative impact on work, power shifts and job qualification changes, and 5) IS is too complex to understand, maintain, and use. For example in the ISD requirements analysis phase, systems designers are developing the system with requirements from earlier projects, environments and users (analysts dominate). The reasons could be in the ISD management as well, such as the raising project expenses caused by the cost of repair of errors and sometimes the rebuilding of the system. Within these cases, the systems design has already used resources and the produced system is found to be a failure or an experiment. According to Bostrom and Heinen (1977) the major reason for IS failures and problems is the way system designers view organizations, their members, and the function of an IS within them.

In addition, the designing of an IS is a moral problem because it puts one party, the system designer, in the position of imposing an order over another (Boland 1987). Failures are going to happen, because designers cannot design wide systems, which would support individual action in a way that the system would operate from an individual human perspective. Often a specification of requirements is a document that is given to a customer to be accepted. Knowledge from the customers is acquired by asking about their wishes concerning the system. The challenges in this approach are, for example, the statistical nature of the documents, a too general use of language (leading to
misunderstandings) and not enough details about the system in the document. This may lead to a situation where the actual developers get an "old" document where the requirements are described using general language. Other issues, such as finding current persons in charge, managing priority issues of the requirements (e.g. which is the most important) and understanding the state of the requirements (still valid, approved or scheduled) needs a searching and analysis of available information from a static document. One solution for this approach has been softwares that give developers access to automatically see users’ profiles and ISD managers’ requirements definitions. At the same time they can view the related business operations to gain an overview of what these requirements are for. This view can be shared with other ISD stakeholders, for example, with system testers. Also, when there is transparency, in the requirements inchoation, it decreases the workload of management and makes it easier to find the reasons for changes in requirements. Still there is a question that can systems be designed for a large group of people to use. Yes, if the basic human actions principles (like learning or using specific tools) from earlier systems can be used, especially in a new system. On the other hand, people are individuals with common and different aims and ways of action – It is a substantial challenge to design 100% suitable systems for a group of people.

IS are for supporting decisions and actions, but sometimes it is good to look around and notice what IS are used in the decision and action situations. Despite the IS challenges and failures, designers design systems for users, organizations and sometimes for themselves. According to Faulkner (1998), once organizations are using a particular piece of system, it is difficult for them to extricate themselves, especially if they are a large organization and the system is used throughout that organization (as being ‘locked into’ a particular system). The cost of retraining an entire staff, both in term of financial outlay and time, might well be prohibitive. Even where the cost in financial terms is not considerable, the task of retraining is not to be taken lightly: people do not like to scrap the skills they already have. Because the user perceives information from the system via its interface, the interface must reduce the trauma of learning and maximize the ease of transition from the existing system to the new system. (Faulkner 1998, 8).

The user affects the state of the system by manipulating the system controls (e.g. keyboard). Thus, the user and the system interact inside a user's physical environment and this physical environment has effects on the efficiency of the interaction and to the system operations. The impact of the user's internal actions to the system is minimal, compared to the systems effect on the user's internal actions in interaction. However, system developers’ impact to the system is greater than the systems effect on the system developers’ internal actions. Thus, when interacting with the environment, people form internal mental models of themselves, and the artifacts of technology with which they interact (Johnson & Henderson 2002; Ehrlich et al. 1996). That internal action depends heavily on the conceptualizations brought to a task (Norman 1982).
1.3 Learning management systems development

"I'm not a master. I'm a student-master, meaning that I have the knowledge of a master and the expertise of a master, but I'm still learning. So I'm a student-master. I don't believe in the word 'master.' I consider the master as such when they close the casket."
- Lee Jun-Fan (1940-1973)

Technology has become an important instrument in education, but the main concepts of the different disciplines are still seen as important to teach to the beginner (Bransford et al. 1999). When we use electrical devices like computers in education, those devices are ports or windows which we use to access, see and produce the information that we need and to interact with others. These human-made artifacts help us, for example, to communicate, learn, design, observe and create, thus to change the earlier mentioned equilibrium state.

Concerning educational technology, the interaction can be defined as an exchange of information, ideas and opinions between and among learners and teachers, usually occurring through technology with the aim of facilitating learning. In the 21st Century people are excited by the prospect of information networks, such as the Internet, for linking students around the globe into communities of learners (Bransford et al. 1999). However, each learner has a dynamic way of learning and can use different systems around to gain information. The information that a motivated learner can achieve from a distance, with the help of new technology, is beyond the curriculum.

The information in e-learning is offered through IS. Those many IS are named in many ways, here they are referred to only as LMS, as IS have the purpose of facilitating and supporting learning. Also the principles of ISD are considered to cover some issues in LMSD.

1.3.1 Background of LMS

In the 19th Century, there were no computers or LMS (Bransford et al. 1999). And long before that, information was passed onto others via familiar communication, like gestures, speech, and paintings and further with the help of writings. The living environment of the human being, consisting of different perceivable issues such as flowers, animals, people and rocks, was the real learning environment. People who had more knowledge and wisdom than others were heard, respected or even feared if they possessed a type of knowledge that was needed, for example, to know when to sow a field. These people were called by different names, for example, shamans or masters.

Although the term ‘distance education’ originates beyond the time the first computers were made and used (e.g. Edelson & Pittman 2001). Ancient people could hardly talk about distance education in the way it is currently understood. Although aboriginals, for example, had for a long time an interesting “LMS” (Kearins 1981), which have remarkable similarities to
internet-based learning and how scientific research work is done. Aboriginals used the nature around them to pass the information onto their followers such as their children. There were traditional trails, which could be followed to learn something about their culture and of course about nature. These learning paths were once traveled by their ancestors and were their teachers of everyday things essential for surviving. Each traveler left their "footprints" on these trails, increasing the information passed onto the next traveler. Just as current 'explorers', like children, use the Internet to gather information and leave traces of their actions. Or the manner in which researchers search for information from the vast space of information.

What was common to earlier interaction situations was that people were in a place, for example, hunters communicated while they were on hunting trips. People had ceremonies where certain information was passed onto younger generations e.g. Hopi-Indians Kivas (e.g. Loftin 1994). Thus, learning was mostly social interaction happening in a certain space and situation. Although people had their own perception of things, what was taught by the masters, what was heard and especially seen, was believed mostly to be true. Knowing something essential to survival was considered to be of great value, and people wanted to survive. There was a need to learn certain skills and gain knowledge, as it obviously still is. To gain this valuable knowledge, people went to a certain place to learn, and in that place, masters chose to teach those who wanted and who had the abilities to learn.

When societies developed, the value of saving and sharing knowledge was realized. The gathered knowledge needed to be transferred to other people in the society to sustain and to develop those societies. Society needed educated people to enhance their living conditions such as better workers. For example, in the Industrial age, the increase of specialized people for specialized work (e.g. for conveyor belt) was emphasized. Finally, learners (students) were educated in defined educational spaces (classrooms), where there were teachers who knew the issues that needed to be learned. (e.g. Bransford et al. 1999) Students traveled and gathered to hear those teachings considered to be important and valuable. Passing the core subjects (reading, writing, and calculating) was essential for students to socially improve themselves and to gain more knowledge. And according to (Edelson & Pittman 2001) already in 1885, William Harper (1856-1906) said:

"The day is coming when the work done by correspondence will be greater in amount than that done in the classrooms of our academies and colleges"

By the end of 19th century, when communication and increased speed of transferring information across the world became possible, people did not need to travel far to learn from others. They could communicate with their teachers by correspondence and later via telephones. And more was coming. After WWII, Vannevar Bush (1890-1974) already predicted the future device for human assistance (1945, 6):
“Consider a future device for individual use, which is a sort of mechanized private file and library...in which an individual stores all his books, records, and communications, and which is mechanized so that it may be consulted with exceeding speed and flexibility. It is an enlarged intimate supplement to his memory.”

After the electronic devices increased and people started to learn to use them, the amount of information "exploded". Lyman and Varian (2003) estimated that in 2002 there were roughly 800 MB of recorded information produced per person each year. For relevance, it would take about nine meters of books to store the equivalent of 800 MB of information on paper. In addition, the information flow (radio and television broadcasting, telephone calls and internet) via communication devices was increasing (in 2002: 17.7 exabytes).

With the help of digital technology, people are now creating virtual words and communities where people can virtually participate and learn. These virtual realities are artificial spaces, which look increasingly real. With the new technologies, information can be added into the physical environments (e.g. Tennenhouse 2000), thus combining virtual objects into physical environment, by immersive reality and ubiquitous computing (Gemmell et al. 2003). For example, an interactive pedagogical agent supporting or acting as a supplement to human instruction (Doswell 2004) brings a new participator to e-learning.

In general, artificial intelligence as in the form of an interactive pedagogical agent and LMS can be a great assistance in education by providing the framework for motivated, problem-based learning (Norman 2004). LMS can provide simulated worlds in which students can explore problems in different disciplines and science. In a virtual reality, intelligent pedagogical agents can evaluate the learner’s understanding throughout the interaction, not moving on to more sophisticated concepts until it is clear the learner has a good understanding of the basics. Then the student is encouraged to step forward. Thus, intelligent pedagogical agents motivate students by prompting them to interact by asking questions, offering encouragement and giving feedback. While intelligent pedagogical agents cannot equal a skilled human teacher’s attention and power, they can allow that same teacher to reach more students. They can offer a form of personalized instruction and add meaning to the vast amount of formless information available to learners on the web. For example, in a virtual learning environment, the virtual room is just as empty and abstract as a real room, but with intelligent pedagogical agents as active participators, and with other virtual objects, students can form spatial structures. However, as Harper (1885), according to Edelson and Pittman (2001, 10), well noticed about study guides, the aim is not to replace teachers or the natural environment with an artificial:

“...not a substitute for the professor, but only for his or her physical presence. A good study guide extends an instructor’s style, point of view, and to some extent, personality to students never met in person. At the same time, it should also reflect the instructor’s standards, degree of rigor, and determination to make the course worthwhile.”
1.3.2 Stakeholders’ roles

“…I can show some really fancy movement. But to experience oneself honestly, not lying to oneself, and to express myself honestly, now that, my friend, is very hard to do”

– Lee Jun-Fan in the Pierre Berton Show (1971)

LMSD is considered in this research as consisting of design, content development, delivery and maintenance, LMS use and management, and marketing phases. Designing has been understood as a process of converting information originally presented in the form of requirements into the form of specifications (Hubka & Eder 1987). The design process is understood here as a sub-process of the development process; for example, as in the theory of software process improvement and capability determination, SPICE (El Emam et al. 1998). Before we concentrate on the four roles selected as essential for LMSD, we first briefly discuss the roles that people have and describe the roles that stakeholders involved in LMSD may have.

Thus, people have roles, although they are not all paid actors. Curtis et al. (1992) summarize role as a coherent set of process elements to be assigned to an agent as a unit of functional responsibility. An agent is defined as an actor (human or machine) who performs a process element. Artifact is a product created or modified by this process element enactment.

During a single day a person might occupy several roles, such as that of a parent, driver, manager or customer. In the theory of roles (Moreno 1961), one’s persona is seen as a band of roles, thus as a system of role groups. Individual’s role contains thoughts, emotions and ways of actions. As noted, roles are also situated into context, time, other people and objects. When a role emerges, it can be seen as creative action, but it can also prevent people’s creativity if they are systematically stuck in only one role. Fortunately human roles develop through life and people omit roles and accept new ones. In addition, more roles enhance adaptability and purposefulness in different situations.

For clarification and identification, roles can be classified (cf. Moreno 1961) into psychosomatic (physical needs e.g. sleeper), psychical (cognitive needs e.g. survivor), social (context needs e.g. student) and spiritual (ethical and mental needs e.g. artist). Especially social roles are namely agreements between people, sometimes presented with detailed descriptions in documents. Roles also have similarities with other classifications like archetypes. In stories, arts, literature, religions, mythologies, and in dreams, archetypes are used to express the human being and human development (Pearson 1991). Pearson uses twelve archetypes to present the development of identity in three steps (preparation, journey and return). Each step symbolizes the identity’s maturation from an ego through to a soul and contains an individual development story. For example, in the first step, in the preparation, archetypes related to one’s family

---

10 From L. *rotula*, meaning in ancient creek roll, where actor’s speech was written (Harper 2001).

11 A set of partially ordered steps intended to reach a goal (Humbrey & Feiler 1992).
are studied. When a person understands the connections to one’s inner child and inner parent (realization of ego), a person is ready for the next step, for the journey. Within the journey, a person finds a deeper connection to self - and “lets go of the old and creates something new” (realization of the soul). After the journey, a person returns home and finds their identity and harmony in life (realization of self). Clearly, archetypes present abstract delineation of human development, but can be used for studying different roles.

There are many possibilities to developing online courses, but when there is a need to develop new LMSs including courses, an organization typically first establishes a project team. Depending on the project size, this phase, before actual course content production, gathers organizations decision-makers together; directors of responsible organization, project managers, business managers, consultant, programmers, system administrators, interface designers and many other possible experts. Members of this project group may be the members of the developing organization, hired for the project or external members providing their resources when needed. Also, in a small or a medium sized project, members will be able to perform multiple roles and sometimes organizations might have only one stakeholder involved in LMSD.

Khan (2004) describes e-learning’s P3 model, which helps to identify the roles and responsibilities for the design, development, evaluation, implementation, and management of e-learning and blended learning materials and systems. The P3 model contains two major phases with sub-phases, when a team is producing e-learning materials: (1) content development (planning, design, production, and evaluation) and (2) content delivery and maintenance (delivery, maintenance, instruction and marketing). In comparison, Sage (1995) defines three primary systems engineering life cycle phases (system definition, system development, system deployment) and the primary information flow as: definition → development → deployment.

In Table 1, roles related to the LMSD phases are positioned with adding the phase of establishing the project group as an initial definition phase of LMS. It is not necessary to consider these phases as following each other in strict order; instead one could consider them as supplementing each other when necessary. For example, content development could be outsourced to another organization, or marketing can happen during the continuous LMS development. Moreover if we consider the general baselines12 identified in systems development, such as user requirements baseline, system specifications baseline, functional baseline, allocated baseline or product baseline (Sage 1995, 7), people can have several roles within LMSD. Thus, some roles are relevant to specific phases, for example, the instructional designer is involved during the content development, whereas services from technical persons (e.g. system administrator) are mostly needed during the content delivery, maintenance and instruction phases. Note that all the roles described are not strictly necessary in small LMSD projects.

---
12 Reference points in the system’s lifecycle, where important configuration features are defined in detail (Sage 1995, 7).
TABLE 1  Emerging roles in different phases of LMSD

<table>
<thead>
<tr>
<th>LMSD</th>
<th>LMS Content development</th>
<th>LMS/Content delivery</th>
<th>LMS/Content management</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Start phase</strong></td>
<td><strong>Planning</strong></td>
<td><strong>Design</strong></td>
<td><strong>Production</strong></td>
</tr>
<tr>
<td>System admin</td>
<td>System admin</td>
<td>System admin</td>
<td>System admin</td>
</tr>
<tr>
<td>Instructional designer</td>
<td>Instructional designer</td>
<td>Instructional designer</td>
<td></td>
</tr>
<tr>
<td>R&amp;D coordinator</td>
<td>R&amp;D coordinator</td>
<td>Production coordinator</td>
<td></td>
</tr>
<tr>
<td>Consultant</td>
<td>Consultant</td>
<td>Editor</td>
<td>Webmaster</td>
</tr>
<tr>
<td>Business developer</td>
<td>Business developer</td>
<td>Course integrator</td>
<td>Counselor</td>
</tr>
<tr>
<td>Interface designer</td>
<td>Interface designer</td>
<td>Evaluation specialist</td>
<td>Librarian</td>
</tr>
<tr>
<td>Marketing</td>
<td></td>
<td></td>
<td>Customer servant</td>
</tr>
<tr>
<td>Database programmer</td>
<td>Photo/Video grapher</td>
<td>Database programmer</td>
<td>Consultant</td>
</tr>
<tr>
<td>Server programmer</td>
<td>Multimedia developer</td>
<td>Server programmer</td>
<td>Recruiter</td>
</tr>
<tr>
<td>Copyright coordinator</td>
<td>Quality assurance</td>
<td>Discussion moderator</td>
<td>Registration person</td>
</tr>
<tr>
<td>Student</td>
<td>Student</td>
<td>Teacher</td>
<td>Tutor</td>
</tr>
</tbody>
</table>

In this research, roles like designer, content producer, teacher and user are used to present the basic social and task related roles as stakeholders involved in LMSD. As roles emerge in social situations, roles can be used to define groups of individuals as in requirement analysis. However, when speaking of roles as system for interaction, roles as internal structure are not emphasized. Furthermore, when describing a certain role’s conceptions, we are not speaking of a certain individual’s personal conception. Instead, we are speaking of a certain group of people, who have similarities in their personal accounts. As roles are developed or not used, the time and the context where they are presented need to be acknowledged also. Due to the evolving nature of conceptions as well as human roles, this research is mainly an old story about designers and content producers, and their CoL in the LMSD. We consider also two other actors: teacher and user. In this research the designer role is a role familiar in the LSMD and the content development phase, whereas the content producer role is more familiar in the content development, and delivery and maintenance phase. The teacher role is more present in the delivery and maintenance phase and in the instruction phase. The student role is more or less involved in the content production (more in Articles 2 and 3), evaluation and delivery phases.

Thus, when we need some new product, the designer’s job is to identify, what the new product could be, and to create something that will satisfy the
requirements (Eteläpelto 1998). Schön (1987) sees designing as making, which involves complexity and synthesis. This means that unlike analysts or critics, designers put things together and bring new things into being; in so doing they deal with many variables and constraints, some initially known and some discovered through the design process (Eteläpelto 1998). All human constructive and creative activity can be perceived as design, for example, artists are clearly designers since they create artifacts like songs and paintings. Design can be seen as a cognitive process characteristic for all humans as noted in general and cognitive psychology (Goel & Pirolli 1992; Miller et al. 1960). The products of this cognitive process are external representations and present how things could be put together presenting, for instance, possible futures. Nevertheless designers are not always able to explain why they do what they do (Russo & Stolterman 2000, 321). The designer has to decide what knowledge to include into the design object and how to represent it to the user (Hannafin 1993; Häkkinen 1996). This knowledge is based on the information designers have gathered and thus depends on the designers’ information management skills. The connection (quality) between information management and design of an artifact is clear, if we consider the designer as an architect who creates plans to be used in making something, for example, buildings, or LMS. Thus, designer designs based on the existing knowledge and discourse with other specialists (e.g. with a pedagogical specialist). In general, design and development are activities, which involve the goal-setting and constructive aspects of the distinctively human mind (Eteläpelto 1998). In designing and developing a new product, designers set themselves original goals and novel ideas as guides for the future; in so doing they engage in an intentional activity which can affect our environmental and social conditions. This implies that designers have to integrate a normative component into their activity when they define the goals and objectives entailed by their task (Eteläpelto 1998).

Producers can be defined as people who manufacture something, thus content for others to use. In e-learning, content producers are the people and organizations that produce learning materials (Horton & Horton 2003). These products are defined more precisely as learning objects, self-contained, reusable modules with metadata (Hodgins et al. 2002) for education or training. The content production is emphasized here, because it should foster content creation and development, supporting structural and incremental development and reusability of the resulting materials (suitable learning objects), and furthermore, the development of the information society (e.g. Catenazzi & Sommaruga 2002). The learning content can be exercises, simulations, questionnaires, diagrams, figures, graphs, indexes, slides, tables, narrative texts, exams, experiments, problems statements, self-assessments or lectures. This learning content can be a combination of static documents or other learning materials (Tyrväinen et al. 2003), such as webpages, educational applications, audio, images, messages, models, multipart, text and video, as well as, the links between content. This content may also be user created and changed documents. Learning content in LMs has additionally text, hypertext, hypermedia, links and discussion boards to increase interaction among content.
Thus, it is important to acknowledge the source for this content, the maker of this content, because the content producer is also involved in the interactions in LMSD. Although, content producers have a wide range production area (Table 1), they need a good component classification. Component classification comes from the designer, who has a more abstract view of needed components and LMS. As the designer gives a sketch of what could be and how, the content producer carries out the implementation with the help of the designer, for example, according to a design plan. From one point of view, the learning content can also work as a boundary object (Star & Griesemer 1989), like boundary actors (Koskinen & Pirinen 2007), offering constant focus, surrounded by discussion.

The teacher is a specialist of the context where the LMS is going to be used (e.g. school), and acts as a mediator between use and the design in LMSD. The traditional view of learning, which involves interaction with teacher, supervisor or with someone who has the required knowledge still has a place in e-learning. Someone is needed to direct the required knowledge to the user. Thus, the student is the planned user of the environment and the teaching via network becomes more supervised, the teacher’s role changes more to that of supervisor, trainer, tutor, mentor, facilitator or coach (Vainionpää 2006).

This presented description of roles in the development is a general approach. However, obviously one actor, for example, the teacher can have the same characteristic as the designer, because sometimes the teacher can act as a designer (Kilpinen 2004). In certain situations the designer and content producer could be the same person, but in most LMSD, there is more than one person working together. Thus, one individual may hold many roles and a role may be assigned to several individuals (Curtis et al. 1992). All actors have their own CoL. Next, the interactions in LMSD are described.

**1.3.3 Interactions**

There can be many persons involved with different and similar conceptions in the LMSD (Häkkinen 1996, 2002; Isomäki & Häkkinen 2001). People involved in the development process, an organized or nonorganized DG, interact with each other and represent originating from their conceptions. In the Häkkinen’s (1996, 43) original perspective, there were three separated roles interacting in the development and use of LMS (designer, teacher and student). In this research perspective, as the LMS combine various media and those media are the content of these environments, a content producer was included as an addition.

In relation to the presented perspective, there are also three assumptions concerning the roles in LMSD. First there is the weak interaction. According to earlier research (Häkkinen 1996), the interaction between designer and teacher is not as direct as it could be. The second assumption contributes to the first assumption, assuming there are mixed and overlapping roles. For example, the teacher or user (explorative learning) can be the designer or the content producer (e.g. Collins 2001; Kilpinen 2004; Hakkarainen et al. 1999). The third
assumption is that in LMSD there might be more roles that are not yet strongly present, but that will occur during the process (Khan 2001). Furthermore, LMS can be seen as being an instrument enriching the interaction between the teacher and the student (Kilpinen 2004). As four roles were separated, there can be more than four actors playing those roles. In this perspective, four roles are considered rather than several actors.

The design of educational software is based on innumerable decisions that are not necessarily rational, but derived from earlier experiences of designing educational software (Häkkinen 1996). The models, which are derived from these earlier experiences, might often reflect more than formal design methods, and they also reflect learning conceptualization. Hence, the subjective CoL influences the design. When designing LMS, the designers should consider the users’ CoL (Joyce & Weil 1986). The possibility that their CoL could be understood from knowing theories of learning or using different learning models is considered to be useful. Also designers have their own CoL that are developed during life, as is their experience of the subject matter. Like users, designers and content producers have their own CoL. This has not yet been studied, perhaps because the field of e-learning is rather broad in scope. However, before these CoL can be studied one needs to understand what is meant by CoL.

### 1.4 Conceptions of learning

"I fear not the man who has practiced 10,000 kicks once, but I fear the man who has practiced one kick 10,000 times"


"He doesn’t have 20 years of experience, but one year repeated 20 times"


As Wittgenstein (1958) has said the meaning of a word is its use in the language. In this chapter, the term ‘conception of learning’ is explained to present the nature of the phenomena under this research. First, we look at the terms ‘conception’ and ‘learning’ from the semantic perspective. Then through current knowledge on perception and memory from the perspective of cognitive psychology we give an overview of the meaning for the term ‘conception of learning’. Also the notion of a ‘Hebbian synapse’, central to modern neuroscience is discussed as a basis to understanding the physical base for conception of learning. Hebb (1949) believed that this central brain organization was essential to human mental experience.

In addition, just as Lytinen (1987a) discusses representation forms enabled by language as important parts of object systems, we are also interested in representations when studying the conceptions. We think that conceptions serve as the basis for any artifact development and, especially in ISD, related
conceptions should be acknowledged. As science closely links human memory and learning, it is important to consider people’s conceptions of learning, if effective human-computer systems are to be constructed. The computer does not suffer from memory decay in the same way as the human user does, so it can reasonably be expected to recall things that human beings would find difficult to remember. (Faulkner 1998, 47)

1.4.1 Learning and conception

The use of word conception has entailed different meanings throughout history. The word ‘conception’ can refer to more than one meaning in different contexts (Table 2), mostly to the meaning of ‘idea’ or to ‘fertilization’ (cf. Webster 1913; Merriam-Webster Online dictionary. 2007).

<table>
<thead>
<tr>
<th>Related word</th>
<th>Description of meaning</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concept, construct</td>
<td>An abstract or general idea inferred or derived from specific instances. A complex product of abstract or reflective thinking. The power or faculty of apprehending of forming an idea in the mind; the power of recalling a past sensation or perception.</td>
<td>“Under the article of conception, I shall confine myself to that faculty whose province it is to enable us to form a notion of our past sensations, or of the objects of sense that we have formerly perceived.” – Stuart (Webster 1913)</td>
</tr>
<tr>
<td>Fertilization</td>
<td>Fertilization of an ovum by a spermatozoon. The act of conceiving in the womb; an embryonic animal life initiation (pregnancy).</td>
<td>“I will greatly multiply the sorrow and the conception.” – Genesis 3:16 (Webster 1913; cf. Anon 2001)</td>
</tr>
<tr>
<td>Creation</td>
<td>The event that occurred at the beginning of something.</td>
<td>“Joy had the like conception in our eyes.” – Shakespeare (2000a).</td>
</tr>
<tr>
<td>Invention, innovation, excogitation, design</td>
<td>The creation, originating of something in the mind. The product of a rational belief or judgment. The capacity, function, or process of forming or understanding ideas or abstractions or their symbols. Person’s ideas and beliefs concerning something.</td>
<td>“Note this dangerous conception.” – Shakespeare (2000b).</td>
</tr>
</tbody>
</table>

In philosophy (Mill 2007, orig. 1868b), the term ‘conception’ is applied to a general idea derived from and considered apart from the particulars observed by the senses. The mental process by which this idea is obtained is called abstraction. For example, when comparing several cars, the mind abstracts a certain common quality or qualities in virtue of which the mind affirms the general idea of car. Thus the term ‘car connotation’ being those qualities of which all cars are regarded as alike, whatever their individual peculiarities may be, is described as a concept. Or as Mill (2007, orig. 1868a, 42) explains it:

13 The word concipere is originally mean as “to take in and hold” and originally meant “take (seed) into the womb”, thus become pregnant. The sense of “take into the mind” is from ca 1340. (Harper 2001).
“But here, in stead of only one, we find two distinct objects of conception: the sun is one object; existence is another. Let it not be said that this second conception, existence, is involved in the first; for the sun may be conceived as no longer existing. ‘The sun’ does not convey all the meaning that is conveyed by ‘the sun exists’.

The psychic process by which a concept is affirmed is called conception, a term which is often loosely used in a concrete sense for concept itself. It is also used even more loosely as synonymous in the widest sense with idea, notion. Strictly speaking, however, it is contrasted with perception, and implies the mental reconstruction and combination of sense given data. Thus when one carries one’s thoughts back to a series of events, one constructs a psychic whole made up of parts which take definite shape and character by their mutual interrelations. This process is called conceptual synthesis, the possibility of which is a necessity for the exchange of information by speech and writing. This (common) psychological interpretation of conception differs from the metaphysical or general philosophical definition given above, as it includes mental presentations in which the universal is not specifically distinguished from the particulars. Some psychologists prefer to restrict the term to the narrower use, which excludes all mental states in which particulars are cognized, even though the universal might also be present.

Learning14, as another abstract word, refers to receiving instruction or acquiring knowledge action; especially in psychology, a process which leads to behavior modification or to the new abilities or responses acquisition, which is additional to natural development by growth or maturation. The theory attempting to account for the process of learning is called learning theory and some discussion about learning theories is needed to have an overlook of earlier research about learning.

There are many different learning theories and because there is much literature about learning theories they can be seen as rivals, situational and overlapping. The following review of learning theories is not exhaustive, but its purpose is to show that much work is needed before it is possible to compare different learning theories. As cognitive psychology investigates humans’ mental functions (Thagard 1996), that is, how the human being adapts to their environment, processes knowledge and learns, this discussion about learning theories is more psychological than pedagogical. Eysenck and Keane (2000) define central cognitive actions as consisting of perception, attention, learning, memory, language, emotion, concept formation and thinking. For example, psychologists recognize two forms of learning in adults which normally go together: explicit and procedural learning (Posner & Raichle 1994, 197). Explicit learning is marked by the ability to report verbally what has been learned as a new fact. This form of learning is associated with the executive attention system operation. If subjects are distracted while they learn, they show a marked reduction in their ability to recall things explicitly. In procedural learning, people learn to perform a skill, but are unable afterward to describe the experience of learning it. And learning is much less affected by distraction.

14 From L. līra (furrow, track) (Harper 2001).
In the past, research in (cognitive) psychology has been the source of most of the concepts that are used in theories of learning. Although such thinkers as Amos Comenius (1562-1670) and Johann Heinrich Pestalozzi (1746-1827) had emphasized the information acquired via perception much earlier (Vainionpää 2006). For example, in constructivism, the concepts describing learning are based on influences from studies from the period of cognitive orientation, such as Piaget (1971). However, from 1950 to 1960 research on learning was dominated by the behaviorist tendency. Although this tendency began in the early 1910s, its influences are still to be seen in the learning materials used in school today. John B. Watson (1878-1958) has been said to be the founder of behaviorism (Watson 1913). However, Edward Lee Thorndike (1874-1949) has been considered to be the father of the psychology of learning and has influenced the development of behaviorism (e.g. Thorndike 1913). Behaviorism is also known as the objectivist model of learning and is mostly based on Skinner’s (1953) stimulus-response theory. To simplify, the goal of teaching is to facilitate the transfer of knowledge from the expert to the learner. Although the objectivism may be the most appropriate model in some contexts and many different theories of behaviorism exist (Jonassen 1993), models challenging objectivism have emerged, from cognitive learning theory to the later developed constructivism. Constructivism denies the existence of an external reality independent of each individual’s mind (e.g. Raskin 2002). The learner creates knowledge of their own. The mind produces its own unique conceptions of events. Each reality thus constructed is different, based on learners’ experiences and biases. More moderate constructivists do not preclude the possibility there may be an objective world, assuming instead that each individual constructs their own image of the objective world (Yarusso 1992).

From the beginning of the 1960s, the focus of learning research shifted to humans’ (learners’) inner functions, such as their learning processes, learning strategies and cognitive structures and operations.

The cognitive information-processing (IP) theory is another extension of the constructivist model, focusing on the cognitive processes used in learning. The cognitive conception of learning emphasizes that learning is active and creative work done by the learner. The learner interprets observations and new information based on their earlier information and experience, in other words with the help of inner functions or models (schemata). The learner takes more responsibility for their learning, while the teacher becomes a guide rather than merely dispensing information. While the IP theory is an extension of constructivism (e.g. Lehtinen et al. 1989), the sociocultural theory is both an extension of constructivism and a reaction against some of its assumptions. Learning and knowledge are situated in their historical and cultural contexts rather being seen as the mere formation of abstract concepts (Piaget 1971) to represent reality. The major implication of socioculturalism (e.g. Lave and Wenger 1991) is that students should participate on their own terms.

Recent learning theories include constructivism (Bruner 1966), socially shared cognition (Resnick et al. 1991), sociocultural theory (Rogoff 1990), social development theory (Vygotsky 1978) and situated learning (Lave 1988).
Expansive learning (Engeström 1987) and explorative learning (Hakkarainen et al. 1999) are other approaches currently being discussed. Also metacognitive skills are seen as important assets in learning, for example, when learners themselves are directing their e-learning. Nevertheless, no particular theory has yet been accepted as the best approach, as the most significant theory or model of learning, perhaps because this lies in conceptions of the human being. As the human being is always in a state of development, their conceptions are transient, changing dynamically and turning into new conceptions. Thus, CoLs are evolving all the time and new theories are going to arise. However, this discussion about dynamic learning theories will be continued elsewhere because research on learning is a rapidly and constantly developing area of education. Instead we next look more deeply into the physical part of learning.

1.4.2 Learning and perception

The psychological theory of learning emphasizes the only condition necessary for stimuli and responses association: a close temporal relationship between them. It holds that learning will occur regardless of whether reinforcement is given, as long as the conditioned stimulus and the response occur together. The perceptual process can be separated into seven steps (Goldstein 1999, 2): distal stimulus, proximal stimulus, transduction, neural processing, perception, recognition and action. In the perceptual cycle action precedes proximal stimulus. Thus the process of perception is changing the dynamic process.

In vision, the distal stimulus is a stimulus from the environment, for example, an object. Proximal stimulus is an image on the receptors (retina) that line the back of the brain. Transduction is the light of the proximal stimulus transformation into electrical signals. Neural processing is the operation that transforms the electrical signals in the networks of the neuron, and perception is created by a flow of signals through nerve pathways. Recognition is an ability to place that object in our vision in a category that gives it meaning, and action follows perception and recognition. The seeing of objects involves many sources of information beyond those meeting the eye when we look at an object. It involves knowledge of the object derived from previous experience, and this experience is not limited to vision, but may include the other senses: touch, taste, smell, hearing and perhaps also temperature or pain.

The operation of all the senses is governed by similar underlying principles, for example, the skin and the retina. There are center-surround receptive fields on the retina and center-surround receptive fields on the skin (Goldstein 1999, 301). Even though the perceptual process may be complex,

---

15 Light (electromagnetical wave) perceived by a human can be 397-723 nm in length. The light which is perceived can be from a direct source or from reflecting and folding planes. It contains information about the object’s size, color, distance and position among other objects.

16 Humans have over 100 million rods and over 5 million cones. It only requires one photon per receptor cell (rod or cone) to ignite transduction. The minimum intensity of light required is 1 candelas and the maximum is \(10^{12}\) candelas.
different mechanisms of perception can be categorized into four categories (e.g. Gazzaniga et al. 2002): 1) Vision, consisting of visual qualities like color, form, depth, size, and movement, 2) Hearing, containing recognition of pitch, localizing sounds in speech and perceiving speech, 3) Cutaneous senses, consisting of the perception of touch, pain and temperature and 4) Chemical senses, consisting of the function of taste and smell. There is also in some sense, the somasensory system, which includes, for example, proprioception and kinesthesia (sense of position and movements of limbs). This could be also considered as one mechanism of perception.

1.4.3 Learning and memory

“You have to begin to lose your memory, if only in bits and pieces, to realize that memory is what makes our lives. Life without memory is no life at all...Our memory is our coherence, our reason, our feeling, even our action. Without it, we are nothing.”

-Juan Luis Buñuel (1900-1983).

Memory, here as a concept, is used to describe the ability of an organism or artifact to record (coding, consolidation), store (maintenance of memories) and restore (search, managing cognitive actions) information within the brain. To provide some perspective, Landauer (1986) estimated that people take in and remember only about a byte in a second, but they read about 3 to 5 words a second that is about 600 KBytes or 300 pages a day within 8 hours (36600 s).

The brain itself is the part of the central nervous system that includes all the higher nervous centers and contains approximately 10 billion nerve cells. From the current cognitive science perspective (e.g. Eysenck & Keane 2000), learning and memory are considered to be based on the chemical and neurological changes in the brain. One important microlevel phenomenon in brains for learning is the synaptic strengthening produced by long-term potentiation (Gazzaniga et al. 2002). It is found and shown within the hippocampus that, the postsynaptic response is stronger if the presynaptic stimulation is recurrent and if the brains theta-frequency activity is 4-6 Hz. This means that the information is well stored into the memory, or described as terms of successful learning. Thus, repetition with a certain brain frequency activity has effects on the connections between human neurons, thus on our memory. As memory is the most central cognitive function (or skill) for human action, there would be no learning without the memory. However learning is not the same as having memory, because learning changes the content in memory. And, by observing behavioral and neurophysiological changes it is possible to study learning, but memory is cognitive level phenomenon.

The architecture of the memory is considered to consist of a working memory (short-term memory, STM) and a long-term memory (LTM) (Gazzaniga et al. 2002). The sensory memory connects the perception and the memory together by keeping the sensory information as long as (est. 0,5-5,0 s) a human can interpret it in STM. This process contains modal-specific coding, and the capacity to deal with different information is high (content of the
perceptual area). Working memory consists of three separate parts (Baddeley’s 2000): central executive, visuospatial sketchpad (working with visual semantics), episodic buffer (episodic LTM) and phonological loop (keeping language content in STM). The central executive manages resources allocation, recording information to the LTM and retrieval information from the LTM according to the meaning of the content and the aims. The working memory is the only memory part which we can self-observe (consciousness) and the capacity of the working memory is limited. Information can be kept (3-7 chunks\(^{17}\)) in the working memory as long as we are working with that information (usually 10-30s). If the information is not repeated or practiced, it will not be transferred to the long-term memory. Coding is based on the information validation from the sensory memory content, managed by a state of attention or awareness. Moreover, that information is connected to the information in the long-term memory. This is also called chunking. As described earlier, the LTM is used to give meanings and explanations to our actions. It is the space for that information (skills, memories), which is not used constantly, but is needed to understand the present. The LTM is believed to have no limits and the information which is once stored into the LTM stays there as long as the brain is functioning well (Gazzaniga et al. 2002). However, we are not conscious of the information in the LTM, until that information is retrieved into the STM. The architecture of the LTM consists of episodic memory, (life events, stories: what, when and how it happened) and datamemory (facts, data, associations). According to schema-theory, the information in the LTM is organized according to schemata (internal models). We form internal models from the phenomena of our environment. These internal models are not copies of the phenomena, but interpretations which will aim at the perception (apperception) and processing of new information. The important issues for us will be emphasized and not so important issues will get less attention. Thus, the interest will guide the formation of internal models.

The endeavor to understand things, to find meaning, is central to the function of our memory. Learning is effective when internal models are continuously improved upon and when there is easy retrieval of that model (well structured and condensed) into the STM. This will happen when information is actively and continuously organized and processed. Most probably the effective memory consists of well organized internal models, meaning physiologically probably well connected neuron cells. Thus, memorizing would be reconstructive, continuous and creative action within the brain and learning as a continuous journey of changes into our mind and to our world view, not yet fully understood (e.g., Patterson 2007). For example, Gazzaniga et al (2002) suggested that education should be about discovering what a given person’s brain allows them to learn and then concentrating their learning in the areas of strength. And, this discovering would be personal as the anatomy of the human brain sometimes differs from one person to the next, for

\(^{17}\) units of meaning (Miller 1956).
example, in the distance between the locations of the same functional area (Posner & Raichle 1994, 232).

But, one could overstate the idea that the brain prepares us for talents in different directions, thus envisaging a cognitive neuroscience of the future, where one is able to discover the latent talents in different brains. One could then design the educational experience that would enable individuals to best develop those talents. However, if those people want to do many other things, it is questionable if they can be experts. Research in these areas emphasize the long period of training necessary to become an expert in some domain, suggesting that great expertise is available to anyone who is willing to obtain the appropriately elaborate memory store (Posner & Raichle 1994). This view that everything rests on training, is in opposition to the view that everything rests upon the initial structure of the brain. In the latter case, those people become multi-experts who hold discussions with different super-experts. On the other hand, if just experts are wanted, then some expert-clones, robots, or cyborgs should be produced, because they could be designed to have faster information processing and retrieving capabilities.

1.4.4 Conceptions, thoughts and mental representations

Mental representations are the internal systems of information used in perception, language, reasoning, problem solving, and other cognitive activities (Billman 1998, 650). In 1949, Donald O. Hebb (1904-1985) presented an exciting integration of mental and brain processes. Hebb provided the first testable theory of how neural circuits might support mental processes such as attention and memory (Posner & Raichle 1994, 6). The main point in Hebb's theorizing was "cell assemblies," an idea that remains a major conceptual force in theories of brain functions. The thought was that any frequently repeated simulation would lead to a structure development consisting of neurons acting together as a closed system. However this closed system was scattered, thus the neurons in a cell assembly were not located in a single place, but scattered throughout the brain. Hebb also argued that mental representations of perceptual experiences could be built up based upon these cell assemblies' actions. For example, the mental representation of a triangle was made up of multiple cell assemblies each concerned with a different element of the triangle. Different elements of triangle could be derived from successive visual fixations of the triangle's vertices and different cell assemblies would represent different views of the triangle. Consequently, the neurons in a cell assembly were able to act together because of changes in the synapses between them.

However, information from multiple assemblies would have to be coordinated for a unified perception to occur, much like polling the views of people standing at different positions around a dog. Hebb postulated a hierarchical structure of cell assemblies, because of this need for information coordination (Posner & Raichle 1994, 6). The Hebb conception was that the cell assemblies at the bottom of the hierarchy might respond to individual parts of
perceived object, and the higher-level assemblies to the complete figure of object. Eventually, through a learning process affecting the strength of connections among the cells of various assemblies, a mental image, mental representation, might be built in the brain that was independent of any particular external experience. After formation, a network of cell assemblies would respond to a wide range of objects similar to the perceived object, varying size and shape.

According to Posner and Raichle (1994) later in the 1950s and 1960s scientific work confirmed that there is a specific region of the brain specialized in processing information from each of the visual, auditory and other senses. For example, light reflecting off a target strikes the cells of the retina, which transmit a signal to the primary visual area (retina) at the back of the brain (Posner & Raichle 1994, 9). Cells specialized to detect lines of the same angles as those on the target will fire rapidly, producing more vertical lines, or "spikes", in an electrical recording. And, cells specialized for lines of other orientations will fire only occasionally (few spikes). In addition, Konorski (1967) described the existence of special pattern-sensitive neurons as the basic building blocks of recognition and afferent systems which are built hierarchically, higher levels being functionally superimposed on the lower levels and receiving from them messages ultimately originating at the receptive surfaces.

Based on a finding in neuroscience, there is a general agreement that in sensory and motor systems a specific analysis, an operation, is performed by a precisely located network (e.g. Gazzaniga et al. 2002). However, when processing an object's motion, for example, the scientist must have identified the specific brain region, but does not know how these cell assemblies in that area calculate the speed and directions of movement. Perhaps there is another region in the brain or a system, not yet found, which connected to these cell assemblies adds to the speed and directions of movement of perceived object. Or possibly higher-level cognitive processes do not have defined locations. Thus, there is no verification of where these locations would be, since the methods of neuro-imaging cannot "see" below several millimeters. There is a gap between understanding human mental operations to neural systems. (Posner & Raichle 1994, 231). Also one other aspect should be considered - we are unique. As the anatomy of the human brain sometimes differs from one person to the next, such as distances between locations of functional area in different brains, anatomical landmarks may be missing in some normal brains. Furthermore, individuals may differ in the strategies they apply to even relatively simple tasks like reading or remembering words. Despite clever warping algorithms and careful attention to behavioral detail, variability will remain. For example, in the micrometer range, the primary visual cortex of each monkey looks different, like an individual fingerprint. When considering that individual identification can be more than a simple fingerprint, or biometrical identification, the detailed cognitive maps of individual would lead to a more precise identification of a person.

As modern understanding of the basic building blocks of biological systems becomes ever more refined, it becomes clear the mental activities
surrounding consciousness, perception and thought are the result of multiple assemblies of cells within the brain. However mental images are still the ultimate in the subjective (Anderson 1998, 204) and the images generated in one person's mind cannot be directly experienced by other people or compared directly with images generated by different people. It is not clear if imaging before action would enhance the action, but neuropsychological evidence is consistent with the presumed links between visual perception and visual imagery (Gazzaniga et al. 2002). For instance, the primary visual cortex is activated when people imagine objects with their eyes closed. Among other things, visual perception allows us to inspect, reach for, and manipulate objects, as well navigate in space. Studies have demonstrated that a visual image is analogous to a visual percept, in that it can be used to represent and process information about object properties and spatial relations.

As a summary, we think, learn and visualize things. For example, during the learning process, as cells developed into an assembly, the used connections became stronger, so even a weak signal from one neuron would suffice to activate the next one and so on. This means that when one neuron in the assembly is activated to "fire" an electrical signal, all the other cells might fire as well. Perhaps, strong mental representation, assembly of neural cells perceived in higher mental state, is a more than eligible aim, perhaps it is the reason for the executed action or this is an assumption of folk psychology (e.g. Stufflebeam 1998, 638). In the case of the latter, more in-depth consideration and study might help to better understand the complex, yet interesting convergence between mental representations, perception and conception of learning.

1.4.5 Earlier and future conceptions of learning

"Rather than being a process of acquiring something, as commonly depicted, learning is in fact a process of becoming something. Learners do not 'receive' information which they then 'store', they gain experiences which, over time, result in the formation of neural structures. To learn is to instantiate patterns of connectivity in the brain. These connections form as a result practice and experience. They are not constructed; a student does not 'make meaning' or 'construct meaning', as sometimes depicted in the literature. Connections are grown, not created; meaning is, therefore, grown, not constructed."

- Stephen Downes (October 18, 2007)

Shuell (1986) describes well how research on learning changed from emphasizing the cognitive side more than the behavioral side of learning. During the 1960s, research on learning began to undergo a change. The debate about whether classical conditioning and operant conditioning represent one or two different types of learning (Kimble 1961) was extended by Gagné’s (1965) postulation of eight types of learning. Later Gagné condensed these eight types into five learning outcomes (intellectual skills, cognitive strategies, verbal information, motor skills, and attitudes). Recent research (Säljö 1979; Van Rossum et al. 1985; Marton et al. 1993; Marton & Booth 1996; Cliff 1998; Isomäki
& Häkkinen 2001; Illeris 2002) describes CoL using a type of hierarchy or by classification. For example, Isomäki and Häkkinen (2001) summarize the IS designers’ eight different CoLs: action, affective, formal, temporal, demographic, technology-driven, contextual, and simultaneous learning.

Clearly earlier CoL (Appendix I) have been beneficial for discussion and further development of new CoL. Although CoL are semantic descriptions, and sometimes pragmatic descriptions of certain issues that cannot be recorded, human brain functions can be studied in a detailed level (Posner & Raichle 1994, 24). It is most likely that CoL will change. Because of: 1) new knowledge about human consciousness and memory, 2) problem solving skills for experts development are emphasized, 3) research has shown that young children already have skills and tendencies which need to be considered when designing instruction and learning situations, 4) increased information about learners’ metacognitive skills, and 5) learning seems to be a social process which happens in societies with certain rules (Bransford et al. 1999). As future research reaches a more detailed description of human learning and cognition (Posner & Raichle, 1994, 236 & 244) it will change the educational systems and educational technology development, including LMS.
2 RESEARCH

2.1 Research motivation

"Basic knowledge acquired through education develops through experiences to a personal wisdom of things and circumstances. Our decisions are based on to this wisdom (or nonwisdom), available information, conceptions about abstract and nonabstract issues and most likely based on our emotions" - Herbert A. Simon (1916-2001).

Despite the idea starts up a study, there is a certain state of affairs occupying our mind before it, questions to which we want to find answers (Järvinen 2004, 3). Finding some answers to those questions is considered to be the general motivation for this research. However, as the mind (referred to as intellectual capabilities) cannot explore many questions at once, an identification and definition of the most important one is needed. Besides having answers to the research questions, goals and decisions are presented as important motivation for the research, because for us to find an answer to the research question is to make a decision to set a certain goal in research.

Referring to Newell and Simon (1972), a "problem space" was first created and then that problem space was in need of divide-and-conquer actions to keep cognitive conflicts\(^\text{18}\) and decisions at hand. It is important to notice here that as cognitive conflict increases, emotional arousal increases. This can narrow the focus of attention. In high levels of cognitive conflict tunnel vision is developed to the point where important considerations are ignored more likely. Indeed, the moderate levels of cognitive conflict are found to be the most conductive to good decision-making. As stated, decision-making is goal-oriented action, where easy and low-level goals can precede easy and low-level decisions and low cognitive conflict and vice versa.

\(^{18}\) Cognitive conflict relates to the amount of uncertainty about the consequences of various alternatives and the importance of those consequences (Anderson 2002, 14).
The related goals and decisions made for this research are explained, before presenting the research questions. Goals and decisions are considered important to realize the description of the research questions and research method. Thus, research is a goal-oriented conscious or unconscious decision.

2.1.1 Goals

For those with goals (Schank & Abelson 1977, Table 3 below), achieving those goals bring them joy and fulfillment. Ortony et al. (1988, 41) used categories to describe these goals as Active pursuit goals (A-goals, things one want to get done), Replenishment goals (R-goals, things one want to engage) and Interest goals (I-goals, things one want to see happen). It is clear, that related to this research, there are ARI-goals which are sub-goals to the main research goal, which itself is an instrumental goal.

<table>
<thead>
<tr>
<th>Goal</th>
<th>Purpose of the goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Achievement</td>
<td>To achieve certain things</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>To satisfy certain (biological) needs</td>
</tr>
<tr>
<td>Entertainment</td>
<td>To enjoy certain things</td>
</tr>
<tr>
<td>Preservation</td>
<td>To preserve certain states of affairs</td>
</tr>
<tr>
<td>Crisis</td>
<td>To handle crisis when preservation goals are threatened</td>
</tr>
<tr>
<td>Instrumental</td>
<td>To realize other goals</td>
</tr>
</tbody>
</table>

When speaking of emotions, sub-goals can be summarized as the variables associated with reactions to events (desirability, computed about goals), actions of agents (praiseworthiness, computed about standards) and objects (appealingness, evaluated by attitudes). For example, if someone with the appropriate tunnel vision has becoming a professor as a goal - to achieve this goal, there is usually a sub-goal - the need to get a doctoral degree. The desirability of a doctoral degree is determined by its relation to its subsuming goal, imposing an upper limit on its desirability. If the only purpose of getting a doctoral degree is to become a professor, it cannot have greater desirability than that of becoming a professor. Thus, desirability is similar to (subjective) intrinsic value and is accordingly independent of the (anticipated) effort. Effort, on the other hand, depends on what one does to achieve one’s goals. Effort relates to the implementation and execution of the plans to achieve the goals, rather than to the goals themselves.

On the other hand, one of the most fundamental goals in life is considered to be that of being happy. For example, according to one study, Americans considered happiness more important to them than money, moral goodness, and even going to Heaven (King & Napa 1998). Frank (2004) argues that the less people spend on conspicuous consumption goods, the better we can afford to alleviate congestion; and the more time we can devote to family and friends, to exercise, sleep, travel, and to the other restorative activities. Thus, subjective
well-being (Ekman et al. 2005) will be higher in the society with a greater balance of inconspicuous consumption. Moreover, according to Argyle (1987), to enhance happiness, one should get married, stay married, have children, keep in touch with relatives, have plenty of friends and be friends with the neighbors. It seems that if the goal is to be happy, we should foster social relationships (Kahneman et al. 2004) more with home, friends and close people than in other contexts. However, currently social networking is emphasized as part of sharing knowledge and developing expertise in the workplaces.

From another perspective, happiness can meet all reasonable criteria for a psychiatric disorder (Bentall 1992). Thus, if one of the human fundamental goals is considered to be a psychiatric disorder, the other goals may also be. However, we conclude that every region in the brain that has been identified with some aspect of emotion has also been identified with an aspect of cognition (e.g. Davidson & Irwin 1999). It seems that towards goals in human cognition, emotions are present and need to be considered. For example, Buddhist practitioners have developed and tested ways of gradually cultivating those emotions that are conductive to the pursuit of sukha19 and of freeing themselves from emotions detrimental to that pursuit (Ekman et al. 2005).

2.1.2 Decisions

To set a goal or not is a decision. According to Simon (1979), organizations are moving in the space of decisions from one decision to another with the help of something like a planned guide (including goals), thus through that knowledge which organizations have gathered via their existence. In addition, decisions are partly based on that gathered knowledge. In life, it is not always possible to acquire all the necessary information needed in decisions, but organizations should be able to react to the changes within the environment. Thus, decisions are also based on beliefs, intuitions and emotions.

Through education we learn that human beings decide with the help of rational thinking and intuition. Yet at the same time there are many unconscious decisions made that we do not acknowledge. For example, in nonverbal communication we do not always decide to smile. Thus it is important to consider how significant the decisions are that we are making, and what decisions lead us to the decision-making. The decisions we make are not always logical; one could even say that sometimes they are random. Nevertheless, decisions also force us to think ahead and thus more problem-spaces and decision-making situations will become available.

---

19 In this context as a state of flourishing that arises from mental balance and insight into the nature of reality (Ekman et al. 2005).
2.2 Research framework

A framework (Khan 2001) consisting of eight perspectives (pedagogical, technological, interface design, evaluation, management, resource support, ethical, and institutional) into e-learning was used as the starting point for the research. Khan’s framework helps designers to think through every aspect of what they are doing, during various steps of the e-learning development, including LMSD. It can be used to ensure that no important factor is omitted from the design of e-learning, whatever its scope or complexity. It can guide in the design, design, evaluation and implementation of, for example online courses and LMS. This research concentrates on the pedagogical, management, institutional and technological perspectives.

Research on designer’s, teacher’s and student’s CoL (e.g. Häkkinen 1996) presents some instructional and methodological approaches for this research. Earlier research work (e.g. Isomäki & Häkkinen 2001) on human centered technology and learning presents a significant contribution when an analysis of designers’ conceptions was done. The connection to the human-centered view is clear because the LMSD involves a continuous social and physical construction of a design artifact (Häkkinen 1996). The research target was the CoL of stakeholders of LMSD, especially the designers’ and content producers’.

2.3 Research question

The research questions (RQ) concerning LMSD are based on the two hypotheses: The first (H1) was the stakeholders’ different associations of CoL influencing the LMSD. The second (H2) was that if the CoL are different from the created artifact, LMS contain components which present and support only certain CoL. After gaining more experience and knowledge about the research context, LMSD, the following research question (Q1) was formulated: What are the stakeholders’ CoL in LMSD? This research question was found to be appropriate and important as there is research about designer’s, teacher’s and user’s CoL (e.g. Häkkinen 1996; Patrikainen 1997; Isomäki & Häkkinen 2001), but no research on content producers’ CoL. To find answers to this question leads us also to search for similarities and differences between those conceptions, if any. The research sub-questions (Q2&3) were about the influence of individual CoL on LMSD: In LMSD, does the stakeholders CoL interact (Q2) and what CoL are used (Q3)? The Q2 can also be pointed out indirectly. For example, the end users do not always use the software as expected by designers but reinterpret its original functions (e.g. Hativa 1994).

The first problem was to define the conception of learning, because it was the research target and base for estimating the proximity of point of views. Second, there was a need to understand LMSD so the development group
(designers and content producers) could understand the questions that were developed. After these issues, some research work directed at the stakeholders of LMSD was needed. It required becoming acquainted with the target system, LMS and the environments where it was developed, the e-learning companies. Finally, it was acknowledged that CoL cannot be fully represented. Just as IS representations include various non-structured and semi-structured representations such as conceptual models, hypertext documents, free-text or video (Kaipala 2000), conceptions (cf. 1.4.1) are multi-structured mental representations. However, conceptual models allow more precise syntax and semantics to be incorporated into IS representations than informal text representations (Hirschheim et al. 1995). Understanding some conceptions makes it possible to compare them against each other at a certain level. Furthermore discussions with the target group can give more detailed explanations.

### 2.4 Research methodology

Research can be categorized from multiple perspectives, for example, with a research approach, such as a subjectivist and objectivist approach (Burrell and Morgan 1979). This categorization is based on differences in ontology, epistemology, human nature, and the research methodology or method used. The subjectivist approach considers reality to be constructed through human actors and maintains that the social world can only be understood by people involved in the focus area of the study. The objectivist approach considers the social world as the object independent of humans, and stresses systematic research techniques for explaining and discovering regularities, patterns of actions, and causal relationships (Järvinen 2004). This research is subjective, because it approaches the research target considered common to all human beings by involving those actors’ activities. And it is also objective, because it cannot explain the results without the targets or human actors, but needs to stress the regularities among different CoL.

Orlikowski and Baroudi (1991) have proposed a categorization into positivist, interpretive and critical research approach. According to Järvinen (2004) the positivist approach category of Orlikowski and Baroudi (1991) is akin to the objectivist approach, and the interpretive approach category is closely related to the subjectivist approach. And the critical approach category may favor longitudinal studies. From this research perspective, this relation is interesting, but maintains the notion that the categorization the approach of this research depends on the perspective.

In another perspective, according to Galliers (1991), a research approach is a way of going about one’s research. An approach may embody a particular style and may adopt different methods or techniques. These methods instantiates can also be used for research categorization. The method consists of
directions and rules of action according to some systematic ordering (Hirschheim et al. 1995). A research method may be considered as a procedure or mode of inquiry, which consists of intertwined or integrated techniques as procedures of actions (Blokdijk & Blokdijk 1987, 5).

This research was divided into separate phases. The research methods used were phenomenography with a pilot case study and a survey. Using all of them in this research is described briefly, in the following paragraphs and results as categories of descriptions. Let it be noted that a pilot case study here is a descriptive single case study, not a theory-testing case study, and the survey method is more a theory-testing, than theory-creating approach. The set of the different research methods used form together a research methodology. Thus, designers’ and content producers’ CoL were studied first with a pilot case (interviews), and then data was collected from them using a web-survey.

2.4.1 Use of Phenomenography

Regarding the first research question (3.2), phenomenography (Marton 1975, 1981, 1998; Marton & Booth 1997; Marton et al. 1993) is a notable method for this research. Developing phenomenographical theory is drawing on the notions of consciousness (Gurwitsch 1964, 1970) as elaborated by Aron Gurwitsch (1901-1973), but it is also said to have emerged from an empirical rather than a theoretical or philosophical basis (Åkerlind 2005). With phenomenography the human conception of certain phenomenon is studied, the qualitatively different ways in which people experience something or think about something (Isomäki 2002; Järvinen 2004; Renström 1988). Phenomenography is a qualitative research methodology and it contains phases such as theoretical study, problem-setting, data-collecting, and interpretive analysis. In phenomenography, there is a subjectivist ontological assumption: Only one world exists and different people construct it in different ways. There is also a need for description, understanding of knowledge meaning and similarities and differences in meaning (Svensson 1997).

Phenomenography usually contains the following phases: 1) a phenomenon of which people have different conceptions is selected to come under study, 2) this phenomenon is theoretically studied and those issues related to that are organized (e.g. mind mapping), 3) people are interviewed about this phenomenon, and 4) people’s conceptions are classified according to their meanings. Different meanings are explained by constructing abstract categories of descriptions (e.g. Järvinen 2004, 82). The categories of descriptions are sometimes referred to as an ‘outcome space’ and are the primary outcomes, and the most important result of phenomenographic research. Categories of descriptions are logically related to one another, typically with hierarchically inclusive relationships, although linear and branched relationships can also occur (Åkerlind 2005). The variance between different categories of description is known as the ‘dimensions of variation’. The phenomenographic analysis is strongly iterative, involving the continual sorting and resorting of data. It is also
comparative with ongoing comparisons; between data and the developing categories of description, as well as between the categories themselves.

In this research these four phases of phenomenography were conducted. First the phenomenon was outlined from the reality to be observed (CoL). Then the viewpoint was limited (designers’ and content producers’ CoL in LMSD). In order to organize and collect information about the phenomenon under study, research literature about essential or related concepts was studied (Articles 1 & 3). Next, a pilot case study was conducted (3.3.2, Sievänen 2004), where a method for this research (Article 5) was presented. After the pilot case study, a web-survey was planned for extracting stakeholders CoL. The questionnaire included structured and non-structured questions. The results from a statistical analysis (structured questions) and text analysis (non-structured questions) were finally written into descriptive categories.

2.4.2 Use of case-study

The case study was integrated in line with phenomenography, as it was seen as a descriptive and theory-creating research method. According to Eisenhardt (1989) a case study is the appropriate choice, when the research interest area is new and/or less studied. With a case study, the researcher can find structures of conceptions, models or even theories of what is the world like. A case study can include just a single-case or multiple cases. In this research, the case study was used as a single case study, studying stakeholders’ CoL and conducted as Eisenhardt (1989) has presented it. First, the research question was defined, Q1, then the data was collected using interviews. The targets were a male designer and a female content producer from different organizations. Based on observations and an analysis of collected data, some generalizations were made rather than a theory. For example, from a case study, a result could be a sketch hypothesis. Comparing this hypothesis to theories against and mutual to it could raise the entire research’s internal validity, theoretical level and sharpen the definitions of the concepts. In our case, the first hypothesis was tested and the definitions of the concepts sharpened.

Yin (1989) proposes the use of test cases before the actual case study. The conducted test case in this research tested research tools (questionnaire) and method itself (explanation building). It is also important to note that in a single case study one should pay attention to several features. When the greatest number of information resources is used, the contradictions and objections can then be more easily managed. Conclusions and results could be explained by giving examples and details from the information resources. Important resources with this method were interviews, but also other data resources, for example, development documents, archives, free observations, engaged observations and artifacts. As from a small research sample it is difficult to get enough quantitative data, both qualitative and quantitative data can be used as evidence in empirical approaches (Yin 1989).
2.4.3 Use of survey

Kraemer (1991) discusses that in survey studies, questions are structured. They are conducted from a theory, a model or from a theoretical framework. As mentioned earlier, one of the most influential works for this research was Häkkinen’s (1996) work with teachers’, designers’ and users’ involving e-learning environments. A survey was chosen, because structured questions could be made from previous work and discussions with the field (Cunningham 1997). The survey was conducted with the help of knowledge from survey guidebooks (e.g. Fowler 1988; Fink & Kosecoff 1985; Bradburn & Sudman 1988; Marsh 1982) and other resources (e.g. Survey Instruments repository). The survey’s target was a convenience sample of LMS designers and content producers, and was done in the form of a web-survey.

2.4.4 Use of all three research methods

The three methods were used to study the phenomenon of interest, aiming for combined results from different approaches. In Figure 1 (at the end of 2.5), the different methods are presented as related to the appearance during the research. Because the research question was about people’s conceptions, the whole period was considered to be one phenomenography, which is supported by the result from the case study and survey studies. The case study with one development organization first produced a better starting hypothesis, sharpened concepts and enhanced questionnaire for use in the survey. CoL were gathered by involving as many organizations as possible in the survey. Theoretical argumentations were used with three methods, because certain questions can be traced from the studied issues related to context and needed to be studied and answered before going further into the research.

In order to gain a better understanding of the relation between theory and reality, the use of ethnography was also studied at the beginning of this research, as was testing and evaluating the theory, even though ethnography is used mainly for creating theory. However it is perhaps the most suitable method to generate a fair amount of heterogeneous data. Using ethnography for this research would have meant getting involved in the LMSD. This would have been done, for example, by working with designers and content producers in a target company. However, Van Maanen (1979), talks about making a distinction between first and second level conceptions. In this research it means that first level conceptions are people’s discussion topics like the development process, facts presented about users, and talks about their educational background and work. Second level conceptions would be those that answer to our research questions and would be concluded from a collected data analysis. Data should be collected without bias, and after a short period of time it should be analyzed and explained, as CoL are time-dependent. Analysis requires good notes during the intensive time period. Due to the limit of the available resources, the fourth method was omitted.
2.5 Research methods and the articles

This research consisted of several phases. An overview of how different articles are related to the research methods is presented. The focus and the target context for each article are presented in Table 4 below. The articles included in this dissertation are numbered from 1-6 and were published during the different phases of the research (Figure 1). Some articles were created to make the research domain and target more understandable (Articles 1, 3 & 4), and also because of the fact that, the research work and results (Articles 2, 5 & 6) were dependent on the input of others. The name of the articles, the research methods and the results are presented in the next chapter.

TABLE 4 Research articles’ focus.

<table>
<thead>
<tr>
<th>Nro</th>
<th>Focus</th>
<th>Phenomenography part</th>
<th>Context</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>Reasons for enhancing LMS</td>
<td>Study of issues related</td>
<td>e-learning, LMS</td>
</tr>
<tr>
<td>A2</td>
<td>Roles in LMSD</td>
<td>People involved</td>
<td>Stakeholders</td>
</tr>
<tr>
<td>A3</td>
<td>LMS space-place transition</td>
<td>Study of issues related</td>
<td>LMS</td>
</tr>
<tr>
<td>A4</td>
<td>Description of design work</td>
<td>People involved</td>
<td>LMSD</td>
</tr>
<tr>
<td>A5</td>
<td>Method development, CoL categorization</td>
<td>Classifying conceptions</td>
<td>Stakeholders' CoL</td>
</tr>
<tr>
<td>A6</td>
<td>An agent based approach to LMSD</td>
<td>Study of issues related</td>
<td>LMSD</td>
</tr>
</tbody>
</table>

The first phase consisted of studies of earlier research and the theoretical background of conceptions, CoL, learning theories, IS, LMS, ISD methodologies and processes. Articles 1 and 3 mainly discuss through theoretical argumentation about the issues raised from the earlier research and from the research collaboration during the research period. Thus, these papers discuss about possible areas in LMSD which have an impact on future research and on the use of LMS. Data from the first interview (Sievänen 2004) was used to become familiar with the domain and part of it is presented in Article 4. The methodological tool for mapping different conceptions described in that paper was constantly developed during the research. In Article 5, this development is reconstructed and synthesized, to give birth to a model. Article 2 presents results conducted from a web-survey and a quantitative analysis. Article 6 presents an approach for LMSD based on the research findings and research about agent technology.
FIGURE 1 Research questions, methods and articles linkages
3 OVERVIEW OF THE ARTICLES

In this chapter, a short summary of each article for this research is presented. The publication details of the papers and authors are listed for each paper. The order of the papers is logical, not chronological, following the order presented in Table 5. The overview of the articles consists of summaries of the research conducted, method used, the main findings and brief discussions of the findings. In addition, the limitations and validity issues of the studies are discussed. The finding are summarized at the end of the chapter and discussed in the next chapter (chapter 4).

3.1 Article 1: “Over 283 693 Reasons to Elaborate Education, Work and Apply E-learning”


The idea to study, what are the reasons for elaborating education and apply e-learning and further use of LMS, was pondered for a long time. There was a need to justify the motivation for an LMSD effort. The research method was theoretical argumentation with data analysis from the data from the national databases on Finland’s population and education in 2004. The conclusion from this study indicated that there can be many reasons for LMSD. In this study we concluded that e-learning can aid in distributing economic growth by making advanced learning opportunities accessible to potential and motivated learners over cultural and spatial boundaries. Based on the evaluated data, the economical factors should not be superior reasons when justifying the further utilizations of e-learning for children and people who want to educate themselves. Within this study, children were emphasized as the foremost reason for LMSD. To overcome the education challenges, studies where young
people participate in LMSD and where there is collaboration between stakeholders, was proposed. That helps administrative decision-making which does not prevent the possibilities for children to learn and educate themselves in a secure and familiar place. However, during this research, it was found that the participatory to the design and decision action are limited by expertise level.

3.2 Article 2: “Roles in Learning Management Systems Development”


In this study, the focus was to present the cooperation between various professionals in LMSD as having roles. The analysis in this study was based on the web-survey data and the results show that the stakeholders of LMSD identified roles related to their work. These roles are beneficial, because stakeholders can identify the other stakeholders according to their roles. By cooperating with other stakeholders, knowledge may increase. The role definitions give the stakeholders a hint of who might help increasing information richness. In addition valued users are the key to the success of systems development. However, LMSD stakeholders mostly described their roles of content producers, developers and designers, but least as users. We also reported emerging roles in LMSD found in this study. In general, emerging roles involve different responsibilities depending on the phases of the LMSD.

3.3 Article 3: “From e-learning space to e-learning place”


In this study, we presented different prerequisites, preconditions and methods to support the transformation from space to place. The initial idea to explore this issue emerged during conversations with Professor Samuli Pekkola and Doctor Marketta Niemelä on a train trip to a national conference. During further discussion together, we elaborated the idea suitable for the article. The concepts of space and place were used for concretizing an argument concerning e-learning environment (as LMS). Professor Pekkola organized the paper and bring the idea of using theoretical argumentation as suitable method for this study. Doctor Niemelä contributed to the paper from the User psychology point
of view and made lot of enhancements to the paper. The writing of this article was a long iterative process and all authors gave an equal amount of effort to finalize the article into its final form. The article presents that when focusing on making LMS as a place for learning, there emerges a need for designing support for social interactions. A result from the theoretical argumentation was that by shifting the LMS design towards a design for social interactions, LMS adopt environmental and social characteristics. Thus, LMS becomes more a place of learning - but still without physical restrictions.

3.4 Article 4: “The Time and the Design of Web-Based Learning Environment”


During the research, the time aspect of information and learning became emphasized. The time aspect of information was a part of that information that the designers use as a baseline in design. Moreover, the time aspect of learning was a part of the information (consisting of content in the LMS and cognitive content of the user) concerning the learner when using LMS. Thus, the design can last longer for a novice designer dealing with a great amount of information longer than for a professional designer. This is similar to a novice researcher with a vast amount of available information. With the help of experience, the designer can surmount technological, cultural and social barriers that might prevent the design of a good LMS. However, the time aspects of information, what is needed in design and used in learning, can result in redesign and relearning. In this study we reviewed what information designers’ use and how it effects to their work. We focused especially on analyzing the web-survey data to see how the time aspect of learning was understood. We considered in this paper mainly the time aspect of information in the designers’ work.

Based on this study, we proposed some hypothetical tools that might have an effect on filling the time gap between design and use. In this study we also found that some designers fit our classification of a designer well and others do not. However, the most significant finding was that some people change their roles during LMSD, for example from designers to content producers. As results indicated, the LMSD stakeholders’ primary or secondary role was not that of “user”. We might ask if they ever play the user role of LMS within actual course, to develop better LMS. This should be researched more, because the development of open source software enables the users to construct their own LMS, where they can acquire or integrate content. Thus, we found that, presenting the possibility to design and to use information gives designers the opportunities to be users and vice versa. However, the experience about users
and professional skills for managing time-dependent information about users and tasks, counts in design work. In that design process, designers better understand what is needed by the user. We argued that information and enhancing information technology in the design of LMS is a good support to overcoming barriers, in interaction between teachers and parents, as well as between designers, content producers, teachers and students.

3.5 Article 5: “Developing a method based on semantic differential for studying LMS stakeholders’ conception of learning”


At the start of this research, there was a need for a method for gathering and analyzing CoL. The method should work as a research tool and as a tool enabling the understanding of peoples’ CoL. Moreover, as phenomenographical research results are categories of description, there was the aim to develop a tool that could assist in achieving those results. The solution was to allow people to locate their conception by marking it as a dot somewhere within a dimension (three dimensions), whose endpoints represent opposite opinions. This article reports some results of using the method with the help of a web-survey which was used to gather those CoL. The idea for analyzing CoL by positioning data on 3D, originates from the work and ideas of Osgood et al. (1957). The article describes this method development, initiated from the first study and the focus is the designers’ and content producers’ CoL, because they develop the final artifacts for other stakeholders to use.

It was found that the method needed to be further developed to better understand CoL. Dimensions needed to be reconsidered and developed by studying premises of different learning theories. The dimensions scale of difference was also arbitrarily defined and lacked deeper analysis. Despite the lack of strictness, the method provided a general overview of differences between learning theories from a view based on the dimensions chosen. The method was found useful for visualization of CoL. This study also supported the LMSD by highlighting some earlier research on learning and found CoL. The experiment of using a method for mapping different CoL produced, for example, correlations of collected differentiated data. Differences between designers’ and content producers’ CoL were found. However results at an experimental stage could not be generalized for the whole population without further empirical research or experimental research. In addition, the personal and organizational development supporting the achievement of high goals is
further heightened by methods which engender making not only information transparent, but also conceptions about common things. A further applied method could be a predefined and organized collection of techniques and a set of rules, which would state by whom, in what order, and in what way the techniques are used to present information about conceptions. This method, applied into different contexts, could bring information about the underlying conceptions which guide people in their daily activities and goals thus enhancing interactions. This information is of value to goal-setting organizations, as the organizational goal is indirectly the personal goal of personnel (Simon 1976).

While designers and content producers in LMSD do have different CoL, the second question (Q2) was to answer whether those conceptions interact or do not interact in the development process. Based on the study, it was suggested that there should be intermediaries to foster interaction between conceptions like the mediator between subject and object in Vygotsky’s (1978) basic mediational triangle. These mediaries could help the parties to understand other CoL. As is seen in real life situations (e.g. Vygotsky 1978), the obvious tool is communication between the stakeholders (e.g. face-to-face). However, it could be questioned whether such communication could be enhanced by using technology that would provide support by visualizing the stakeholders’ CoL. It is unlikely that this would lead to a neglect of other forms of communication; instead, it would enhance communication as a whole and, further, could promote learning during LMSD. It was also proposed that a tool that would support communication in LMSD could also be included within the LMS to support discussion and thinking.

3.6 Article 6: “The advantages and challenges to support users with agent-based LMS”


This paper addresses the advantages and challenges of using intelligent programs, virtual instructors (VIs) for e-learning. The idea for this paper was developed in discussions with doctoral student Shenghua Liu and was also influenced by the earlier research findings, indicating another approach for LMSD. Furthermore, the issues emphasized in the earlier research results; managing time-dependent user information, designing social interactions, using different roles in LMSD and the changing CoL, required considering a different approach to LMSD. Doctor Anne Honkaranta was the third author and strengthened the article with her vast knowledge about content management issues. The article was written in an iterative process and was first
presented in an international workshop. The article submitted to the journal was elaborated together during the iterative process.

In the paper, it is proposed that a virtual instructor (VI) may act as virtual teacher within LMS. There may also be a group of collaborative agents forming a MultiAgent System to orchestrate more complex activities that a single virtual instructor may provide. The use of an agent-based LMS has advantages; teachers can save time, manage learning resources and increase interactions in teaching and supervising courses. Agent-based LMS can also help students when they are encountering problems. There are many challenges in developing learning environments with virtual instructors: the integration of virtual instructors to already operational systems (standardization, compatibility), the virtual instructor appearance, and transferring the knowledge to be taught via the virtual instructor. Further studies for clarifying the teachers’ and students’ needs for virtual instructors and on overcoming challenges were proposed.

### 3.7 Summary and discussion of the articles

Altogether, the eight articles presented the following results:

- Reasons for LMSD (A1)
- Use of roles in LMSD (A2)
- Focus should be more on a design for social interactions (A3)
- The value of the user and information about the user in LMSD (A4)
- A method for studying CoL (A5)
- An agent-based approach to LMSD (A6)

It is important to develop the learning environments for educating future generations. In LMSD, people will use roles as common identifications in their group work. However, to increase the knowledge, social interactions between different stakeholders of LMSD should be fostered. In addition, users have the most valued information when considering the system implementation. Especially with LMS, the emphasis is on learning - how the different stakeholders understand it. With methods that can highlight the commonalities and differences between CoL, better interaction and further discussion is supported. All this requires time, which is used during LMSD. One possible solution to serve the stakeholders of LMSD and to save time is to use an agent-based approach. Thus, to use one or several intelligent programs that will work as mediaries, presenting and negotiating stakeholders’ issues, bridging the gap between CoL and other common issues that need to be discussed or decided. In the results section (Chapter 4) stakeholders’ CoL, social interaction and time-management in LMSD, and the agent-based approach, as the main findings considered as important to focus on LMSD, are presented.
4 RESULTS AND DISCUSSION

“The products of human labor are turned into commodities when they cease to be made for the value of their use in the lives of their maker and are produced in order to exchange them, to serve the interests, and purposes of others without direct reference to the lives of their maker.”
- Jean Lave (1993, 75).

In the beginning there were three research questions that needed to be answered. The first one (Q1) was “What are the stakeholders’ CoL in LMSD”. In chapter 4.1 this question is answered with phenomenographical result: categories of descriptions. The other two research sub-questions (Q2&3) were, “Do the stakeholders CoL interact” and “What CoL are used in LMSD”. Chapter 4.2 answers to Q2, and the chapter 4.3 to Q3.

Within this research the importance was to understand how the participants consider the unified concept of learning in LMSD. This research also wanted to implicate that results can be useful for diminishing the gap between the different CoL and increasing the knowledge of how CoL may affect to the development and use of LMS. If there is a prospective way to influence the people’s CoL, it might possibly affect to the factors related to e-learning. The research results are (March & Smith 1995) positive conceptions and a method for understanding how the CoL are changed from the LMSD to the use of LMS.

4.1 Conceptions of learning

The aim of this research was to present one classification of designers’ and content producers’ CoL. The qualitative variation with categories of descriptions was compared and found to be parallel with the earlier categories. These results are based on the assumption that humans’ conceptions can be traced from their language, thus from the used utterances and words used. As earlier discussed, words carry meaning and words combinations, like sentences, have a certain meaning. Utterances, words and their meanings were studied to
get a general picture of what the respondent said learning is. It should be noticed that these utterances deal with an abstract concept (learning), which does not have a physical appearance which could be directly observed (cf. 1.4.3). Furthermore, phenomenographical results contain a set of different conceptions concerning the phenomenon under study and a researcher must not correct whether some conceptions are true or not (Isomäki 2002, 71; Järvinen 2004, 81). The analysis phase consisting of three analyses is first described before the categories of descriptions are formed.

4.1.1 Data analysis

According to the analysis among 50 respondents of a target population of an estimated 1900 people, respondents gave extensive accounts when asked about their CoL (survey questionnaire). Kraemer (1991) claims the alternative answers to a structured set of questions are made by fostering the theory that is going to be tested. For the purposes of statistic analysis, it is difficult to make the type of questionnaire where so many variations of questions could be given to the recipient. One solution is a mix of structured and non-structured questions. The first questions in the survey were demographic and background questions (e.g. working domain, age). The main question (q1) was direct: “What is your conception of learning?” It was followed with structured questions: three 2D presentations with coordinates to position their answers (opinion) between arguments. Respondents receive instructions to place the most likely correspondence point at the coordinates, according to their CoL. After the structured questions, respondents could analyze their answer to q1 and give an extra answer (q5).

The survey answers were automatically saved as text files and then manually transferred into statistical software (SPSS 14.0). This differentiated data was analyzed by dividing the sample according to background variables such as gender and domain (both one-way ANOVA p>0.05). In this analysis, we focused on the designers’ and content producers’ assumedly different CoLs. A subgroup (n37) was extracted from the database choosing only designer and content producer role-variables. Interval and ratio scale variables were tested by using the Kolmogorov-Smirnov test. Due to the result of p<0.05 with all variables, we analyzed correlations with the help of crosstabs and the Pearson χ2-test. In addition, we also analyzed nominal scale relationships with the Pearson χ2-test. If two variables were not ordinal scale variables, Spearman (rs) or Kendall rank correlation coefficient was used instead of the Pearson correlation coefficient (R2). The statistical results about how respondents selected their position against three statements-pairs (matrixulation) were compared with the other analyses’ results.

The answers to non-structured questions, written answers of 2-451 words long, were separately analyzed with text-analysis software for qualitative analysis (ATLAS.ti -software, cf. Muhr 1995). To have an overlook of the different aspects of the answers, they were read through. After that they were transferred into a suitable format for the program (into hermeneutic unit) and
the codes (concepts) were set up. The codes were acquired from the answers via counting the word frequencies in the answers with a simple text analysis program (Hermetic Word Frequency Counter) and selecting concepts which described the different aspects of the answers. Then the data coding made by the program was manually checked, because the program did not support fully the language used in the answers (e.g. Finnish synonyms and tenses). As for the result of the ATLAS.ti analysis, a general overview of the answers (semantic network) was established and the content of the answers was better understood. The comparison of these views of the data helped to construct the first categories of descriptions.

To establish different perspective to the data, the answers were also classified according to a list of selected learning theories. The first and fifth survey question (q1, q5) were given identification, listed in random order and then classified twice according to a list of selected learning theories. The two classifications were compared against each other in the original language (Finnish). The list of selected learning theories contained descriptions of 13 learning theories: behaviorism [B], radical behaviorism [rB], constructionism [C], radical constructionism [rC], cognitive [Cg], information processing [IP], modern IP [mIP], social constructionism [sC], humanistic and explorative learning [HE], transformative learning [Tr], collaborative learning [Co], symbolic interaction [SI] and sociocultural learning [SC]. The maximum two learning theories (none, nearest, second nearest) were selected to match each answer. Answers to survey question number one (q1) and five (q2) were differentiated into 14 different classes: answers that matched with some theories (13), and those which did not (table 6). Both researchers (R1 and R2) evaluations are considered and the answers, whose first and second matched to certain learning theories, the sum (Σq1 & Σq5) of them, and the amount of designers’ (D) or content producers’ (C) answers. This second analysis also verified if the answers could be classified according to the existing learning theories. For comparison, this was done twice. A different person did the classification in the second time. This gave the second categories which to compare with the first categories of descriptions. Finally the answers were read again, and keeping in mind those established categories, the categories were justified and enhanced.

<table>
<thead>
<tr>
<th>Evaluations</th>
<th>B</th>
<th>rB</th>
<th>C</th>
<th>rC</th>
<th>Cg</th>
<th>IP</th>
<th>mIP</th>
<th>sC</th>
<th>HE</th>
<th>Tr</th>
<th>Co</th>
<th>SI</th>
<th>SC</th>
<th>Σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>q1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R1</td>
<td>6</td>
<td>1</td>
<td>11</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>48</td>
</tr>
<tr>
<td>R2</td>
<td>10</td>
<td>-</td>
<td>5</td>
<td>8</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td>48</td>
</tr>
<tr>
<td>Σ</td>
<td>13</td>
<td>1</td>
<td>12</td>
<td>11</td>
<td>6</td>
<td>2</td>
<td>7</td>
<td>4</td>
<td>9</td>
<td>7</td>
<td>5</td>
<td>-</td>
<td>3</td>
<td>83</td>
</tr>
<tr>
<td>D</td>
<td>5</td>
<td>-</td>
<td>7</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>-</td>
<td>2</td>
<td>1</td>
<td>35</td>
</tr>
<tr>
<td>C</td>
<td>6</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>-</td>
<td>2</td>
<td>-</td>
<td>6</td>
<td>1</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>29</td>
</tr>
<tr>
<td>q5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td>-</td>
<td>6</td>
<td>3</td>
<td>-</td>
<td>1</td>
<td>24</td>
</tr>
<tr>
<td>R2</td>
<td>2</td>
<td>-</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>-</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>-</td>
<td>3</td>
</tr>
<tr>
<td>Σ</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>-</td>
<td>2</td>
<td>1</td>
<td>9</td>
<td>1</td>
<td>6</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>D</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>-</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>
4.1.2 Categories of descriptions

Within two independent analyses, R1 and R2 classified the open answers reflecting the same particular theory in 50% of the cases (table 6). The correlation between the two analyzes, a choice of matching theories, increased when the supplemental answers were analyzed. R1 was more familiar with the learning theories used and used approximately 50% less time to complete the first classification than R2. However, there were three answers for which the R2 did not find a matching learning theory. The most likely implication of this is the need for a deeper understanding of the learning theories used and their nuances before trying to match them to certain expressions like sentences.

Most answers first match to some theory in the list, but less to another theory. This can be for at least two reasons. First, the list of learning theories did not include vast details of the theories, which could make it difficult for the researchers to grasp the differences between learning theories or the core idea of a certain theory. Second, answers could be difficult to evaluate using short sentences alone with one or two sentences available (Table 6). Thus the meaning of a sentence can be interpreted in multiple ways. The following categorization according to learning theories of respondents’ CoL was organized:

1. No clear association to the known learning theories (answers in all lengths)
2. Can be linked to one theory (mostly answers over 500 characters)
3. More than one association to various learning theories (100-500 characters).

TABLE 6 Categories by association and length

<table>
<thead>
<tr>
<th>Length of sentences (characters)</th>
<th>1-100</th>
<th>100-500</th>
<th>&gt;500</th>
<th>Σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>No clear match (researchers disagree)</td>
<td>7</td>
<td>9</td>
<td>8</td>
<td>24</td>
</tr>
<tr>
<td>One theory matches (researchers agree)</td>
<td>7</td>
<td>6</td>
<td>10</td>
<td>23</td>
</tr>
<tr>
<td>More than one theory matches (researchers agree)</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>1</td>
</tr>
</tbody>
</table>

In the next analysis, keywords related to learning, which describe the main points in respondents’ answers, were collected (mostly by counting word frequencies with the text-analysis software) and written down. The keywords varied from abstract words to concrete words. By employing qualitative analysis software the sentences (context) where the most frequently used words appeared within the answers were highlighted and carefully studied as well as what the respondent was saying in that sentence. At the same time it was positioned into the whole overview of the data and earlier categories. This was the most difficult part in the research, as the researcher was trying to achieve understanding about the meaning and the possible conception the respondent had. For clarification some example utterances from the answers are presented after each description of the keywords found (in italics). The form of each example is: XN(Respondent ID): ...(account of conception of learning).
• According to the answers, respondents’ CoL can be broad and difficult to describe or to define. It is something that happens unconsciously, during life and with the passage of time.

X49: …is a multidimensional, broad and time-taking process, which can’t be compressed in away that it would be possible to concern all the possible contexts.
X32: Learning is a time-demanding, focused action.

• Concerning learning there are systems of meaning, knowledge construction and structures, and knowledge management described. For human learning perception, memory, adoption, understanding, discovery, combining, and realization were found to be connected in the answers.

X43: …is a process, where meanings, understanding, skills and meta-knowledge and –skills are constructed.
X55: Learning is discovering and combining.

• Learning can be described in different levels of abstract concepts. It is considered to be something occurring with consciousness, activity, action, repetition, play, making and know-how, application, practice and work. These voluntary experiences with the perspectives of change, development, process and continuity were present in answers.

X23: …needs clear aims, schedules and practice.
X61: …is not just increasing knowledge; it is also continuous change and development of thinking.

• Motivation, needs, benefits, aims and novelty are all issues that were seen as being closely related to preceding and advancing learning. Just as emotions, appraisal, tendency, direction, and the ability to learn are supervising and guiding learning. Interaction, sociality, community, context and culture are an important source of change and are around in human learning. It is not meaningful to categorize or describe all these abstract concepts in here, but what is more important is to notice the amount of emphasis and instances that we found regarding novelty, community, benefits and interaction in the answers.

X15: …is a continuous process and always present in life, like eating and sleeping…if one stops dreaming, one stops growing (citing Kuhn)...and other way around…by learning one can see differently, understand things from a new perspective and wants to perhaps act differently…learning starts from some kind of anomaly (citing Kuhn)…which will lead to some level of change in paradigms at the best…emotional intelligence is important in learning…experience is what generates learning.
The findings were summarized into the following categorization (UNCOVER), which represent how the respondents expressed what they think the learning is:

1. Universal concept
2. Continuous cognitive change and development process
3. Voluntary action
4. Experience
5. Real and meaningful (social) interaction with the environment

The answers in relation to the selected learning theories and the meaningful content of the answers were evaluated against central ideas from the literature (Appendix I). UNCOVER-categories number 2-4 share resemblances with Marton et al.’s (1993) categorization that learning means increasing one’s knowledge, memorizing and reproducing, applying, understanding, seeing something in a different way and changing as a person. Among those first three, learning is seen as primarily reproducing and within the last three as primarily seeking meaning. The difference is that in the UNCOVER category the voluntary action is emphasized instead of the application of knowledge. In addition, learning as a universal concept is also classified by Illeris (2002). In that sense the UNCOVER-categorization only emphasises conceptions which are already known. However, these LMS designers’ and content producers’ CoL have not been researched earlier and the time relation is emphasized here.

According to the content and word frequencies of the answers, respondents’ CoL was generalized to include five main approaches. From the differential data was found that 1) designers and females consider learning to be a slightly more internal creation and the adding of information, where as 2) content producers and males consider learning to be slightly more an act of receiving and adapting information from the environment. Also 3) CoL relate strongly to time and can be analyzed at least three-dimensionally. These findings suggest that (social) interaction with the environment is variable which counts in learning (result from article 4) and different time aspects of learning should be understood and researched (result from article 5). Next, these other findings are shortly discussed and in 4.4, as one solution to these challenges in LMSD, an approach of integrating agent technology with educational technology is presented. Thus, by using software agents, social interactions and time-management issues in learning can be enhanced.
4.2 Social interactions

"...there is not in the world a better nation. They love their neighbors as themselves, and their discourse is ever sweet and gentle, and accompanied by a smile; and though it is true that they are naked, yet their manners are decorous and praiseworthy."
- Cristopher Columbus (Dee Brown 2001).

The interaction happens between those who have a relationship, meaning here a situation in time, to transfer some information. For example, in the medical care, interaction happens between a doctor and a patient, when the patient requires something from the doctor and the doctor gives healthcare guidance. The meaning of the interaction is to transfer information, to foster understanding and to improve the situation. The doctor helps the patient to understand what is needed to improve the patient’s situation. This interaction consists of verbal and nonverbal communication. The orientation, expressions, gestures and positions are important parts of this interaction. Indeed, one central issue in interaction is the ability to tune into the way the other communicates, for example to find “the right channels or frequency” which the other uses. The ability to discuss with people of different ages, with different backgrounds or from different cultures is essential for any professional engaged within various social interactions. And as described earlier, in social interaction, social is marked by friendly companionship with others, seeking and enjoying the company of others. In the doctor-patient relationship a good social interaction would be towards increasing the sense of well-being: The patient rejoices at recovering and the doctor rejoices at helping the patient.

In e-learning, interaction happens mostly between student and teacher, between students or student and learning content. For example, according to LOM (Hodgins et al. 2002), the learning objects educational metadata group contains properties such as interaction type, amount of interaction and target group. Type of interaction means the interaction between the content and the student, and it can have values of presentation (one can read, see or listen to it), be active (one can have feedback, e.g. a test), a combination, and undefined. In e-learning the interaction requires skills of using the technical tool provided to support learning, and to tune into the way the other participant is communicating. When speaking of interaction between the learning content and student, more intelligent content is required. For example pedagogical agents as intelligent learning objects (Silveira et al. 2004).

The requirement of social interaction skills increases the future LMSD and content efforts. Social interaction increases the transfer of thoughts and ideas, as well as increasing the transformation of conceptions. The description of conceptions needs continuous evaluation and representation, increasing the information transfer between LMSD stakeholders. Increasing social interaction between different stakeholders is essential to decrease the misconceptions. If we mean by a learning society a friendly association and learning with others, the design of social interactions via LMS should be one development goal.
4.3 Time

Time is of much concern in almost all systems engineering and re-engineering efforts for example LMSD interactions takes time. Time-based competition is therefore a potential source of competitive advantage (Sage 1995, 525). Thus, time should be strategically managed and put aside for the situations which are considered important and require more time than others. For example, Stalk and Hout (1990) indicate several tasks to bring about time-based competition as a critical parameter for strategic management in organizations. Those tasks include: 1) faster and more flexible value-delivery systems than that of competitors, 2) identifying the customers value basis and responsiveness issues, and then focus on customers with the greatest sensitivity to value and responsiveness, 3) staying close to those customers so they become dependent on the organization, 4) identifying and implementing strategies that "surprise" competitors. Although there would be better systems, if more time would be reserved for the design, to reserve time, it should be first strategically managed.

From another perspective, the designing of an IS is a moral problem because it makes one party, the system designer, impose an order on another. Failures happen, because designers cannot design large systems, which would support individual user actions so that the system would operate from a unique human perspective. Thus, there is not enough information about the individuals’ needs, goals, skills and situations at a certain moment of time. The CoL in the time frame of LMSD may or may not match the CoL in the time frame of LMS use. Moreover, if that information could be gathered, there would not be time to do so and neither would there be time to analyze and act according to it. Perhaps, if time would not be considered as a limitation of human actions, the information needed (body of knowledge) could be shrunk into models and presented at the levels of details, thus clarifying each others.

Currently people have less time. The pace of work is not decided by the people who do it. It is recommended that although it is not the people’s own fault, they should be wise and neutralize the situation. Sometimes they might need to start from the start from the beginning or at least should be given that opportunity. The lack of time in the design and development results systems which are used with only those skills the person has in that certain situation. Sometimes users do not have the adequate skills to use the emerging systems. In addition, only systems which satisfy the needs and goals of a human being and society should only be used. This also means that systems are designed to be extinguished or wasted. However, as Simon notes (1976) human needs cannot be satisfied with human resources. Meyer (1993, 526-527) has described four basic principles that support the fast cycle-time strategy: 1) paying customers, 2) continuous improvements 3) interdependent systems managed by using cycle-time measures, and 4) quick learning and rapid change abilities for competitive advantage. That change can be initiated at any organizational re-engineering level and those principles can be considered also in LMSD.
4.4 An agent-based approach to LMSD

“For a long time to come, man, even in association with his most powerful computing devices, will be navigating a very small ship in a vast sea of alternatives and their possible consequences.”
- Herbert A. Simon (1978, 504)

From the definition for system development and the perspective of LMSD, the learning was identified as a core part of the change process in the system development. From this research perspective, in order to design successful systems, the change process (including learning) is the most fundamental process to understand and to manage. When we speak about the process of change, we need to consider the time aspect of information as the information is dynamically changing.

In respect to earlier definitions of ISD (e.g. Welke 1983; Lyytinen 1987a), in Figure 2 is presented the shift of the emphasis from objective systems (OS), development group (DG) and objectives (O) to the change process within the environment, circled by the time. It is proposed that this ISD approach better inhabits the stakeholders’ different CoL and the change process happening in the time-bounded environment.

FIGURE 2 The change process as the core in the system development.
On the basis of this approach and using intelligent agents supporting human tasks (e.g. McBurney & Luck 2007) the following model (Figure 3) for an agent-based LMS was proposed for handling the complexity of learning management. The communications between different resources are orchestrated by an unlimited amount of agents cooperating and negotiating to support users to achieve certain learning goals. The amount of agents is not critical as each agent can have its own beliefs, desires and intentions (e.g. Kant & Thiriot 2006) and they can be programmed to do multiple tasks. Thus, LMS interacting with the student is a community of agents (Griss et al. 2002) which carry out different kinds of tasks such as resources allocation. For example, in Figure 3, a data agent transacts (makes queries and crawls databases) with different external data sources like learning object repositories and with other agent systems, to gather needed information.

![FIGURE 3 Model of agent-based LMS](image-url)

The whole nature of the agent-based LMS is that it works as a mediaries. It is a virtual instructor (VI, Doswell 2006), a learning companion (Johnson et al. 2000) for the users (student agent) which will pop up when the user indicates a need for help. It can work, as a time manager (teacher agent) for the teachers, by orchestrating meeting arrangements and classroom reservations. Interaction between virtual instructor and users can be initiated upon request, indirectly by the system monitoring the users’ performance and automatically detecting when the assistance is needed as well as by a combination of these activities. This community of agents is a learning community, able to learn the user behavior, users’ actions streaks and ways of decision-making. However, the amount of knowledge that the user elaborates via the system is clearly dependent on user interaction with the system. With the information gathered via several agents (e.g. transactions between agents), agent-based LMS work towards a general model of the typical user and user’s CoL. These CoL are communicated back and forth between the users via multimodal interface.
4.5 Discussion

The large systems of sciences are as useful as their descriptions of the reality and predictions of phenomenon; especially as phenomenon happens at a certain time. Despite the descriptive analysis and theories of certain phenomenon in a certain context, we still cannot describe and predict uncertainties involved in phenomenon happening at a special moment. The tradition, the language and our ability to interpret and gain meaning in the world are continuously specific to a concrete moment in time (Boland 1987, 371).

We used a sampling method to gather quantitative data (CoL). However, sampling methods based on consideration are subjective. The results are more like specimens. The lack of a pinpoint method for choosing sample units can lead to misleading results, because the method does not ensure a representative sample. Something is left out of the sample. Indeed, it is recommended that one uses convenience sampling to test (Yin 1994, 7), for example, a survey form, to gain preliminary results and develop ideas. A web-based survey was used to collect data from two approaches (predefined, structured and non-structured, open questions), and a well-known statistical program was used for the data analysis. As survey research involves gathering information for scientific purposes from a sample of a population using standardized instruments or protocols, our web-based survey was more a data collection technique than a sound survey research. Moreover, when using a survey the observable units are not controlled. Lastly, our response rate was 48%, while a response rate of 75-90% is widely held as sufficient to support generalization from a surveyed sample of the population (Gall et al. 1996). For comparison, Burkell (2003) denotes that from 1996 through 2001 in three major library and information science literature journals have an average response rate of 63%.

According to our analysis, respondents gave extensive accounts of CoL, but partly because the answers were of different lengths, the association to the learning theories was not always clear or possible. As earlier said, despite the misinterpretations, it is important to try to understand the CoL. If it is possible to increase knowledge of learning by studying CoL, then these results will probably help people to understand more what and why something is needed for better LMS. However, the level of understanding depends on the amount of time used in studying them and the context (culture, organization, place and people) where they are studied. As respondents’ answers gave us an extensive CoL, results cannot be generalized for the whole population without further empirical research or experimental research.

If it is possible to increase the knowledge of learning by studying CoL of those people who are within the development process, then this research’s results will probably help people to understand more what is needed to enhance LMS and LMSD. Moreover, the applied method for understanding different conceptions of any concept in the development of any artifact is a
predefined and organized collection of techniques and a set of rules. These rules state by whom, in what order, and in what way the techniques are used.

The proposed model of Agent-based LMS is far from complete. As Curtis et al. (1992) define that a model is an abstract representation of reality that excludes much of the world’s infinite detail. The purpose of a model is to reduce the complexity of understanding or interacting with a phenomenon by eliminating the detail that does not influence its relevant behavior. Therefore, a model reveals what its creator believes is important in understanding or predicting the phenomena modeled.
Unique conceptions about everyday things are involved in our life. To design, implement and use systems around us, we should try to understand the different conceptions related. Indeed we referred to conception as conceiving and understanding something. Although the conceptions are considered to be revealed by the subject’s expressions with which they describe their perceptions, experiences and inner concepts, these expressions cannot contain the whole dynamic conceptions of being human. However we emphasize that it is important to at least try to understand these conceptions, because they are intentional in that they guide people in their daily activities and allow for the world to be perceived as meaningful to them. If we want to develop a meaningful and useful artifact, we should try to understand underlying conceptions related to artifacts. It is noteworthy that the activity of development was understood as an intellectual and personal process, to create and develop a certain artifact for a reason. It is a process which takes its form and consequences according to the conceptions of the performers and things related to the subject of the process (Isomäki 2002, Mathiassen 1998).

The research results were revised CoL categories, a method for understanding CoL and an evaluation of the LMSD issues. As a conclusion, on the basis of the results, there are many reasons for LMSD. In LMSD, stakeholders need roles for task identification and to increase their knowledge through cooperation. There should be more focus on design and use of social interaction in LMSD. There is an inherent value in the experience of users and the time-dependent user information management in LMSD. The results from earlier research on learning theories and the test of a preliminary method for studying stakeholders’ CoL, gives an updated overview of their CoL. And finally, an agent-based approach to LMSD is one solution to answering these presented LMSD challenges that have been presented.

These results help people understand the reasons for LMSD. The practical result will be the integration of the issues found into the LMSD. The developed method can work as a tool for better understanding the stakeholders’ conceptions of different concepts in an artifact development. By applying the
method into different contexts, one can bring information about the underlying guiding conceptions and improve the interaction. This is of value to the goal-setting organizations, as the organizational goal is indirectly the personal goal of the personnel. Beside earlier system development models, the learning was identified in system development as the core part of the change process. For successful systems, that change process is the most fundamental process to understand and to manage, and one also needs to consider the time aspect of dynamically changing information. Additionally, the personal meaning which students construct in any learning experience includes not only the information and the context, but the purpose, as understood by the student. Which means that any learning for which students do not see a real purpose outside classrooms and exams will be stored (if it is stored) in ways which inextricably link it to that set of contexts (Crebbin 2000). In this direction, there may be a need for virtual supervisors or supporting systems for learners to understand and manage their learning in emerging virtual realities.

As Checkland & Holwell (1998, 217) note that ‘information’ is frequently taken to mark a revolution as important as the Industrial Revolution of the late 18th and early 19th century, which focused on ‘energy’. Concepts like ‘learning’, ‘ubiquitous’, ‘pervasive’ and ‘climate change’ emerged in the 20th century. Perhaps the concepts are constantly changing, from important to unimportant and vice versa, according to the changes in the human environment, targets of concentration and use of interactions.
APOLOGY

"...keep on hearing, but do not understand; keep on seeing, but do not..."

-Isaiah 6:9 (Anon, 2001)

Lastly, the reality is more than a conceivable concept, as language, mathematics, religion and learning can be. From that perspective, reality consists of the general and specific, the whole and the parts, thus further giving space for contradictions and for arguments and counterarguments. Yet, the counterarguments are not against each other, rather they fulfill each others. As dark and light are defined as reciprocal and easy to describe in contrast to one another, combining these two is more than the sum of them.
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APPENDIX I

Central ideas of various CoL from the earlier studies related. Although the earlier research is listed showing the uniformity between conceptions, the table does not express the nuances and ideas in great detail.

<table>
<thead>
<tr>
<th>Author / Central idea</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>I</th>
<th>J</th>
<th>K</th>
<th>L</th>
<th>M</th>
<th>N</th>
<th>O</th>
<th>P</th>
<th>Q</th>
<th>R</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gagne (1965)</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rumelhart &amp; Norman</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1978)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shuell and Lee (1976)</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Säljö (1979)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Langley and Simon</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1981)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Van Rossum et al. (1985)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marton et al. (1993)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cliff (1998)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Isomäki &amp; Håkkinen (2001)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ileris (2002)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A Formal: signal learning, stimulus-response learning, chaining, verbal association, multiple discrimination, concept learning, principle learning, and problem solving

B A change in an individual’s behavior or ability to do something, a stipulation that this change must result from some sort of practice or experience, and a stipulation that the change is an enduring one

C Changing as a person. Through developing insights and points of view the learner sees the world differently, as well as an agent of change, responsible for their own learning

D Understanding where the individual develops some meaning from their learning, they start to see things in a different way or develop a view

E Increasing one’s knowledge, ready-made facts and information consumption

F Memorizing and reproducing, learning is devoted to reproducing facts and information for a specific purpose

G Applying, where the learner applies what is learned as the need arises e.g. driving skills or PIN numbers

H Seeing something in a different way, gaining new perspectives

I Process that modifies a system to improve, more or less irreversibly, its subsequent performance of the same task or of task drawn from the same population

J Moral obligation or service

K Integrated part of human life and survival potential and is libidinous in nature

L Entity which unites a cognitive, an emotional and social dimension into one whole

M Happens with action and with explorative strategies, contributing recollection

N Based on affective characteristics, attitudes regulate learning

O Time-consuming

P Different due to age and gender

Q Initiated by new “technology”, people learn either with enthusiasm or under compulsion

R Dependent on the context, occurs in the working community

S By-product of working processes, e.g. client organization’s users learn at same time when participating in systems development