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Mobile Phone Use Driver Distraction Detection 

Based on MSaE of Multi-modality Physiological 

Signals 
 

Xin Zuo, Chi Zhang, Fengyu Cong, Jian Zhao, and Timo Hämäläinen 
 

  

Abstract—Driver distraction, a major cause of traffic crashes, 

is reported to reduce driving performance and be detected with 

vehicle behavioral features. It also induces physiological 

responses. Time and frequency-domain features of physiological 

signals have been used to study distraction, but they are 

susceptible to residual noise and tend to overlook complexity. 

Moreover, the resampling problem arises while analyzing 

physiological signals at multiple time scales. This paper proposes 

a novel framework based on multiscale entropy on absolute time 

scales (MSaE) and bidirectional long short-term memory 

(BiLSTM) network to mine the distraction information in multi-

modality physiological signals and detect distraction 

automatically. Firstly, an entropy-based resampling method is 

adopted to find the suitable downsampling rates of 

electroencephalography (EEG), electrocardiogram (ECG), and 

electromyography (EMG). Then, calculating entropy with 

absolute time scales instead of relative time scales in a sliding 

window is utilized to explore the fluctuations of each signal while 

distraction. Afterward, ReliefF is selected from conventional 

feature selectors to identify the optimal feature set for each 

signal. Finally, BiLSTM with time dependency is designed to 

detect driver distraction with the selected feature set. The results 

illustrate significant distinctions in the MSaE of multiple 

physiological signals between normal and distracted driving. 

Additionally, MSaE, superior to traditional features, is selected 

as the most discriminative feature for each signal in distraction 
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mining. Furthermore, the accuracy is further improved by about 

8%, incorporating multi-modality features rather than vehicle 

behavioral features. This study indicates the potential of 

employing various signals to understand and detect driver 

distraction effectively. 

 

Index Terms—Driver distraction, EEG, ECG, EMG, MSaE, 

multi-modality analysis 

I. INTRODUCTION 

RAFFIC accidents are happening worldwide with 

increasing frequency in recent years. It will lead not 

only to severe economic losses but also to injuries and 

deaths. According to the report of the National Highway 

Traffic Safety Administration (NHTSA), there are 3,308 lives 

taken away in vehicle crashes in 2022 because of distracted 

drivers in the United States, and using mobile phones while 

driving can greatly increase the potential for traffic accidents 

[1]. It is also reported in a survey of the World Health 

Organization (WHO) that using mobile phones would 

significantly increase drivers' exposure to the risk of car 

crashes by about four times [2]. Drivers' workload can be 

increased, and their attention can be diverted from the task of 

driving to unrelated activities while talking or texting with 

mobile phones in the driving process. In this condition, it will 

slow down the reaction time of drivers and make it difficult to 

keep the right forward direction, then leading to accidents. 

Therefore, it is necessary to detect mobile phone use induced 

driver distraction in time and alert drivers to observe the 

surroundings and focus on driving to reduce such traffic 

accidents. 

A variety of signals have been used to evaluate driver state 

and detect driver distraction. The most commonly used signals 

in the existing research are obtained by non-intrusive sensors, 

including Global Position System (GPS), external and internal 

cameras [3], [4]. These sensors can easily collect the vehicle 

behavioral signals (like steering wheel angle, acceleration, 

speed, etc.) and driver visual images (like head movement, eye 

fixation, driving posture, etc.). Driver distraction and situation 

awareness were evaluated in [5] by analyzing the lane keeping 

and vehicle velocity data, and the performance of different 

age, gender, and driving experience groups were compared. 

Eye movement data was used to study the relationship 

between response performance and cognitive workload while 

drivers were talking with passengers in [6]. Although the 

vehicle behavioral signals are easy to collect and analyze, they 

T 
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are subject-dependent and sensitive to traffic conditions and 

weather [7]. What’s more, driver visual images can be 

influenced by facial occlusion, illumination, and personal 

driving habits easily, even if they can reflect drivers' attention 

shift intuitively [8]. 

There is also research studying driver distraction utilizing 

intrusive sensors to acquire physiological signals like 

electroencephalography (EEG), electromyography (EMG), 

and electrocardiogram (ECG). EEG is the record of the real 

internal electrical potentials originated by the central nervous 

system (CNS). It can reflect the brain activities in real-time 

with high temporal resolution and is the most widely used 

signal among all physiological signals to measure mental 

status [9]. For instance, a deep learning approach was 

proposed in [10] to detect driver distraction on the basis of the 

temporal and spatial information of EEG signals and examine 

the contributions of temporal and spatial information. ECG is 

one kind of record of autonomic nervous system (ANS) 

activity and is usually used to measure the heart rate. Research 

has shown that heart rate changes along with mental state and 

can be used to analyze driver state [11]. EMG, induced by the 

alteration of muscle tension, is also used in the literature to 

detect driver states. Since the equipment in cars, like the 

pedals and steering wheel, needs to be controlled by the 

human body while driving, the tension of muscles can be used 

as an indicator to predict the driving state [12]. A muscle 

computer interface is designed to reduce distraction 

appearance by sensing and decoding EMG signals associated 

with different finger postures while distraction in [13]. In sum, 

physiological signals record the real electrical activities of the 

human internal state timely, which provides a more accurate 

and faster way to explore the internal state alterations. 

Traditional time-domain and frequency-domain features of 

physiological signals are widely used to study driver 

distraction in the literature. Although the temporal and spectral 

dynamic changes of physiological responses can be reflected 

in the fluctuations of these features, the rhythmicity and 

stability of different physiological signals alter along with 

driver status while driving as well [14]. In this context, the 

complexity of physiological signals is usually overlooked. 

Entropy features like Shannon entropy, fuzzy entropy (FE) 

and sample entropy (SE) have been used to study the 

complexity information. Nonetheless, physiological signals 

are usually contaminated by breath, blinks, body movements, 

etc., especially in driving experiments. Residual noise is 

retained after preprocessing and has an effect on results since 

noise contamination cannot be absolutely eliminated by 

preprocessing [15]. Thus, multiscale entropy (MSE) is 

proposed to manifest the complexity of signals by calculating 

entropy in several scales, which can reduce the residual noise 

effects and improve the robustness of the results [16]. 

However, how their complexity varies between distraction and 

normal state needs to be further studied, and the resampling 

problem appears if analyzing signals at multiple time scales. 

What’s more, it is necessary to analyze signals in high 

temporal resolution so as to detect and study the subtle 

changes in driver state in time. But higher resolution will 

result in larger data size and lower computational efficiency. 

So, it is vital to mine for the valuable information about driver 

status using complexity features of physiological signals with 

optimal sampling frequency. 

Recent studies have demonstrated that none of the signals 

can provide sufficient information to estimate driver mental 

state and that incorporate signals can compensate for each 

other [17]–[19]. Additionally, along with the development of 

sensor technology and less intrusive wearable equipment, 

multi-modality signals are more and more widely used to 

study driver distraction. Multi-modality features from speech, 

facial expression, and car signals were extracted to detect 

driver distraction in [20], and the results show that the 

predictive accuracy increases by adding more modalities 

features. A lightweight framework is proposed and validated 

in [21] to explore the comprehensive detection of driver 

distraction by fusing multi-sensor data from drivers, vehicles, 

and GPS positions. A multi-modal fusion network for 

detecting driver distraction with acoustic signal, visual signal, 

EMG, and car motion signals was introduced in [22]. The 

results show that multi-modality signals can greatly enhance 

the performance of the proposed network. 

Moreover, machine learning (ML) and deep learning (DL) 

algorithms have been utilized to detect driver distraction. Most 

of these algorithms make decision on the current time step 

based on the current input information that is not in 

accordance with the real driving activity. In fact, driving is a 

long-lasting and interactive activity among the driver, the 

vehicle, and the environment. Drivers make decisions on the 

basis of both the current received information and the 

previously received information and the upcoming events 

[23]. Hence, it is necessary to detect driver distraction 

considering the contextual information. In recent years, it has 

been proved that long short-term memory (LSTM) network 

can memorize the long and short-term information in 

sequential data and can achieve a better performance than 

conventional classifiers in diagnosing depression and anxiety 

[24]. Furthermore, bidirectional LSTM (BiLSTM) has also 

been successfully applied in many fields like sleep staging and 

text classification with the advantages of learning the two 

directional (i.e., forward and backward) contextual 

information in signals [25], [26]. 

This paper proposes a driver distraction detection 

framework based on multiscale entropy on absolute time 

scales (MSaE) of multi-modality physiological signals (i.e., 

EEG, ECG, and EMG signals) considering the contextual 

dependency in signals. The main contributions of this study 

are as follows: 

1) We propose to use MSaE for exploring the complexity 

of physiological signals to reduce the residual noise 

effect and to eliminate the resampling problem when 

analyzing physiological signals at multiple time scales. 

2) We propose to analyze driver distraction with multi-

modality signals and find the most discriminative 

multimodal feature set by feature selection. 
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3) We validate the effectiveness of the selected 

multimodal feature set in driver distraction detection 

utilizing BiLSTM that can learn the time dependency in 

the data. 

The remainder of the paper is organized as follows. Section 

II lists relevant research on the estimation of driver distraction. 

Section III describes the experimental details and the gathered 

multi-modality signals. In Section IV, the adopted 

methodologies are introduced. The findings of our study are 

presented and discussed in Section V. Finally, Section VI 

summarizes the paper. 

II. RELATED WORK 

For detecting driver distraction, the popular way is to first 

extract features from signals and then input the features into 

classification models. There are various features used to 

excavate distraction information existing in different signals in 

the literature. Time-domain features like mean value and 

standard deviation of vehicle behavioral signals are usually 

calculated to evaluate changes in drivers' performance due to 

distraction. In [27], the mean and standard deviation of speed, 

acceleration, steering wheel, and lane deviation data were 

selected as indicators to identify truck driver distraction. In 

[28], the mean speed, lateral position standard deviation, and 

the mean angular acceleration of the steering wheel were 

calculated to analyze the differences between normal and 

distracted driving. They found that steering wheel indicators 

are adequate to distinguish distraction and non-distraction. 

Many studies adopt features based on eye movement (e.g., 

fixation duration, saccade frequency, and gaze distribution) of 

driver visual images to explore the useful information while 

distraction. In [23], not only were the vehicle behavioral 

features extracted, but also the fixation duration and blink 

frequency of the eye data were calculated and fed into the 

Bayesian Networks (BNs) model to detect driver distraction.  

[29] analyzed the glance behavior of drivers and demonstrated 

that it serves as a good measure of drivers' attention shift, 

which makes it possible to detect distraction. As for 

physiological signals, most existing research utilizes time-

domain and frequency-domain features to explore the internal 

distraction information. [30] extracted the power, standard 

deviation, and mean absolute values of four EEG rhythms to 

compare the performance of various classification methods 

detecting driver distraction. [31] analyzed all possible sub-

bands of the ECG spectrum and obtained their mean, standard 

deviation, and power features to identify driver distraction. A 

driver inattention detection system using the statistical and 

spectral features of EMG and ECG was presented in [32], and 

results showed that EMG and ECG signals can be adopted to 

detect inattention. These features can indicate the dynamic 

changes of the physiological signals in the time domain and 

frequency domain while drivers are distracted, but the 

complexity information is neglected to some extent. 

Physiological signals are recordings of the electrical 

activities derived from the human body [33]. Extensive 

amounts of complexity information about human states hide 

within the fluctuations of signals [34], especially EEG. Since 

EEG generally records the brain activities of the whole scalp 

with multi-electrodes rather than in one region. Plenty of 

valuable information might be overlooked if we do not 

consider the complexity features. Entropy is a measure of the 

disorder or randomness of a system and can be selected to 

manifest the complexity of physiological signals [35]. In this 

case, entropy features have drawn researchers' attention to use 

them in estimating human states recently. FE and SE of EEG 

and electrooculogram (EOG) signals were implemented in 

[14] to analyze and classify different sleep stages. The results 

are slightly better than those of the existing methods. An 

epileptic seizure detection model was trained in [36] by 

employing differential entropy (DE) and peak-magnitude of 

root mean square ratio (PRMS) of EEG. The results show that 

the extracted features could distinguish normal and abnormal 

seizure EEG with superior prediction accuracy. A machine 

learning (ML) model was built in [37] to estimate the visual 

interest level with MSE of EEG. The results indicate that MSE 

can quantify EEG complexity to reflect human visual interest. 

Apart from the advantages, there are still challenges in 

exploring the complexity of physiological signals applying 

entropy features. Artifacts cannot be completely eliminated 

whatever preprocessing approaches are employed [15]. Hence, 

the calculated entropy features (like FE, SE, and DE) involve 

the residual noise in the complexity of signals, which results in 

the poor robustness of these features. Besides, researchers 

have proved that the value of entropy could be affected by the 

sampling rate, e.g., the value of SE will obviously increase 

while signals are downsampled [38], [39]. Compared to the 

above single scale entropy features, MSE is better in 

robustness as it is calculated at multiple time scales to 

decrease the effect of residual white noise [16]. Nevertheless, 

the resampling problem arises when calculating entropy in 

different time scales, and the compressing or stretching effect 

occurs if the sampling rate of signals is changed [40]. 

Moreover, to detect the subtle changes in the driver state in 

time, signals in high temporal resolution are needed. But a rise 

then appears in data size and computational cost. To reduce 

the extensive, time-consuming calculation, most research 

applies the downsampling approach prior to analysis. Under 

the circumstances, how to find the appropriate downsampling 

frequency and manifest the complexity of physiological 

signals can be challenging. 

As for distraction detection, a variety of classification 

algorithms have been used in the literature. Deep learning 

(DL), a branch of ML, has a better understanding of large data 

with deep neural networks than traditional ML [41]. Recent 

research has pointed out that DL outperforms many 

conventional ML approaches for time series classification and 

appears to be the most promising algorithm for classifying 

temporal signals [42]. A multimodal emotion recognition 

method adopting deep belief network (DBN) was presented 

and validated that better recognition performance could be 

obtained in subtle emotion expressions with DBN in [43]. 

Discrete dynamic Bayesian (DDB) network was utilized to 
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predict the severity of driver distraction in continuous videos, 

and a fuzzy system was also implemented to detect multi-class 

distractions into three severity levels in [44]. Driving is a 

continuous work with the characteristics of long duration and 

context dependent. Decisions on each action are made upon 

the current state as well as many previous states, and it has 

been reported that context dependent is vital for detecting 

human mental states [23]. Therefore, adding memory to a 

neural network can learn more information about driver 

distraction from time series and improve classification 

performance [45]. Recurrent neural network (RNN) can 

memorize the previous states of sequential data and decide the 

output according to the history for a short duration time series 

[46]. LSTM, an extension of RNN, achieves to keep both 

long-term and short-term dependency by adding four gates in 

each cell [47]. It overcomes the vanishing gradient problem of 

RNN and has been utilized to detect mental status. A DL 

model dealing with LSTM for predicting the development of 

Alzheimer’s Disease (AD) is introduced in [48]. It is 

demonstrated that the performance of LSTM is superior to 

existing algorithms for the future state prediction of AD. 

Driver features were fed into a LSTM model to derive the 

corresponding driver state identifier in [49]. Then, the 

identifier and contextual information were utilized to develop 

a multi-class driver distraction risk assessment model that 

considers the driver, vehicle as well as environment data. 

Recently, BiLSTM has been validated that it can improve the 

performance of one directional LSTM by adding a second 

layer to extend the traditional LSTM networks [25]. As not 

only the conventional forward but also the backward time 

dependency in signals can be learned with it, the process of 

making decisions is closer to the actual driving activity. For 

example, a vehicle behavior recognition model was developed 

in [50] with features of vehicle trajectories based on BiLSTM 

and achieved to classify different behaviors. 

In this paper, we propose a framework for driver distraction 

detection based on MSaE of multi-modality physiological 

signals captured in simulated driving environment. Our 

method is to determine the appropriate downsampling rates of 

multi-modality physiological signals with an entropy-based 

method, to exploit the complexity variations of each signal 

while distraction with the MSaE feature, and to learn the long-

term contextual information in multimodal features utilizing 

BiLSTM. A simulated driving experiment is designed to 

induce driver distraction and then executed to collect multi-

modality signals. After that, MSaE is extracted to investigate 

drivers' mental states, and a variety of features (including 

entropy features, time-domain, and frequency-domain 

features) are calculated for comparison. In addition, different 

feature selectors are compared to provide a reference for 

feature reduction and fusion. Finally, the selected optimal 

features are fed into a BiLSTM model to explore the time 

dependent relationship in them and detect driver distraction. 

Thereafter, a comparative analysis of the proposed method and 

four close-match studies is performed to validate its feasibility 

and efficacy. 

III. EXPERIMENT 

The experiment is designed to arouse driver distraction by 

mobile phone use task in simulated driving environment and 

collect multi-modality signals to be used for driver distraction 

detection. 

A. Subjects 

 This study was reviewed and approved by the Ethics 

Committee, Liaoning Normal University. A total of sixty 

physically and mentally healthy subjects participated in the 

experiment. All of them are right-handed and have normal or 

corrected to normal vision and normal hearing. Driving 

license, driving experience as well as using mobile phone 

experience are also required. Besides, they are instructed not 

to smoke and consume any tea, alcohol, coffee, or medicine a 

day before the experiment. The experiment content was 

introduced to all participants, and written informed consent 

was signed previous to the experiment. 

B. Experiment Design 

The experiment was conducted in the laboratory at Liaoning 

Normal University. The Xuan Love QJ-3A1 car driving 

simulator was used to simulate and display a low-traffic rural 

road with three lanes and gather vehicle behavioral signals. It 

is equipped with an interactive visual system, simulated 

cockpit, electronic control system, customized software, and 

accessory equipment, as shown in Fig. 1(a). 

 
 

Fig. 1. Experiment apparatus. (a) The driving simulator and 

electrode cap. (b) The diagram of ECG, EMG, and vehicle 

sensors. 

TABLE I 

DETAILED INFORMATION OF THE EXPERIMENT SETUP 

Equipment Purposes 

Xuan Love QJ-3A1 

driving simulator 

Simulate driving environment, 

collect and record vehicle data 

ANT Neuro amplifier  Record physiological signals 

64-channel electrode cap Collect EEG signal 

Chest lead III electrodes Collect ECG signal 

Electrode in soleus muscle Collect EMG signal 

Mobile phone Induce distraction 

DELL desktop Save data 

EEGO software Record physiological signals 

MATLAB R2023b Analyze data 

As physiological signals can reflect the internal changes of 

driver states more accurately and timely, a 64-channel 

(b) (a) 
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electrode cap following the international 10-20 system was 

utilized to acquire EEG signals. Besides, we also gathered 

ECG and EMG signals simultaneously during the experiment. 

ECG signal was captured with chest lead III as shown in Fig. 

1(b). The EMG electrode was placed along the fiber of the 

soleus muscle in the right lower limb. The sampling frequency 

of physiological signals was set as 2000 Hz. ANT Neuro 

amplifier and EEGO software were used to record the EEG, 

ECG, and EMG signals. To evaluate how distraction affects 

driving performance, the vehicle behavioral signals were 

collected in the experiment as well, and the sampling rate was 

kept at 1 Hz. 

In this experiment, driver distraction was designed to be 

induced by a mobile phone use task in which drivers are 

forced to keep talking on the phone during the distraction 

process. After the experiment, the dataset was saved in a 

DELL desktop and analyzed with MATLAB R2023b. The 

details of the experimental set are concluded in Table I. 

C. Procedure 

There is a practice phase prior to the formal experiment to 

familiarize subjects with simulated driving until they 

understand the experiment thoroughly. The formal experiment 

is divided into six blocks with a duration of about one hour. 

Each block lasts for about 10 minutes, consisting of 

approximately 7 minutes of normal driving at the beginning 

and then around 3 minutes of distracted driving. Subjects are 

told to pay full attention to the road in the normal driving 

process while the experimenter calls and keeps talking with 

the subjects in distracted driving. Detailed protocol of the 

experiment is shown in Fig. 2. Vehicle behavioral signals and 

physiological signals are recorded during the experiment.  

 
Fig. 2. Protocol of the experiment. 

IV. METHODOLOGY 

After the experiment, multi-modality signals were gathered 

and used to detect driver distraction, which is mainly consisted of 

three parts: feature extraction, feature selection, and distraction 

detection as shown in Fig. 3. 

For EEG, ECG, and EMG, the collected signals were first 

preprocessed to remove artifacts. Then, entropy features, time-

domain features as well as frequency-domain features were 

extracted from each modal signal. The mean value and standard 

deviation of the vehicle behavioral signals were calculated to 

study how driving performance changes with driver state. Each 

feature was normalized to [0,1] to avoid the influence of 

numerical value. To avert the high computational cost and 

overfitting problem induced by the obtained high dimensional 

feature set, five commonly used feature selectors were employed 

to find the most discriminative features for each signal. Finally, 

the optimized feature set was fed into BiLSTM to detect driver 

distraction, and four other classifiers were also applied for 

comparison. 

A. Preprocessing and Feature Extraction 

In this subsection, we introduce how the gathered multi-

modality signals were preprocessed and what kinds of features 

were extracted in this study. 

4) EEG Analysis 

We first extracted the alpha rhythm of EEG 

employing wavelet decomposition with 4 levels, as it 

has been validated that alpha rhythm is highly 

correlated with distraction [51]. Wavelet transform 

(WT) has been widely used in analyzing non-stationary 

time series with the advantages of differentiating time 

series consisting of different frequencies and retaining 

both time and frequency information of the signals [52]. 

It decomposes signals with shifted and scaled versions 

of a mother wavelet 𝜓(𝑡) and a scaling function 𝜙(𝑡). 

The discrete mother wavelet can be mathematically 

expressed as 

𝜓𝑗,𝑘(𝑡) = 2
𝑗

2𝜓(2−𝑗𝑡 − 𝑘)          𝑘,𝑗 ∈ 𝑍        (1) 

where k is used to determine the position of ψ(t). j is 

used to determine its width and height. t and Z stand for 

time and integer, respectively. The original signal S(t) 

can be defined as 

𝑆(𝑡) = ∑ 𝑠𝑗(𝑘)𝜙𝑗,𝑘(𝑡)𝑘 + ∑ 𝑑𝑗(𝑘)𝑘 𝜓𝑗,𝑘(𝑡)        (2) 

where sj(k) and dj(k) represent the approximate and 

detailed coefficients at the j level. In our study, we 

selected the commonly used db6 wavelet as the mother 

wavelet. 

 
Fig. 3. Flowchart of this study. 
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Then, to reduce the time-consuming feature 

calculation of EEG, the signals need to be 

downsampled. We applied an entropy-based approach 

to find the appropriate downsampling frequency, which 

is mainly on the basis of MSE and MSaE. 

MSE, developed in [53], can quantify the complexity 

of signals over various time scales as an extension of 

SE. MSE algorithm can be briefly summarized as 

coarse-graining and SE calculation. 

a) For the given EEG signal {x1, …, xi, …, xN}, 

consecutive coarse-grained time series {y(τ)} at time 

scales τ should be constructed at first by averaging 

the τ data points in successive non-overlapping 

windows (see Fig. 4). The element of {y(τ)} can be 

calculated by the following equation 

𝑦𝑗
(𝜏)

=
1

𝜏
∑ 𝑥𝑖

𝑗𝜏
𝑖=(𝑗−1)𝜏+1        1 ≤ 𝑗 ≤ 𝑁 𝜏⁄         (3) 

where N is the length of the given EEG signal. N/τ is 

the length of each coarse-grained time series. j is the 

jth value of the coarse-grained signal. 

b) SE is then calculated for coarse-grained time series. 

As a measure of the complexity of signals, it has been 

adopted in EEG analysis and is detailed introduced in 

[54]. 

Previous studies have illustrated that the values of 

single scale entropy features are related to sampling 

rate, and stretching or compressing effect appears in 

MSE with sampling frequency changes [38]–[40]. In 

the present study, we explored an extension of MSE 

(i.e., MSaE) that replaces the traditional relative time 

scale τ with absolute time scale λ with unit second, 

𝜆 = 𝜏 ∙ 𝑇𝑠 = 𝜏 𝑓𝑠⁄                                     (4) 

where Ts and fs are the sampling period and sampling 

rate of the original EEG, respectively. 

In this way, the coarse-graining process can be 

described as constructing the coarse-grained time series 

by averaging the data points every λ seconds in 

successive non-overlapping windows as shown in Fig. 

4. There should be noticed that the time duration tD of 

EEG keeps the same before and after downsampling 

[40], i.e., tD_d=tD. The rest of the procedure to calculate 

MSaE is the same as MSE. Hence, MSaE feature can 

be obtained by calculating SE of the coarsely-grained 

time series under absolute scale factors. 

Now, the entropy-based approach to determine the 

proper downsampling frequency for the given EEG 

signal X can be illustrated as: 

a) Calculate MSE at different time scale τ and draw the 

entropy-scale curve to find peak scale τpeak, the scale 

that MSE reaches its maximum value (see Fig. 5). 

High correlation between MSE value and time scale 

τpeak has been demonstrated in [55]. 

b) Calculate the corresponding peak time λpeak on the 

basis of (4). 

c) Since downsampling has no effect on time duration, 

peak time after downsampling λpeak_d is the same as 

before downsampling, i.e., λpeak_d= λpeak. 

d) According to (4), the downsampling rate fs_d can be 

expressed as 

𝑓𝑠_𝑑 =
𝜏𝑝𝑒𝑎𝑘_𝑑

𝜆𝑝𝑒𝑎𝑘_𝑑
=

𝜏𝑝𝑒𝑎𝑘_𝑑

𝜆𝑝𝑒𝑎𝑘
                                  (5) 

where 𝜏𝑝𝑒𝑎𝑘_𝑑 is the peak scale after downsampling. 

e) Finally, we can get fs_d for a given peak scale after 

downsampling 𝜏𝑝𝑒𝑎𝑘_𝑑. 

In the present study, we calculated the entropy-scale 

curve of alpha rhythm as shown in Fig. 5. τpeak is 60 and 

λpeak is 0.03 seconds. Let 𝜏𝑝𝑒𝑎𝑘_𝑑 = 6 referring to the 

recommended scale range in [56], then the appropriate 

downsampling rate is calculated as 200 Hz. 

 
Fig. 4. Schematic illustration of the coarse-graining process. 

After the alpha rhythm was downsampled to 200 Hz, 

we employed a wavelet-based technique for artifacts 

removal. The approximate and detailed coefficients 

mentioned above show the correlation between the 

mother wavelet and the signal, and larger coefficients 

appear if artifacts exist. These coefficients can be 

reduced with a threshold and have been used in the 

analysis of driver fatigue [57]. The threshold is 

expressed as 

𝑇𝑚 = 𝑚𝑒𝑎𝑛(𝐶𝑚) + 2 × 𝑠𝑡𝑑(𝐶𝑚)                 (6) 

where 𝐶𝑚 is the wavelet coefficient at the mth level. If 

the coefficient's value is larger than the predefined 

threshold it is halved. Then the signal without artifacts 

can be obtained with the new coefficients. 

 

 

Fig. 5. Entropy-scale curve of the original alpha rhythm 

with fs=2000 Hz. 
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Except for MSaE and MSE, 11 other features of 

alpha rhythm from the time domain, frequency domain, 

and complexity were extracted for comparison. Time-

domain features include mean value (Mean), standard 

deviation (STD), skewness, and kurtosis. The 

amplitude spectrum (AMP) and power spectrum 

density (PSD) were calculated from the perspective of 

frequency. As for complexity features, we chose to use 

DE, FE, approximate entropy (AE), Rényi entropy (RE), 

and fractal dimension (FD). The detailed algorithms are 

listed in [35]. 

2) ECG Analysis 

ECG signal is the record of the electrical activities of 

heart, which contains various artifacts such as device, 

movement, and breath interferences [58]. In order to 

eliminate these artifacts, it is necessary to preprocess 

the collected ECG signal. Firstly, the downsampling 

rate was calculated to decrease the extensive calculation 

according to the entropy-based resampling approach 

mentioned above. In this way, the resampling rate of 

256 Hz was obtained with a scale of 6. Then, a fourth-

order Butterworth band-stop filter of 50 Hz was 

designed to remove power line noise, and a band-pass 

filter of 0.7 Hz to 40 Hz was applied to eliminate the 

baseline drift caused by movements and breath. After 

preprocessing, the ECG signal can be used to analyze 

the activities of the heart. 

The MSaE and MSE features of ECG in a time 

window of 5 seconds with 4 seconds overlapping were 

applied to explore the complexity of ECG. Besides, 

existing research has pointed out that heart rate 

variability (HRV) derived from ECG is a reliable 

indicator for analyzing heart activities [59], [60]. By R-

peaks (heart beats) detection, the HRV indicators can 

be extracted. In this study, we adopted a dynamic 

threshold approach according to [61] to locate R peaks 

in each block. Thereafter, 8 HRV features from both the 

time domain and frequency domain were extracted in 

the 60-second sliding window with 59 seconds 

overlapping. The time-domain features are the number 

of heart beats per minute (BPM), the mean distance 

(IBI) and standard deviation (SDNN) of R-R intervals, 

the standard deviation (SDSD) and the root mean 

square (RMSSD) of successive differences between 

adjacent R-R intervals. The frequency-domain features 

involve low-frequency (LF, 0.04-0.15 Hz) spectral 

component, high-frequency (HF, 0.16-0.5 Hz) 

component, and the ratio of LF and HF (LF/HF). A 

detailed description of these measures can be found in  

[59], [62]. 

3) EMG Analysis 

The data was firstly band-pass filtered with a fourth-

order Butterworth band-pass filter and the low and high 

cutoff frequencies were set as 20 Hz and 500 Hz, 

respectively in accordance with [63]. A band-stop filter 

was then utilized to remove the interference of the 

power line, after which a sliding window of 125 

milliseconds was employed to average the filter EMG 

data. Finally, to observe the changes of EMG before 

and after distraction, we extracted 8 features within a 

window length of 60 seconds and 59 seconds 

overlapping. The features are MSaE, MSE, AE, the 

mean absolute value of amplitude (MAV), the root 

mean square of EMG amplitude (RMS), zero crossing 

(ZeroCross), mean power frequency (FMEAN), median 

frequency (FMED). More details of these measures are 

described in [64], [65]. 

4) Vehicle Behavioral Signals Analysis 

The velocity (V) and lane position variability (LPV) 

signals were analyzed to validate whether driving 

performance does alter with distraction. We performed 

statistical analysis for the signals so as to explore how 

behavioral alterations happen between normal driving 

and distracted driving. The mean value and standard 

deviation of the data were calculated with the same 

sliding window as ECG and EMG. 

B. Feature Selection 

After preprocessing and feature extraction of the physiological 

signals, we get a feature set with 31 kinds of features with a 

dimension of 811. These indicators are in different numerical 

ranges, which has an effect on the comparison among them. 

Thereupon, each feature is normalized to [0,1] applying (7) to 

avoid the numerical influence. 

𝑦 =
(𝑦𝑚𝑎𝑥−𝑦𝑚𝑖𝑛)∗(𝑥−𝑥𝑚𝑖𝑛)

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛
+ 𝑦𝑚𝑖𝑛                (7) 

where y is the normalized value, x is the original value, xmax and 

xmin are the maximum and minimum values of the original 

feature, respectively. ymax and ymin stand for the corresponding 

normalized maximum and minimum values separately. 

Since the dimension of the extracted feature set for distraction 

detection is high, it is time-consuming and may induce 

overfitting problem if all of them are put into the classifier. On 

this account, it is necessary to fulfill the feature selection 

procedure to reduce features' redundancy and improve 

efficiency. Five commonly used feature selectors were recruited 

in this study to find out the most discriminative features [66]-

[70]. They are briefly illustrated below. 

1) ReliefF Algorithm 

ReliefF algorithm is an efficient feature weighting 

algorithm that assigns the features with different 

weights in agreement with the correlation between 

features and categories [66]. The greater the weight of 

the feature, the better it is for classification. It explores 

the correlation by searching for the nearest neighbor of 

each feature from all categories utilizing Manhattan 

Distance. As the feature weight vector is stable and 

ReliefF can do with noise and incomplete problems, it 

is first selected for feature selection in our study. 

2) Non-negative Matrix Factorization (NMF) 

NMF is an unsupervised algorithm processing high 

dimensional data with matrix factorization. It searches 

for non-negative basis and coefficient matrix to parts-

basely represent a non-negative data matrix, which 

retain the discriminative information of the data. Then, 

reduce the dimension of the data matrix. Extensive 

research has proved that NMF is effective in dealing 

with high-dimensional data for feature selection in the 

fields of physiology and neuropsychology [67]. 
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3) Mutual Information (MI) 

MI measures the amount of information that one 

variable has about the other and provides a way to 

estimate the dependency between features and 

categories. The feature with a larger MI value is more 

discerning to the corresponding category. With the 

advantages of detecting nonlinear relationships between 

variables and analyzing multidimensional variables, MI 

has been a popular approach for feature selection [68]. 

4) Neighborhood Component Analysis (NCA) 

NCA is a non-parametric method for selecting 

features with the goal of maximizing the prediction 

accuracy of classification. It optimizes the leave-one-

out classification by means of the first-order nearest 

neighbor and then obtains the weight of each feature  

[69]. By analyzing the weight vector with a threshold, 

the most relevant feature subset can be determined. 

Besides, the result is barely affected by the increase in 

the number of irrelevant features. 

5) Sequential Forward Selection (SFS) 

SFS is a bottom-up search process that begins with 

an empty feature set and subsequently adds features on 

the basis of minimizing the mean square error [70]. The 

process continues until the performance achieves the 

highest, and the corresponding feature subset is 

regarded as the selected features. It is widely used for 

dimension reduction due to its simplicity and saving 

computing time. 

D. Classification 

In order to find out the most discriminative features for 

distraction detection, we recruited random forest (RF) to 

compare the performance of different feature selectors. After 

that, the new set of features coming from the best feature 

selector will be input into a BiLSTM classifier to detect driver 

distraction. 

1) Random Forest 

RF is a kind of bagging model for classification 

consisting of many randomized decision trees in 

accordance with ensemble learning technique. Each tree 

has its local decision, and the final decision is predicted 

by the majority votes of all trees. The tree is trained 

with a bootstrap aggregating technique that randomly 

selects the subsets with replacements from the original 

training data [71]. Therefore, the stability and 

robustness of the classifier is increased. In addition, it 

can also estimate the importance of the inputs. 

Considering the two merits, it is adopted to evaluate the 

most efficient feature selector among ReliefF, NMF, 

MI, NCA, and SFS in the present study. 

2) BiLSTM 

LSTM, a variant of RNN, addresses the vanishing 

gradient problem and can keep both long and short-

term memory of a longer time series. A memory cell 

configuring with four neural layers is used to learn 

long-term dependency and store valuable information 

in the context (see Fig. 6). The LSTM cell utilizes three 

so-called gates (i.e., forget gate, input gate, and output 

gate) to control the information propagation in the 

network instead of directly overwriting the cell 

information in RNN [47]. 

 
Fig. 6. The basic architecture of LSTM memory cell. 

The input data is transferred to every gate by a 

sigmoid activation function. The forget gate is first 

used to determine whether there is information that 

needs to be discarded from the inner cell state (8). Then, 

the input gate controls the amount of new information 

that can be stored in the cell following three steps. Step 

1 involves a sigmoid layer exploring any updated 

information using (9). After that, a tanh layer creates 𝐶�̃�, 

which is the new candidate cell according to (10). The 

new cell state Ct substitutes the old cell state Ct-1 with 

(11) in the last step. Finally, the output ht is determined 

by the output gate by (12) and (13). 

𝑓𝑡 = 𝜎(𝑊𝑓 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)                    (8) 

𝑖𝑡 = 𝜎(𝑊𝑖 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)                    (9) 

  �̃�𝑡 = tanh(𝑊𝐶 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝐶)              (10) 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ 𝐶�̃�                      (11) 

𝑜𝑡 = 𝜎(𝑊𝑜 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)                  (12) 

ℎ𝑡 = 𝑜𝑡 ∗ tanh(𝐶𝑡)                         (13) 

where xt is the feature of time t. σ and tanh are the 

sigmoid and tanh activation functions in the cell, 

respectively. W, b, and h separately indicate the weight, 

bias, and hidden state of each gate. 

 
Fig. 7. The basic topological structure of BiLSTM. 

For driving activity, it is beneficial to classify the 

current state by accessing both the past and future 

information. BiLSTM, introducing a second LSTM 
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layer, fulfills to memorize the forward as well as the 

reverse contextual information in sequence data. Thus, 

it is more like the process of the driver making 

decisions. The basic structure of a BiLSTM network is 

shown in Fig. 7. 

V. RESULTS AND DISCUSSION 

Driver distraction has an effect on drivers from multiple 

aspects and threatens driving safety. It not only causes 

physiological changes in drivers but also affects driving 

performance, which are manifested in the dynamic changes in 

physiological and vehicle behavioral signals [72]. The 

dynamic variations in the physiological signals and the 

distinctions in driving performance between normal and 

distraction are here analyzed and discussed. A driver 

distraction detection model with the ability of memorizing 

long-term context information is proposed based on the 

extracted features. The results of single-modality features are 

compared with those of multi-modality features to validate 

whether taking advantage of multi-modality signals is 

conducive to exploring more characteristics of driver 

distraction. We also compared our approach with traditional 

single-directional LSTM and four close-match methods in 

previous studies to prove its feasibility and effectiveness. 

A. Analysis of EEG Signal 

A total of 13 features were calculated from the alpha 

frequency band in the present work, and we mainly focus on the 

MSaE feature to evaluate the complexity of EEG because of its 

advantages mentioned above. After determining the appropriate 

downsampling rate and scale parameter, the MSaE feature was 

extracted in a sliding time window of 5 seconds with 4 seconds 

overlapping. 

 

  

Fig. 8. The MSaE result of alpha rhythm. The magenta dash 

line shows the onset of using mobile phone, and the red circle 

is the minimum MSaE value. 

As shown in Fig. 8, the waveform of MSaE fluctuates gently 

in the normal driving process, while it is more obvious in the 

distracted driving process. This phenomenon indicates that the 

complexity of the alpha frequency band is less stable while 

distraction. Besides, a minimum value appears in a while after 

the onset of the distraction task, and the trough of the waveform 

is apparently lower than the average MSaE value. It represents 

that the complexity of alpha rhythm arrives at its minimum at 

this point. Drivers need to allocate most of the brain resources 

to pay full attention to the surroundings and keep driving safely 

in normal driving [73]. In this case, a driver's attention is 

focused, and brain activity is vibrant with a much stable 

activation degree. The complexity of EEG then changes slightly, 

which embodies the relatively stable MSaE waveform. 

Different from the normal driving process, drivers' alertness 

reduces because of the distraction task, they also have to handle 

multiple tasks (i.e., driving and the distraction task) in the 

distraction process, the activation degree of brain activity is 

thereby not as stable as normal driving. As a result, the 

fluctuation of MSaE is evident. What's more, it normally takes a 

while for drivers to shift their attention to distraction task and be 

distracted to the maximum [72]. The brain activity decreases to 

the lowest under this condition. Therefore, a trough appears in 

MSaE sooner after the onset of the task. 

B. Analysis of ECG Signal 

Two entropy features, five time-domain features, and three 

frequency-domain features of ECG were extracted to find out 

the dynamic fluctuation of heart rate during distraction. Fig. 9 

shows the obtained MSaE feature. 

   
  

 

Fig. 9. The MSaE result of ECG. The magenta dash line 

shows the onset of the distraction task. 

From an overall perspective, the feature of ECG shows an 

increasing tendency after the onset of the using mobile phone 

and rises to its maximum value later. The average MSaE value 

also augments after the task. In addition, the fluctuation of the 

waveform is more obvious after distraction than before 

distraction. In normal driving, drivers only focus on driving 

safely, and their heart rates are relatively regular and stable. 

On this occasion, the complexity of ECG slightly changes 

with driving, thus a stable waveform appears with lower 

values. While in distracted driving, drivers have to perform 

multiple tasks to satisfy the needs of answering phone and 

keeping safe at the same time, which leads to their nerves and 

decreases the regularity and stability of ECG. As a result, an 

augmentation occurs in the value of MSaE after distraction, 
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and the fluctuation of the waveform gets more obvious. The 

dynamic alteration of MSaE aligns with the previous study 

that analyzed ECG-based measures to monitor the 

physiological changes while distraction [74]. Its results 

pointed out that entropy features of ECG project higher values 

while distraction and that the complexity of ECG generates a 

sign of increasing during distraction. The reason is that 

multitasking (i.e., driving and secondary task) while 

distraction increases driver's workload and changes the 

functional state of the heart [75]. Hence, the complexity of 

ECG signal augments. The results can also be explained from 

the biological aspect as reported in [76]. The variation in heart 

rate is brought about by the blood regulation executed by the 

heart. During distracted scenarios, more oxygenated blood 

needs to be constantly supplied to the brain in order to satisfy 

the demands of multitasking. The increment of oxygen 

demand then increases blood flow, prompting the heart to 

contract and relax more frequently with lower rhythmicity and 

ultimately resulting in the changes in ECG feature. 

C. Analysis of EMG Signal 

We currently calculated three entropy, three time-domain, 

and two frequency-domain features for the EMG signal so as to 

study the differences in muscle state between normal and 

distracted drivers. The MSaE feature is shown in Fig. 10. 

 
  

 

Fig. 10. The MSaE result of EMG. The magenta dash line 

shows the onset of the distraction task. The red circle is the 

minimum value. 

The values of MSaE show a slightly decreasing trend after 

drivers start to do the task until the minimum value is reached, 

which is evidently smaller than the mean value of MSaE in 

Fig. 10. The reason why it declines and the minimum comes 

up may be that the muscle tension gets lower at this stage. 

EMG signal is argued to be connected with human mental 

states in [77]. High EMG tonus happens if a person is awake, 

and lower EMG tonus arises while drowsiness. In our study, 

drivers remain vigilant to ensure driving safety with highly 

focused attention in normal driving. Consequently, they 

exhibit strong ability of controlling limbs with their muscles in 

an active and highly tense state, and then increasing the 

complexity of the ECG signal. However, drivers' attention is 

distracted to answering phones after the onset of the 

distraction task. The limbs control then recedes, giving rise to 

the lower muscle vitality and tension. In this way, a decline in 

the complexity of EMG happens. In addition, drivers normally 

spend a while to be distracted to the maximum [72], thereby, 

the muscle tension decreases to the lowest under the 

circumstances resulting in the minimum of MSaE. Moreover, 

the phenomenon can be further verified by the changes in 

vehicle behavioral data in Fig. 11. 

D. Analysis of Vehicle Behavioral Signals 

Statistical analysis was performed for the acquired vehicle 

behavioral signals to investigate how the driving performance 

changes after distraction. The mean value and standard 

deviation were calculated for V and LPV signals and shown in 

Fig. 11. 

 
 

 

Fig. 11. The features of vehicle behavioral signals. (a) V 

Mean value. (b) V standard deviation. (c) LPV Mean value. 

(d) LPV Standard deviation. The magenta dash line shows the 

onset of the distraction task. 

The mean value of velocity shows a downward trend after 

using mobile phone in Fig. 11(a), which illustrates that drivers 

prefer to decrease the velocity so as to keep safe after the 

beginning of the task. The result is in accordance with the 

existing research that driving speed displays a significant 

decrease trend when drivers execute secondary tasks [78]. In 

Fig. 11(c), the amplitude of LPV mean value rises due to the 

distraction task. It reveals that the lateral distance of the 

vehicle from the road center line increases after distraction. 

What’s more, the standard deviation of V and LPV also 

augments after distraction in Fig. 11(b) and Fig. 11(d). These 

findings are in line with current driving performance analysis 

in the literature. The effects of phone use on driving 

performance were studied in [79], and it is demonstrated that 

drivers have lower ability of longitudinal control and show 

higher variations in lane positioning when attention is shifted 

from driving to task-related work. In our experiment, drivers 

consume more attention resources on the distraction task, the 

limbs control as well as the muscle tension are thereby 

weakened (see Fig. 10). Sequentially, diminished ability in 
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lane and velocity keeping occurs. Therefore, the velocity 

declines, and the amplitude of LPV increases after distraction. 

Moreover, greater standard deviations can be observed in V 

and LPV. 

E. Performance Evaluation of Different Feature Selectors 

 

 

 
Fig. 12. The mean weights of different features obtained 

with ReliefF. (a) EEG features. (b) ECG features. (c) EMG 

features. The error bar shows the standard deviation. 

As described in Section IV, there were 31 types of features 

extracted from EEG, ECG and EMG signals. The dimension 

of the obtained multi-modality physiological feature set is 811, 

which may result in the overfitting problem. Hence, these 

features of each modality signal were fed into five feature 

selectors after normalization to explore the most 

discriminative features. 

Two steps were adopted in the procedure of EEG feature 

selection. Firstly, the three most discriminative electrodes 

were searched among all the 61 electrodes for each EEG 

feature. Then, the best feature for each electrode could be 

identified by analyzing the weights of the thirteen features (see 

Fig. 12(a)). Different from EEG, the electrode selection step 

was skipped for ECG and EMG features, and one best feature 

was chosen for each modal signal. Fig. 12 shows the feature 

weights for each signal. It is clear that the weight of MSaE 

ranks the first among all features followed by MSE for each 

modal physiological signal utilizing ReliefF. Since MSaE and 

MSE are calculated in multiple time scales, they can explore 

more valuable information about distraction than traditional 

single scale features, and the residual noise effect can also be 

reduced by multiple scale calculation [53]. Additionally, 

MSaE can remain unchanged after resampling by using 

absolute time scales in coarse-graining instead of relative time 

scales used in MSE [40]. Hence, MSaE outperforms MSE and 

other single scale features. The best feature selected by the 

feature selectors was then input into a RF classifier to estimate 

the most effective selector. The corresponding results are 

shown in Fig. 13. It is clear that the optimal feature selector is 

ReliefF for the feature set obtained by it displays higher 

accuracies than those of the other four selectors. On this 

occasion, the feature set selected by ReliefF was finally 

utilized to detect whether a driver is distracted or not in the 

following study. 

 
 

Fig. 13. The Performance of different feature selectors. 

F. The Classification Results 

After acquiring the optimal feature selector and the most 

discriminative feature for each kind of physiological signal, 

the new feature set was fed into a BiLSTM model to detect 

distraction. There are two categories in our experiment i.e., 

normal and distraction. The input feature matrix was divided 

into training set and testing with a ratio of 8:2. In the present 

work, we conducted a comparative analysis of physiological 

signals in the context of distraction detection. Specifically, 

their performance was evaluated not only when employing the 
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most effective feature to detect distraction, but also when 

using all extracted features as inputs for classification. 

Besides, we further investigated whether different signals can 

mutually provide complementary information by adopting the 

multi-modality feature set for distraction detection. Moreover, 

the performance of our proposed method was compared with 

that of LSTM and four closely matched research studies. 

Table II presents the results of the BiLSTM model with 

physiological features, and Table III lists the results of vehicle 

features. In Table II, "MSaE” is the selected best feature for 

each kind of physiological signal, and "MSE" is for 

comparison with MSaE. "All features" stands for all the 

extracted features of ECG and EMG signals, while it means all 

the features extracted from the selected electrodes of the EEG 

signal. "ALL" is the feature set consisting of EEG, ECG, and 

EMG features. "Multi-modality" in Table III represents the 

multi-modality feature set comprising not only physiological 

features but also vehicle features. 

TABLE II 

THE MEAN ACCURACIES OF DIFFERENT PHYSIOLOGICAL 

FEATURES USING BILSTM (%) 

  EEG ECG EMG ALL 

MSaE 76.12 68.27 65.49 79.89 

MSE 72.96 68.33 63.87 76.45 

All features 62.75 66.5 65.28 62.31 

In Table II, MSaE, with accuracies of 76.12%, 68.27%, and 

65.49% for EEG, ECG, and EMG separately, performs better 

than MSE in detecting distraction for each physiological 

signal. Both of them contribute more than the other features in 

detecting distraction, as can be inferred from Fig. 12. It is due 

to the mitigated impact of residual noise on exploring the 

complexity of physiological signals by multiple scale 

calculation and because MSaE remains unaffected by 

resampling unlike MSE [16], [40]. Besides, MSaE of EEG 

contributes a higher accuracy of 76.12% by contrast with that 

of ECG and EMG when only one feature was used for 

classification. A similar conclusion can be drawn when 

inputting MSE to detect distraction. Since EEG is motivated 

by CNS, it can respond more promptly with higher resolution 

to changes in mental state than other signals generated by 

ANS [80]. In addition, the EMG feature exhibits the lowest 

accuracies in the single feature conditions, with an accuracy of 

65.49% for MSaE and 63.87% for MSE. The performance of 

the ECG feature lies between EEG and EMG features while 

employing one feature to detect distraction. Moreover, 

detecting distraction with the selected MSaE feature 

outperforms that with multiple features for each signal, which 

demonstrates the necessity of feature selection. The results are 

consistent with previous studies [81], [82]. Their research has 

clarified that high-dimensional feature set not always brings 

with high accuracy in classification tasks, and that it is 

necessary to filter out redundant features and select the proper 

relevant features for saving time and avoiding over-fitting. 

When utilizing MSaE of the three modalities of physiological 

signals as inputs simultaneously, the model performance was 

further enhanced, reaching the peak accuracy of 79.89%. The 

accuracy of BiLSTM with multi-modality feature set also 

increased under the condition of selecting the MSE feature of 

each signal. Furthermore, when adding the multi-modality 

physiological features to vehicle features, the detection 

accuracy is promoted again with an augment of about 8% 

compared to vehicle features in Table III. Coinciding with 

previous studies, different signals manifest human mental 

states from a variety of aspects, they can compensate for each 

other and provide more valuable and sufficient information of 

distraction, thus promoting the prediction accuracy [20], [22]. 

Additionally, BiLSTM is slightly better than the traditional 

LSTM when detecting driver distraction as shown in Table III. 

BiLSTM has the ability of memorizing the forward and 

backward long-term dependency among features, so more 

sufficient information about driver distraction can be learned 

than traditional LSTM contributing to a higher accuracy in 

distraction detection. 

TABLE III 

THE MEAN ACCURACIES OF VEHICLE AND MULTI-MODALITY 

FEATURES (%) 

  Vehicle Multi-modality 

LSTM 72.61 81.27 

BiLSTM 74.72 82.86 

Table IV shows the comparison results of the proposed 

method (i.e., multimodal MSaE+BiLSTM) and previous 

studies in detecting driver distraction utilizing our dataset. It is 

obvious that the proposed method with an accuracy of 82.86% 

in our study outperforms the other four methods in driver 

distraction detection. In [83], the mean value and absolute 

gradient (Abs) of LPV, ECG, and respiration rate were 

extracted to detect whether a driver uses a cellphone or not 

based on logistic regression (LR). For comparison, we 

calculated the two kinds of features from the gathered signals 

and an accuracy of 63.75% was achieved with LR. As for the 

approach in [84], six features of EEG and contextual data were 

employed to detect driver distraction with a RF classifier in 

simulated environment. But this approach did not perform so 

well while recruiting our data. There are two reasons for 

explanation of the results. Firstly, MSaE can explore the 

complexity of signals from multiple time scales and more 

valuable information about distraction can be represented than 

traditional single scale features [53]. This can also be 

validated in the feature selection procedure (see Fig. 12). 

Secondly, with the advantages of memorizing two directional 

information flow, BiLSTM is more similar to the decision-

making process of drivers and is beneficial for reducing the 

train and test error of the model [85]. We also calculated 

various complexity features, time-domain features and 

frequency-domain features used in [86] to develop an extreme 

gradient boosting (XGB) classifier for distraction 

classification and got an accuracy of 68.23%. As we know, 

there may be feature redundancy for a high dimensional 

feature set, which may induce the overfitting problem and 

affect the classification performance [66]. Besides, XGB is an 



13 

> REPLACE THIS LINE WITH YOUR MANUSCRIPT ID NUMBER (DOUBLE-CLICK HERE TO EDIT) < 

 

ensemble algorithm based on gradient boosted decision trees 

developed and cannot learn the contextual dependency among 

features. On the above two bases, our method is superior to the 

algorithm employed in [86]. When compared to our previous 

research in [87], the accuracy of the current approach is about 

4% higher recruiting MSaE rather than MSE, which can also 

be illustrated in Table II. This is because MSaE mitigates the 

residual noise effect on feature calculation by multiple scale 

calculation, and its value can remain unaffected by resampling 

[16]. 

TABLE IV 

COMPARISON WITH CLOSE MATCH STUDIES USING OUR 

DATASET (%) 

Reference Features Classifiers Accuracy 

[83] Mean, Abs LR 63.75 

[84] 

PSD, SE, 

ZeroCross, RMS, 

Mean, Skewness. 

RF 64.09 

[86] 

Complexity 

features, time-

domain and 

frequency-domain 

features. 

XGB 68.23 

[87] MSE BiLSTM 78.41 

Our work MSaE BiLSTM 82.86 

In general, the highest accuracy is obtained by the MSaE 

feature of EEG when employing one feature of single 

modality physiological signal. In addition, MSaE is superior to 

the other single or multiple features of physiological signals 

adopted in our present study. Furthermore, the performance of 

BiLSTM can be enhanced if features of multiple modalities 

signals are simultaneously recruited. 

The results in our present work indicate that MSaE can 

potentially exploit the discriminating distraction information 

of physiological signals and that multiple modalities features 

can enhance the performance of driver distraction detection. 

Despite the reliability and superiority of the proposed 

framework, limitations still exist in the current study. We 

explored the features of EEG with few electrodes, which to 

some degree ignores the spatial information of EEG and the 

interaction between electrodes from various perspectives. 

Besides, we used the features of each signal to detect driver 

distraction regarding each model signal as independent 

variable. But whether there is an interrelationship among 

different modalities of signal still needs to be further studied. 

What's more, our current work only studied driver distraction 

induced by using a mobile phone. But there are also many 

factors that can lead to driver distraction such as eating and 

talking with passengers. So, it is valuable to study how 

different kinds of driver distraction affect drivers and then to 

develop a comprehensive model for various driver distraction 

detection. 

VI. CONCLUSION 

This paper proposed a driver distraction detection method 

based on MSaE of multi-modality physiological signals. It has 

validated that the MSaE of multiple physiological signals in 

distracted driving is apparently different from that in normal 

driving. Besides, MSaE is better for analyzing the complexity 

of physiological signals than other conventional features 

employed in previous research. What's more, the detection 

accuracy is further improved by adopting features of multi-

modality signals compared to single modality feature. The 

results confirm that incorporated signals supply 

complementary useful information of driver distraction. When 

a driver is distracted, physiological and behavioral changes 

come into being. The MSaE value of the EEG signal descends 

to a trough soon after the task onset. The heart rate tends to be 

less regular and stable as the distraction task goes on. 

Moreover, the ability of muscle and vehicle control also 

recedes, which can be manifested by the lower complexity of 

EMG, decreased velocity, and rising variability of V and LPV. 

In future work, we will mine the distraction information of 

EEG on the basis of the brain functional network to improve 

the ability of exploring the spatial dependencies between 

electrodes. In addition, we will explore whether 

interrelationships exist in different signals and how to use their 

dependency in distraction detection. Furthermore, we will 

include more distracting tasks in the experiment design and 

study how to detect different types of distraction accurately. 
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