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Augmenting machine learning with human insights: The model development for 

B2B personalization  

 

ABSTRACT 

Purpose _ Machine learning (ML) techniques are increasingly important in enabling 

business-to-business (B2B) companies to offer personalized services to business customers. 

On the other hand, humans play a critical role in dealing with uncertain situations and the 

relationship-building aspects of a B2B business. Most existing studies advocating human-ML 

augmentation posit the concept without providing a detailed view of augmentation. Therefore, 

the main purpose of this paper is to investigate how human involvement can practically 

augment ML capabilities to develop a personalized information system (PIS) for business 

customers.  

Design/methodology/approach _ The authors developed a research framework to create an 

integrated human-ML PIS for business customers. The PIS was then implemented in the energy 

sector. Next, the accuracy of the PIS was evaluated using customer feedback. To this end, 

precision, recall, and F1 evaluation metrics were employed. 

Findings _ The computed figures of Precision, Recall, and F1 (respectively 0.73, 0.72, and 

0.72) were all above 0.5 thus the accuracy of the PIS was confirmed. Finally, the article 

presents the research model that illustrates how human involvement can augment ML 

capabilities in different stages of creating the PIS, including business/market understanding, 

data understanding, data collection and preparation, model creation and deployment, and 

evaluation phases.  

Originality/value_ This paper offers novel insight into the less-known phenomenon of 

human–ML augmentation for marketing purposes. Furthermore, the article contributes to the 
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B2B personalization literature by elaborating on how human experts can augment ML 

computing power to create a PIS for business customers.  

 

1. Introduction 

Given the importance of maintaining long-term relationships with business customers in 

industrial markets, the usage of the personalized information system (PIS) can positively 

influence the development of business-to-business (B2B) relationships (Saura et al., 2020). A 

PIS is a system that conveys messages or information tailored to a user’s or a user group’s 

interests, preferences, needs, and context (Khosrow-Pour, 2008, p. 3063). A PIS can enhance 

the relational ties in B2B relationships by increasing the number of contacts (Murphy and 

Sashi, 2018). Furthermore, evidence has shown that a PIS can improve the effectiveness of 

B2B customer communication by offering more personal and relevant content (Mero et al., 

2022). A PIS typically relies on human-made automation rules (Järvinen and Taiminen, 2016; 

Mero et al., 2022). However, embedding a machine learning (ML)-based recommendation 

approach in a PIS could empower marketers to tackle the problem of information overload 

(Sun et al., 2019) and help B2B executives acquire useful information from the increasing 

amounts of data they receive (Haji Habibi et al., 2015). 

Unlike traditional methods such as interviews, surveys, or observations which are 

commonly used to investigate and identify customer needs and expectations (Edvardsson et al. 

2012), ML techniques are able to automatically detect patterns in the dataset, learn from 

mistakes, and self-correct (Kühl et al., 2022). Using various algorithms, ML techniques (i.e., 

supervised, unsupervised, and reinforcement) help firms generate predictions needed to make 

decisions (Hagen et al., 2020). In addition, ML features including automation, pattern 

detection, and prediction generation could result in a considerable reduction in the required 

cost and time compared to traditional methods (Collingwood and Wilkerson, 2012).  
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Over recent years, advances in ML techniques have provided innovative possibilities to 

assist marketers in offering personalized marketing services (Jain et al., 2021; Liu, 2020) that 

have been increasingly requested by B2B customers (Kessinger, 2022). Furthermore, previous 

studies have confirmed other useful outcomes of artificial intelligence (AI) and ML adoption 

in the B2B sector including accuracy improvement, better decision-making, enhanced 

customer relationships, sales increase, cost reduction, efficiency improvement, and risk 

reduction (Chen et al., 2022). Nonetheless, based on a recent survey study, 63% of B2B 

marketing managers still have problems in their personalization efforts, yet only 17% use AI 

and ML across the function (Gartner, 2021). A question arises here: Why are many B2B 

companies still reluctant to leverage ML in order to offer personalized marketing services to 

their customers? 

In fact, despite the efforts of B2B firms to assimilate AI and ML techniques to provide 

superior personalized services and attain competitive advantage (Papagiannidis et al., 2023), 

due to challenges such as lack of theoretical background (Ma and Sun, 2020), privacy concerns, 

and ethical dilemmas like AI fairness (Wirtz et al., 2020), many firms and their employees 

continue to confront the dilemmas of adopting AI and ML (Papagiannidis et al., 2023). Some 

scholars believe AI and ML techniques will be more efficient if the computing power of ML 

and human insights are connected using integrated models (Davenport et al., 2020; Jarrahi, 

2018; Kaplan and Haenlein, 2020; Ma and Sun, 2020). However, it appears that due to the 

ambiguity of deploying ML techniques combined with human insights (Graef et al., 2020; 

Teodorescu et al., 2021), further research is needed to explore the practical details of achieving 

human-ML augmentation for different purposes (Davenport et al., 2020; Kaplan and Haenlein, 

2020; Ma and Sun, 2020); especially in B2B contexts, where the research on digital 

technologies and AI is fragmented and divergent (Zhai et al., 2023), and the gap between 

practice and academic research is felt (Cortez and Johnston, 2017). Therefore, the primary goal 



5 

 

of this article is to enhance B2B scholars’ and practitioners’ understanding of the theoretical 

and practical details of human-ML augmentation to create a PIS. To reach this goal, the article 

focuses on answering the question of how human involvement can practically augment ML 

computing power to create an efficient PIS for business customers? 

This article’s contributions are threefold. First, much of the existing literature advocating 

augmentation posits the concept without providing nuances of human-ML augmentation 

(Teodorescu et al., 2021); so, this study aims to provide more detailed theoretical aspects of 

human-ML augmentation with a focus on the B2B context. Second, although many firms 

recognize the potential of augmenting human insights with intelligent systems, few have 

accomplished such aspirations at scale (Barro and Davenport, 2019; Teodorescu et al., 2021). 

The main reason for this failure is the ambiguity of using ML techniques combined with human 

insights (Graef et al., 2020). This article thus explains this process in more detail by presenting 

a model that illustrates the main stages of human-ML augmentation for B2B personalization. 

Third, given the fact that B2B marketing research will become more relevant for firms and 

business theory if practice and academic studies are brought together (Cortez and Johnston, 

2017), this article provides empirical research with which to practically develop and examine 

the PIS for business customers.  

Accordingly, the remainder of this paper proceeds as follows. The next section highlights 

prior findings on the theoretical and practical contributions of humans to augment ML 

capabilities. The third section presents the research framework. The fourth section explains the 

research methods. The fifth section is devoted to explaining the details of conducted empirical 

research. The sixth section elaborates on the research findings and presents the research model. 

In the final section, we discuss the research implications and suggest directions for future 

research. 
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2. Framework development 

Integrated human-ML models should enable the creation of collaborative intelligence 

through which humans and AI actively and continuously enhance each other’s complementary 

strengths (Wilson and Daugherty, 2018). Hence, such collaborations may empower firms to 

shift their businesses’ traditional boundaries (Ansari et al., 2018). In this vein, the main 

concentration of this article is on identifying different human contributions that can augment 

ML computing power, especially for B2B personalization. Thus, the rest of this section is 

devoted to elaborating on the findings of previous studies on how human involvement can 

augment ML capabilities.  

First, despite the considerable potential of ML in analyzing customers’ needs and 

personalization through interpreting numeric and non-numeric data (Chui et al., 2018), a key 

challenge is to build a transparent model structure and clear links between variables as they 

often lack the theoretical basis (Ma and Sun, 2020). Thus, one of the foremost contributions of 

humans to ML techniques is using human insights in order to develop a robust theoretical 

backbone and increase the interpretability of outputs.  

Second, human tactic knowledge could augment ML computing power in selecting 

appropriate features (Cheng et al., 2006; Izadi et al., 2013), as well as suitable algorithms, 

which are serious challenges when applying ML techniques (Lieder et al., 2014). Previous 

research in decision-making has increasingly stressed the importance of considering the 

context in which the problem is embedded (Fantino and Stolarz-Fantino, 2005; Zerilli et al., 

2019). Years of experience in performing qualitative assessments in various situations often 

help human decision-makers make choices, considering the actual context of the problem. In 

other words, human involvement (e.g., B2B experts) often enables the selection of appropriate 

solutions or methods, considering the unique context in which the problem has arisen. 



7 

 

Third, to materialize the synergistic relationship between ML and humans, one can 

combine superior human intuitive judgment with the speed of ML techniques in collecting and 

analyzing information (Jarrahi, 2018; Teodorescu et al., 2021). This augmentation could 

specifically assist B2B firms in collecting data, because data for B2B marketing are typically 

rare, and their value is difficult to extract (Lilien, 2016). Thus, B2B firms often need to employ 

more innovative ways to collect and process data than methods commonly used in business-

to-consumer (B2C) environments. To this end, human judgment could specifically help 

ascertain which variables or future events (out of endless factors) can be used for data collection 

(Jarrahi, 2018). This approach would especially benefit firms that do not have an organized 

database of customers. 

Fourth, in addition to humans’ contributions to augmenting ML during the initial phases 

of ML application (e.g., choosing appropriate theories, features, and algorithms), human 

involvement can also enable firms to assess customer feedback through direct contact, ensuring 

their satisfaction with ML-based systems’ outputs. This human involvement particularly helps 

B2B firms to apply account-based marketing that allows B2B marketers to communicate with 

individual prospects or accounts (i.e., strategic customers) to create a superior personalized 

experience for them (Golec et al., 2019). Furthermore, given scholars’ and practitioners’ 

concerns about the dark side of AI that cause unfair or biased results (Wang et al., 2020; Akter 

et al., 2021), human involvement can specifically prevent the ethical and moral implications of 

ML bias by assessing customer feedback (Sun et al., 2020). For example, many recent cases 

have shown that gendered, racial, and socio-economic biases emanate from AI and ML 

applications (Hunter, 2020; Akter et al., 2021). However, recent studies’ results have proven 

that continuous feedback improves an AI model, and practical responses to such insights reduce 

algorithm bias (Akter et al., 2021). Hence, the human contribution to gaining and evaluating 
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customer feedback can ensure that firms’ automated technology is enacted fairly and does not 

discriminate against any group of people (Teodorescu et al., 2021).  

Based on the above arguments, the remainder of the current section discusses humans’ 

role in augmenting ML techniques to create a PIS by (a) establishing a theoretical framework, 

(b) selecting an appropriate ML technique, (c) applying tactic knowledge-driven feature 

selection, and (d) evaluating customer feedback to improve the model’s outputs and reduce 

ML bias. 

 

2.1. Establishing a theoretical underpinning  

Given the importance of an in-depth understanding of the informational needs of B2B 

audiences for creating an efficient PIS, in this section, we aim to develop a theoretical basis for 

identifying business customers’ interest in different types of content. Indeed, employing an 

appropriate theory that considers audiences’ needs and motivations for consuming information 

enables firms to publish a range of relevant and compelling content that may help enhance 

customers’ engagement and develop relationships with customers (Yaghtin et al., 2020; 

Yaghtin et al., 2022). 

In this research, we adopted the uses and gratifications (U&G) theory that was initially 

proposed by Katz (1973) and suggested a range of audiences’ informational, motivational, and 

emotional needs for obtaining information. The U&G approach establishes a value-based 

perspective on providing content for customers (Bruhn et al., 2014), given that people consume 

content in order to satisfy specific needs (Katz, 1973; Yaghtin et al., 2022). Despite disparities 

between B2B and B2C contexts (Christopher and Marder, 2017), U&G theory has been 

examined in both the B2C and B2B literature (Bruhn et al., 2014; Christopher and Marder 

2017; Grissa, 2017). U&G needs consist of five main categories: cognitive, affective, social 

integrative, personal integrative, and tension release motivations (Katz et al., 1973).  To acquire 
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more in-depth insight into the types of appealing and valuable content for business audiences, 

we conducted a literature review. The initial sample of possibly relevant publications, including 

39 studies, were preliminary screened based on general exclusion criteria such as time frame 

(published academic studies between 2011 to 2021) and language (English), as well as their 

overall relevance to the topic (compelling content types for audiences). Then, selection criteria 

limited the selected studies to 21 contributions that were focused on B2B marketing and could 

help identify valuable content types for business customers. At this stage, all studies were 

assessed based on the full-text review. We then categorized the content types based on U&G 

theory (see Table 1). 

 

Table 1  

 

Based on our findings shown in Table 1, within the B2B space, the underlying drivers of 

content consumption are more utilitarian (Christopher and Marder, 2017) when business 

customers use information that mainly aligns with their business purposes. However, emotional 

gratification, personal motives, and the social components of communication still play a 

significant role in relation to customer perceptions, setting expectations, and improving 

coordination with B2B customers (Murphy and Sashi, 2018; Bruhn et al., 2014). 

 

 

2.2. Selecting an appropriate recommendation method  

Recommendation systems use personalized information-filtering technology to provide 

intelligent recommendations about products, services, or information that are more likely to 

suit customer preferences (Chen and Liu, 2017). To this end, PISs apply two broad 

recommendation approaches: collaborative filtering recommendation and content-based 

recommendation (Abbasi et al., 2019). Another common approach is the hybrid 
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recommendation, which involves a combination of more than one model (Logesh and 

Subramaniyaswam, 2019). 

The collaborative filtering recommendation technique is the most mature, as well as the 

most commonly implemented (Isinkaye et al., 2015). Collaborative filtering systems make 

predictions about customers’ or users’ interests based on data collected from other customers 

or users who have demonstrated similar patterns (Deng et al., 2020). A content-based 

recommender system analyzes the description of products or different items and/or sets of 

items that were previously rated by a customer and then constructs a model or profile of 

customer preferences that is based on the object’s feature rated by the customer (Sattar et al., 

2017). Collaborative filtering has some major advantages over content-based filtering 

techniques in that it can be used in domains where there is not much content associated with 

items and where content is difficult for a computer system to analyze (Isinkaye et al., 2015). 

Moreover, deploying a collaborative approach requires less effort from respondents to answer 

questions, because the users of the collaborative filtering system do not need to answer a list 

of questions, which is often required for using content-based recommender systems (Wang et 

al., 2014). Nevertheless, this technique suffers from the cold start problem (Tahmasebi et al., 

2021), meaning that the effectiveness of the collaborative filtering technique decreases in the 

recommendation of unknown items (Ziarani and Ravanmehr, 2021).  

To select an appropriate recommendation technique for developing an ML-based PIS, the 

advantages, and disadvantages of recommendation techniques and algorithms should be 

carefully examined. To this end, it is necessary to include domain expertise or knowledge of 

the essential aspects of a specific field of inquiry. This is because human expertise can help 

enormously in selecting a suitable technique using domain knowledge by considering the actual 

context of the problem. 
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2.3.  Choosing suitable features   

In ML-based systems (e.g., an ML-based PIS), the quality of the outputs refers to the 

fitness of features that are selected for the specific purpose of the analysis (Lee and Shin, 2020). 

Feature selection is defined as the application of effective methods to reduce feature space in 

order to pinpoint only the most suitable features (Di Mauro et al., 2021). Feature selection 

techniques help eliminate irrelevant and redundant features to reduce the computational cost 

of modeling (Brownlee, 2019) and improve the ML performance (Sheikhpour, et al., 2017). 

There are two commonly used feature selection approaches: automatic feature selection 

techniques (i.e., the data-driven approach) and expert judgment (i.e., the tactic knowledge-

driven approach) (Cheng et al., 2006).  

It should be noted that most data-driven techniques ignore legal and ethical requirements 

of justifiable feature selection (Zacharias et al., 2022). In this sense, using tactic knowledge-

driven methods can help meet legal and ethical requirements of choosing features to solve a 

business problem. Another problem with using data-driven techniques for B2B marketing 

purposes is that many B2B firms do not have access to sufficient or organized datasets of 

customers (Lilien, 2016) which is the minimum requirement for deploying automatic feature 

selection techniques. For example, B2B data may exist in many different databases and systems 

(e.g., transactional databases, several SaaS tools, and CRM systems) that often do not connect 

to each other (Smallcombe, 2022). Consequently, sometimes organizations need to collect and 

organize data from scratch. In such cases, using tactic knowledge enables firms to ascertain 

what variables or future events can be used for data collection (Jarrahi, 2018). This approach 

would particularly help B2B firms to create new organized databases based on the specific 

requirements of the firm.  

It should also be considered that relevant features may be different depending on the 

business context and the nature of the problem (Brown, 2019). One can argue that such nuances 
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in selecting relevant features can only be identified using expert judgment; however, given the 

advantages and disadvantages of data-driven and tactic knowledge-driven approaches, these 

methods can augment each other to select the most relevant features. Hence, using a two-step 

feature selection approach consisting of the tactic knowledge-based perspective and the data-

based feature selection approach (using the ML-based method) might enhance the accuracy of 

an ML model.  

 

2.4. Evaluating customer feedback 

With the widespread use of ML-based systems in our everyday lives, accounting for 

fairness has gained importance in the implementation of these techniques (Mehrabi et al., 

2021). However, the essential fairness conditions for applying ML algorithms come with the 

specific problem that it is impossible to be absolutely fair across various groups (Kleinberg et 

al., 2016). First, an ML-based PIS is a data-driven system that requires data upon which to be 

trained. Therefore, data are tightly coupled to the functionality of the ML-based PIS. 

Accordingly, where the underlying training data contain biases, the ML algorithms are trained 

on biases and reflect them in their predictions (Mehrabi et al., 2021). Hence, one can hardly 

find a flawless system operating with ML, especially considering the real-world conditions 

with correspondingly chaotic and hard-to-clean datasets (Hagendorf, 2019). Furthermore, even 

if the data are not biased, ML algorithms may display biased behavior due to certain design 

choices. Then, the outcomes of these biased algorithms can be fed into real-world systems, 

resulting in more biased data for training future algorithms (Mehrabi et al., 2021).  

Moreover, what is perceived as fair or unfair may depend on the specific objectives that a 

system is designed for (e.g., individualistic or organizational goals); thus, the judgment in the 

case of the intensity of the ML bias could be remarkably context-dependent. In this regard, 

incorporating human insights can greatly help evaluate customer feedback to ensure that ML 
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techniques are enacted fairly (Teodorescu et al., 2021). Indeed, continuous feedback and 

practical responses to such insights can improve an AI model and reduce algorithm bias (Akter 

et al., 2021).  

 

3. Research Framework 

To deploy human-ML models—or, more generally, human–AI models—a common 

approach that firms have applied is using AI to lay the initial groundwork and then employing 

human expertise to finish the work (Vijayan, 2019). This approach has mainly been based on 

the logic that using AI to achieve very highly accurate data analysis can often be costly (Ng et 

al., 2020); thereby, in order to decrease the expenditures of using AI in the whole process, 

human experts are employed in some parts of the process. However, the need for leveraging 

more advanced human-ML models that allow firms to exploit opportunities created by 

collaborations between human insights and ML computing power is still felt. Especially, in the 

B2B context, wherein different aspects and use cases of human-ML augmentation remain 

largely unknown (Teodorescu et al., 2021). Furthermore, the use of integrated human-ML 

models can enable B2B firms to conduct nascent B2B marketing strategies, such as the 

account-based marketing program that heavily relies on highly qualified personalization 

techniques (Burgess and Munn, 2021; Golec et al., 2019), thus helping them identify specific 

customer needs as well as strengthen relationships with business customers. 

Some standard data mining models, such as the Cross-Industry Standard Process for Data 

Mining (CRISP-DM), describe common approaches used by data mining experts (Shearer, 

2000). However, these models mainly concentrate on implementing a data science process 

(Hotz, 2022) without focusing on human-ML integration during the process. Given the key 

stages of CRISP-DM including business/market understanding, data understanding, data 

preparation, model creation and deployment, and model evaluation, and in light of prior 
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discussions made in this paper, we developed an integrated framework that illustrates how 

human involvement can augment ML to create a PIS for B2B firms (see Figure 1). 

i) first, the framework proposes the use of human knowledge (i.e., B2B marketing experts) 

to establish a theoretical underpinning (i.e., employing the U&G theory to establish a 

theoretical basis for creating a PIS for business customers). The use of an appropriate theory 

can help understand the business problem in view of the market context. Further, incorporating 

a relevant theory (e.g., the U&G theory) in the model enables the usage of relevant hypotheses 

and identification of the main variables that can impact the results, thus facilitating the 

interpretation of the model outputs; ii) in the next stage, the framework suggests applying 

domain expertise to select suitable ML techniques considering advantages and disadvantages 

of different ML techniques for a particular domain; iii) the framework suggests the use of the 

tactic knowledge of B2B experts to choose the most relevant features in order to augment the 

data-based feature selection techniques; iv) in addition to data understanding, human 

involvement can also facilitate the data collection phase which especially helps B2B firms to 

establish organized datasets; v) the recommendation model is created by employing a reliable 

dataset (Isinkaye et al., 2015). At this stage, the ML-based PIS can rely on different types of 

input, depending on the recommendation approach (i.e., collaborative filtering 

recommendation and content-based recommendation). For example, the system can use the 

most convenient high-quality explicit feedback which includes explicit input from business 

customers regarding their interest in various content types, or implicit input from other 

customers, users, or respondents who have demonstrated similar patterns (Deng et al., 2020); 

vi) the recommender model computes the similarities considering the customers’ features or 

item features evaluated by customers in the past; vii) After computing similarities, the PIS is 

able to propose appropriate content for each business customer; viii) the framework proposes 

that the customers’ feedback with high satisfaction scores be directly submitted to the customer 
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data; ix) in terms of the customers’ feedback with low satisfaction scores, the research 

framework suggests employing marketing experts to evaluate the customers’ feedback 

considering the theoretical basis of the model (i.e., U&G theory). As a complementary option, 

marketing experts can also make direct contact with customers to identify their exact content 

preferences. This direct feedback is added to the customer database to train the model. Human 

involvement in this stage helps reduce ML biases and inaccurate outcomes and thus can 

complement the ML training phase to improve the PIS’s future recommendations. 

 

 
 

Figure 1. The proposed integrated human-ML framework for creating a PIS for business customers 



16 

 

 

4. Methods 

In this study, we conducted empirical research to create and examine an integrated human-

ML model-based PIS in a real-world context and within the energy sector.  Data mining models 

and methodologies such as CRISP-DM and SEMMA provide a holistic view of the data mining 

process (Huber et al., 2019); hence, they have been applied and used by many practitioners and 

scholars to conduct data mining process and business research (e.g., Esmaieeli Sikaroudi et al., 

2015; Vazan, 2019; Ayele, 2020). While standard data mining models take a data-driven 

approach to implementing data mining projects, they may disregard the role of human abilities 

and insights in augmenting data processes to improve the efficiency of the final model (Ma and 

Sun, 2020). Therefore, some researchers have proposed the usage of mixed human-data-driven 

approaches (e.g., Schäfer et al., 2018; Davenport et al., 2020; Kaplan and Haenlein, 2020; Ma 

and Sun, 2020), and some scholars applied hybrid human-data-driven models in their research. 

For instance, Karlinsky-Shichor and Netzer (2023) proposed a human-machine hybrid 

approach to automating decision-making in high-human interaction environments in the B2B 

retail context. Also, Schäfer et al. (2018) synthesized quality management tools with the 

CRISP-DM methodology in a data mining project for the development of an error forecasting 

system. Similarly, this article suggests developing an integrated human-ML model to create a 

PIS model for business customers. 

Considering the phases of standard data mining approaches (e.g., CRISP-DM and 

SEMMA) and regarding the identified stages of our research framework, we propose 

conducting the following phases to create an integrated human-ML model of PIS for business 

customers: 1) the pre model-creation phase: in this phase i) the U&G theory is used to identify 

and create appropriate contents, ii) the tactic knowledge of human experts is employed to select 

a suitable ML technique, iii) the initial feature selection is conducted using the fuzzy Delphi 
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method with the participation of B2B experts; 2) data collection and preparation phase: the 

required data are collected from relevant industrial events using the structured interviews; 3) 

model creation and implementation phase: the ML model is developed using the collected data 

and the Python programming language; 4) the model evaluation and improvement phase: the 

model is implemented then evaluated. To this end, the customers’ feedback is evaluated using 

precision, recall, and F1 evaluation metrics, as well as human judgment and expertise. 

The next section is devoted to elaborating on the details of our empirical research. 

 

5. Empirical research 

5.1. The pre model-creation phase 

5.1.1. Creating content using the U&G theory 

Our primary reason for selecting the energy industry was the importance of preparing 

B2B audiences for a remarkable transition in the energy sector because energy companies must 

reinvent themselves to scale access to clean and sustainable energy (Ali, 2019). In this context, 

disseminating relevant and valuable content might play a significant role in facilitating this 

transition. In light of our findings from the conducted literature review (Table 1) and drawing 

on the U&G approach, we identified nine content types associated with the five main categories 

of U&G theory that might be valuable and appealing to business audiences. The relevant 

contents are then created based on the identified content types according to the U&G theory 

and the specific objectives of the firms (see Figure 2). 
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Figure. 2. The informational needs of business audiences based on U&G theory 

 

 

5.1.2. Choosing an appropriate ML-based recommendation method 

In this research, we applied the model-based collaborative recommendation technique to 

create the PIS. Our main reason for not using the content-based approach is the preliminary 

requirement of this method for having in-depth knowledge of item features that were evaluated 

by customers in the past. Instead, the collaborative approach can be used in domains where 

there is not much information associated with items. Since in this study, no previous evaluation 

has been conducted in terms of the B2B customers’ interest in different types of content, 

therefore, we use the decision tree-based collaborative recommendation technique that can 

quickly recommend items without any requirement for using item features evaluated by the 

customer him/herself. Using the decision tree algorithm, the joined dataset, including the data 

related to the B2B respondents and the data related to different content types, can act as the 

training data for detecting similarities. As a result, with the item profile and rating matrix, the 

system will be able to classify customer interest in different content types. 

 

5.1.3. Initial feature selection for collecting data 
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Since in ML models, the quality of outputs refers to the fitness of selected features for the 

specific purpose of analysis (Lee and Shin, 2020), it is essential to find out which features are 

best suited for the specific purpose of the research. When there is insufficient data for 

employing ML-based feature selection techniques, Izadi et al., (2013) propose the usage of the 

fuzzy Delphi method to select the required features.  

In this research, we use a two-step feature selection method. To this end, first, we employ 

the tactic knowledge of human experts using fuzzy Delphi to select initial features. In fact, the 

fuzzy Delphi method helps us determine appropriate features that are required to collect data 

from B2B respondents. Then, we use the ML-based feature selection technique to select the 

most suitable features which leads to improving the predictive power of the model (Cheng et 

al., 2006). 

Accordingly, we initially selected features that are more specialized for predicting the 

informational needs of business customers, such as job position, job discipline, and work 

experience as well as traditional features, including age, gender, education, income, region, 

nationality, and favorite hobbies. Next, we employed the fuzzy Delphi technique to derive 

insight from domain experts to select the most suitable features (Izadi et al., 2013). Then, we 

used the selected features to conduct the data collection phase. After collecting the data, we 

applied LASSO logistic regression as an automatic feature selection mechanism to enhance the 

accuracy of the PIS model. 

To carry out the Delphi method, 15 experts from different departments of an energy 

company were selected. The panel consisted of experts from sales and marketing (four experts), 

human resources (three experts), information technology (two experts), public relations (two 

experts), engineering (two experts), and management (two experts) departments. The experts’ 

opinions about the significance of initial features for predicting the informational needs of 

customers were rated on a five-point Likert scale. We used the linguistic variable scale and its 
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equivalent triangular numbers in order to transfer the experts’ opinions to the triangular 

membership function (see Table 2). 

 

Table 2 

 

In addition, to rank the variables, the average of the experts’ opinions was calculated with the 

Minkowski formula (1):  

          =  𝑚 +
−

4
  .              (1) 

Table 3 illustrates the mean value of expert opinions, as well as the results of the Delphi 

method in terms of the selected features. Based on the results, the most suitable features include 

age, gender, education, region, favorite hobbies, and job discipline.  

 

Table 3 

 

The next section is devoted to explaining how we conducted the field study to create and test 

the PIS. 

 

5.2. Data collection and preparation phase 

In order to create an ML model, large volumes of data should be analyzed for the learning 

process (Gregory et al., 2020). As discussed in the previous sections, organized data in B2B 

environments are often rare. Industrial events (e.g., exhibitions, conferences, and trade shows), 

wherein hundreds of experts and professionals in a particular field gather during a limited time, 

are a suitable opportunity for data collection. In this research, the required data were collected 

from visitors of three international exhibitions held from August 2019 to May 2021 in the 

Middle East. The collected data from 1155 B2B visitors were collected in order to compute the 

similarities of “like-minded” customers, which is necessary for applying the collaborative 
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recommendation technique. We designed structured interviews and asked questions from 

respondents (i.e., 1155 visitors) from 42 countries. To develop the PIS, the model needs the 

input data (X), including data related to the age, gender, education, region, job discipline, and 

favorite hobbies of each industrial visitor (i.e., the selected features in section 5.1.3). 

Furthermore, to provide the outputs (Y), we asked the respondents to select their three first 

preferred content types from the pre-defined content types (see Figure 2). This would enable 

the PIS to predict three preferred content types for each business customer. The U&G-based 

content classes were not unveiled to the respondents; thus, they had no obligation to choose 

content types from different U&G categories. Table 4 presents the percentage distribution of 

respondents by age, gender, education, region, job discipline, and their favorite hobbies.  

 

Table 4  

 

Before we analyzed the data, we prepared them. Data preparation, consisting of data 

organizing and cleansing phases, is usually a time-consuming process; however, structured 

interviews facilitated the creation of a structured database in our research. Consequently, the 

whole data preparation process was conducted in less than five days, from 12 May 2021 to 17 

May 2021. 

 

5.3.  Model creation and implementation phase 

In this study, we used Python programming language, which offers strong performance 

and versatility in conducting empirical marketing research (Villarroel Ordenes and Silipo, 

2021). The codes were written in such a way that the model could predict the three first 

preferred content types of the prospect/customer just by having required data about six 

characteristics (i.e., age, gender, education level, region, favorite hobby, and job discipline). 

Figure 3 indicates the outputs of the PIS in predicting the three first preferred content types for 
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two hypothetical samples. As illustrated in Figure 3, with information about the six customer 

attributes, the model is able to predict a customer’s preferred content types. 

 

 

Figure. 3. Recommended content types predicted by the model for two hypothetical samples 

To implement the model, we first selected 10 individual business customers from the 

customer database of the energy company through purposive sampling. The samples were 

selected with different ages (22 to 63), genders (five men, five women), educational levels 

(undergraduate to Ph.D.), job disciplines (from seven different job disciplines), and regions 

(from four different regions). We conducted five rounds of trials. In each round, the proposed 

contents of the model were sent to customers. Next, they were asked to submit their feedback 

about the relevance and value of the proposed content.  

 

5.4. The model evaluation and improvement using the customer feedback 

The level of customer satisfaction was evaluated using a five-emoji Likert questionnaire 

(i.e., ranging from very dissatisfied to very satisfied). Each time, the feedback was used to 

update the customers’ database as well as data training for the model. In cases where the 

customer feedback did not confirm satisfaction with the PIS recommendations (i.e., scores 

below 4), human experts were employed to analyze the customer feedback. At this stage, if 
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needed, experts could also make direct contact with customers (using email or phone) to talk 

with them directly and understand what are their content preferences (i.e., preferred U&G-

based content types) and then include their preferences in the database. Here, human 

involvement helps reduce ML bias by ensuring that the ML technique is enacted fairly and that 

content aligns with the customer’s actual preferences. This process also helps ensure that the 

employed attributes are appropriate for the specific purpose of the PIS. Furthermore, for 

customers who do not like to include their sensitive personal information (e.g., gender, region) 

in their profile, making direct contact can help to ensure the correct content preferences are 

included in the customer database.  

After conducting the five rounds of feedback collection, the accuracy of the model was 

calculated. In this study, we evaluated the accuracy of the ML-based PIS using the Precision, 

Recall, and F1 metrics. Precision, recall, and F1 are among the most common evaluation 

metrics (Chen and Liu, 2017; Wang and Yin, 2012). Precision is defined as the ratio of relevant 

items to proposed (recommended) items. Recall is the proportion of relevant items that have 

been proposed (recommended) to the total number of relevant items (Wang and Yin, 2012). F1 

is the weighted average of precision and recall (Chen and Liu, 2017).  

Precision and recall were computed from a table, such as the one shown in Table 5.  

 

Table 5 

Next, we can compute the following equations: 

1) Precision = 
𝑁𝑟𝑝

𝑁𝑝
 

Np = Nrp + Nip 

2) Recall = 
𝑁𝑟𝑝

𝑁𝑟
 

Nr = Nrp + Nrn 

3) F1 = 
2𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛.𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
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Table 6 indicates the computed amounts of Precision, Recall, and F1 for the PIS model 

after 10, 20, 30, 40, and 50 recommendations.  

 

Table 6 

 

Acceptable scores for Precision, Recall, or F1 are not unique for different purposes. In 

some cases, like disease diagnosis systems, researchers need a precision or recall score greater 

than 0.9 to make sure that the predictions are highly precise. However, for most marketing 

purposes such as creating a PIS, precision, recall, or F1 scores of above 0.5 are acceptable. The 

computed Precision, Recall, and F1 scores in this research were 0.73, 0.72, and 0.72 

respectively, all are above 0.5 and therefore are acceptable (see Table 6). Thus, the results 

confirmed the predictive power of the integrated human-ML model for the specific purpose of 

this research. 

 

6. Discussions and conclusions 

While ML techniques surpass humans’ ability to accomplish some quantitative targets 

with computable criteria (Parry et al., 2016), humans typically outperform ML in subjective 

and qualitative evaluations due to their insights and intuitive capabilities (Jarrahi, 2018).  

Given the key stages of the CRISP-DM standard data mining model, and in light of the 

findings of our empirical research and the main stages of our research framework, we present 

the research model (see Figure 4). The model illustrates how human involvement can augment 

ML in each of the five main stages of the data mining standard model (i.e., business/market 

understanding, data understanding, data preparation, model creation and deployment, and 

model evaluation) in order to create the PIS model for business customers.  
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In this regard, the model proposes human involvement in 1) business/market 

understanding phase: in this phase, the model suggests employing B2B marketing experts to 

develop a theoretical underpinning (e.g., by using the U&G theory) for the PIS model 

considering the business context and findings of previous research, 2) Data understanding 

phase: the model proposes a) serve the domain expertise of IT experts and B2B experts to select 

the most appropriate ML techniques, b) to use the tactic knowledge of B2B experts to conduct 

initial feature selection to augment ML-based feature selection techniques. Human 

contributions in phases 1 and 2 not only help create a theoretical basis to “understand the 

market” and customers’ information preferences but can also help identify influential features 

thus facilitating the “data understanding” stage. Hence, implementation of the first two phases 

of our model is essential to establish a robust foundation to create the PIS; 3) data collection 

and preparation phase: the model proposes to employ marketing experts to collect data from 

B2B respondents. This involvement can help B2B firms establish organized databases. 4) 

model creation and deployment phase: in this phase, human expertise can be used to leverage 

coding languages for creating the PIS model regarding the specific needs of B2B firms; 5) the 

model evaluation and improvement phase: the model suggests integrating human judgment 

with ML computing power to improve the accuracy of the ML-based PIS. While customers’ 

feedback with high satisfaction scores is directly submitted to the customer data, for customers’ 

feedback with low satisfaction scores, the model proposes a) to employ marketing experts to 

evaluate the customers’ feedback, b) if required, marketing experts can make direct contact 

with customers to identify their exact content preferences. 
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Figure. 4. Model of human involvement to augment ML to create a PIS for business customers 

 

7. Implications, and future directions 

This study enumerates the key factors that may elevate the performance of integrated 

human–ML models with a focus on B2B personalization. The article also offers important 

theoretical and managerial implications and some suggestions for future research. 

7.1.Theoretical Implications 

The findings of the present article suggest several theoretical implications. First, in 

response to the dearth of literature on human-ML augmentation, the current study bridges the 

gap between theory and practice by proposing an integrated human-ML model to develop a 

PIS for business customers. Given the fact that humans still hold the upper hand in dealing 

with contradictory or uncertain information and the relationship-building aspects of the 

business that are paramount in B2B ecosystems (Latinovic and Chatterjee, 2022), and 
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regarding the potential contributions of human experts to reinforce the ML-based models (See 

Section 2), the article presents an integrated human-ML framework (See Figure 1). Based on 

the stages of developing the PIS proposed in the methods section (i.e., Section 4), we developed 

an integrated human-ML PIS (See Section 5). Next, in light of the findings of previous sections 

and using the key stages of the CRISP-DM standard data mining model (i.e., business/market 

understanding, data understanding, data preparation, model creation and deployment, and 

model evaluation), the article presents the research model (See Figure 4). This model can be 

used by B2B firms as a guide to developing an efficient PIS to meet the growing expectations 

of B2B customers for receiving personalized experiences (Kessinger, 2022) and relevant 

information (Sun et al., 2019). 

Second, we highlight the significant effect of using appropriate marketing theories to 

establish a cornerstone for the creation of integrated human-ML models. Because theories can 

shape a robust foundation that guides a research design to draw insights. They can also increase 

the interpretability of the model’s outputs (Ma and Sun, 2020). This research suggests the U&G 

theory to identify different content types that are valuable or engaging for individual business 

customers and thus can be relevant to their preferences. B2B marketers can then use the U&G 

theory to interpret and include customer feedback to improve the PIS over time. 

Third, our findings concur with existing decision-making theories such as heuristics theory 

that emphasizes the significant role of employing human insights and tactic knowledge to 

understand the context in which a problem has arisen (Fantino and Stolarz-Fantino, 2005; 

Zerilli et al., 2019) because years of experience in performing qualitative assessments empower 

human experts to select features, solutions, and methods that suit the unique context in which 

a problem is embedded. In other words, notwithstanding the approved abilities of AI and ML 

techniques to transform customer data into useful information and knowledge (Paschen et al., 

2019) and make informed decisions (Farrokhi et al., 2020), human decision-makers mainly 
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make choices by applying insights and qualitative assessment rooted in years of tacit 

experience and personal judgment (Jarrahi, 2018). We, therefore, argue that injecting human 

insights into an ML-based model could help consider real-world complexities to identify 

customers’ real needs and preferences, thus augmenting the data-driven perspective of ML-

based models for offering a more advanced shape of B2B personalization. 

Finally, our study sheds light on the “dark side” of ML, which leads to unfair or biased 

results (Wang et al., 2020; Akter et al., 2021). Uncertainty always surrounds the 

appropriateness or importance of some features used in a model, especially concerning 

sensitive attributes such as gender, nationality, and region. For example, one of the first 

questions asked about selected features in the current research is whether gender is the right 

attribute for a model designed specifically for a B2B context. It should be considered that while 

some recent studies have sought to remove bias from learning algorithms, they have largely 

ignored how the effect of some features—such as gender—may be embedded in human needs 

and preferences. Making decisions in this regard becomes more difficult, especially when 

previous studies failed to address the impact of the feature on the research subject. For instance, 

limited information is available about the relationship between gender and preferences for 

different content types, especially in B2B contexts. In such cases, we also believe that using 

tacit knowledge can help select more appropriate attributes, including sensitive features.  

 

7.2. Practical implications 

This article offers four key practical implications. First, B2B personalization drives data-

driven content experiences that help confirm fit with customer needs (Forrester, 2023). 

Therefore, to implement modern B2B marketing methods such as account-based marketing, 

which are highly dependent on the deployment of efficient personalization and ML techniques 

(Burgess and Munn, 2021; Golec et al., 2019), the use of advanced ML models (e.g., integrated 
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human-ML models) can help firms improve their communication efforts to offer customized 

content and recommendations, and bespoke solutions (Gene Day and Wei Shi, 2020) based on 

the specific needs of B2B customers. 

Second, due to the growing importance of ML techniques to predict and fulfill the exact 

needs of business customers (Lin et al., 2022) and the unparalleled human capabilities in 

evaluating subjective and qualitative matters (Jarrahi, 2018; Latinovic and Chatterjee, 2022) 

which are vital for building strong B2B relationships; the authors argue that the future of B2B 

marketing hinges strongly on leveraging integrated human-ML models that use ML capabilities 

as well as human insights to provide personalized services for business customers. 

Third, a convincing consensus has been established among researchers that the future 

sources of competitive advantage for organizations depend on the extent to which they can 

safely and securely deploy bias-free AI and ML-based solutions to manage and solve critical 

business problems (Akter et al., 2021). As part of the de-biasing strategy, using expert 

judgment to evaluate customer feedback can reduce potential algorithm bias. In this context, 

B2B marketing experts can especially help draw the required insights to improve the model 

through continuous assessments of customer feedback. 

Finally, our findings confirmed the results of previous research in that applying ML 

techniques is not merely a simple technical issue and requires seamless synergy between 

human knowledge and ML computing power, enabling them to work cooperatively (Dwivedi 

et al., 2019). Therefore, B2B organizations need to pay particular attention to incorporating the 

knowledge of marketing experts and theorists as well as IT and ML experts to create efficient 

personalized services (e.g., the PIS).  

 

7.3. Limitations and future directions 
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The article presents a novel approach to offering personalized content to individual 

business customers, thus contributing to B2B personalization theory, and account-based 

marketing literature, which is firmly based on the use of customized marketing and 

personalization models (Golec et al., 2019; Burgess and Munn, 2021). Given the growing 

importance of personalized services (e.g., personalized content, newsletters, recommendations, 

chats, emails) and the increasing use of account-based marketing by B2B firms (Burgess and 

Munn, 2021) due to the growing demands of business customers to receive personalized 

experiences (Kessinger, 2022), further research is needed to bridge the gap between theoretical 

and practical aspects of B2B personalization.   

Furthermore, this paper offers an understanding of potential human contributions to 

augment ML techniques and practically demonstrates how to develop an integrated human-ML 

model to create a PIS for business customers. Future research can work on recognizing other 

critical touchpoints where humans can augment ML techniques, for example, situations in 

which know-how acquired by B2B practitioners cannot be replaced by ML techniques. We 

also believe further research is needed to provide additional support about when or in which 

conditions using human insights or ML techniques leads to more accurate, reliable, and fairer 

results.  

Although hybrid human-ML models have shown remarkable potential to shape enhanced 

intelligence to solve B2B problems (Karlinsky-Shichor and Netzer, 2023), further studies are 

needed to develop the theoretical underpinning of such models. We thus recommend future 

research to investigate the theoretical aspects of human-ML models considering data mining 

processes (e.g., CRISP-DM and SEMMA), decision-making theories (e.g., heuristics theory, 

prospect Theory), social computing approaches, and relevant theories to the specific field of 

research (e.g., U&G theory in our study). 
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Finally, considering the limitation of data in most B2B contexts in comparison with B2C 

environments, this research collected data from visitors of industry events. Although using this 

method led to collecting well-structured data, taking this approach requires lots of time and 

resources; therefore, it is suggested to conduct further research for deriving business 

customers’ insights from different data channels as well as extract knowledge and insights from 

customer-generated content in B2B contexts.  
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