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# The effects of electron energy distribution and ionization cross section uncertainty on charge breeder ion source diagnostics with pulsed 1+ injection 
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(Dated: 21 May 2023)
The consecutive transients (CT) method is a plasma diagnostic technique of Charge Breeder Electron Cyclotron Resonance Ion Source plasmas. It is based on short-pulse injection of singly charged ions and the measurement of the resulting transients of the extracted multi-charged ion beams. Here we study the origin of the large uncertainty bounds yielded by the method to reveal avenues to improve its accuracy. We investigate the effects of the assumed electron energy distribution (EED) and the uncertainty inherited from the ionization cross section data of $\mathrm{K}^{4+}-\mathrm{K}^{12+}$ ions on the resulting plasma electron density $n_{e}$, average energy $\left\langle E_{e}\right\rangle$, and the characteristic times of ion confinement $\tau^{q}$, electron impact ionization $\tau_{\text {inz }}^{q}$, and charge exchange $\tau_{\mathrm{cx}}^{q}$ provided by the CT method. The role of the EED was probed with Kappa and double-Maxwellian distributions, the latter resulting in a shift of the $n_{e}$ and $\left\langle E_{e}\right\rangle$ distributions. The uncertainty of the ionization cross section $\sigma_{q \rightarrow q+1}^{\mathrm{inz}}$ was artificially curtailed to investigate its impact on the values and uncertainties of the plasma parameters. It is demonstrated that hypothetical perfect knowledge of $\sigma_{q \rightarrow q+1}^{\mathrm{inz}}$ significantly reduces the uncertainties of $\tau^{q}, \tau_{\mathrm{inz}}^{q}$, and $\tau_{\mathrm{cx}}^{q}$, which motivates the need for improved cross section data.
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## I. INTRODUCTION

Electron cyclotron resonance ion sources (ECRIS) ${ }^{1}$ are used worldwide for the production of stable, high intensity beams of medium to high charge state ions for the purposes of accelerator based nuclear physics ${ }^{2,3}$, heavy ion based radiotherapy ${ }^{4,5}$, and various industrial applications (e.g. ${ }^{6,7}$ ). ECRIS operation is based on the magnetic confinement and microwave heating of electrons, which break up and ionize neutral gas supplied into the plasma chamber at near vacuum pressure.
ECRIS based charge breeders ${ }^{8}$ are a vital component of ISOL facilities exploring the boundaries of the nuclear chart. They enable efficient conversion of the low intensity $1+$ beam of rare and short-lived isotopes to high charge state ions required for post-acceleration. Due to the diminishing reaction cross sections involved in the nuclear physics experiments (i.e. production of the heavy isotopes), ever greater beam intensities are demanded. As the $1+$ intensities yielded by the ISOL method are typically low, the charge breeder efficiency needs to be as high as possible to realize this. Fundamental nuclear physics research hence benefits from the continued improvements in ECRIS technology, which in turn requires the development of state-of-the art plasma diagnostics methods for $R \& D$ purposes and benchmarking of simulations ${ }^{9-11}$.
One of the keys to ECRIS development for charge breeding lies in optimizing the electron density $n_{e}$ and average energy $\left\langle E_{e}\right\rangle$ in the plasma. These parameters affect directly the rate of ionization - a higher electron density implies more collisions, and a higher impact energy enables higher charge states to be produced. The electron density and energy also modify the ion confinement properties. The energetic electrons also experience improved confinement within the minimum- $B$ structure of the ECRIS magnetic field. This leads to a buildup of a hot electron component in the plasma core, which causes a negative potential $\operatorname{dip} \Delta \Phi$ in the otherwise positive plasma potential profile $\Phi^{1,12,13}$. This dip presents an electrostatic barrier to the positive highly charged ions in the central plasma, improving their confinement. The electron energy distribution of ECR ion sources has been studied e.g. using escaping electron spectroscopy ${ }^{14,15}$ while singly charged ion beam injection ${ }^{16,17}$, microwave interferometry ${ }^{18}$, and bremsstrahlung emissions ${ }^{19}$ can be used for studying the electron density. On the other hand, plasma diamagnetism ${ }^{20,21}$ diagnostic yields information on the plasma energy content $n_{e}\left\langle E_{e}\right\rangle$.

Decreasing charge exchange rate between ions and neutral atoms also leads to improvements in charge breeding efficiency of high charge states. Here the ion captures a valence electron from the valence orbital of the neutral atom, leading to a decrease of its charge state. Charge exchange can be counteracted by decreasing the neutral density, i.e. decreasing the input of the neutral gas and hence the pressure, or by using a gas with a high first ionization potential.

The characteristic times of ion confinement, ionization and charge exchange ( $\tau^{q}, \tau_{\text {inz }}^{q}$, and $\tau_{\mathrm{cx}}^{q}$, respectively) are measures for their respective processes. These have been probed by means of beam current transient measurements ${ }^{22-26}$, which are based on the modeling of the beam current through the balance equation of ion densities. The consecutive transients (CT) method discussed in this work is the latest improvement in this lineage of diagnostics methods. The major improvements over the previous techniques are that (i) the CT method requires fewer assumptions - in particular no assumptions need to be made regarding the functional dependence of the confinement time on the ion charge state - and (ii) while the previous methods equate the in-plasma ion density to the extracted beam current (i.e. $q n^{q} \propto I^{q}$ ) the CT method incorporates the confinement time dependence (i.e. $I^{q} \propto q n^{q} / \tau^{q}$ ) similar to Ref. ${ }^{25}$.

We have shown ${ }^{27-29}$ that the Consecutive Transients method (CT) can be used to obtain postdictions for $n_{e},\left\langle E_{e}\right\rangle, \tau^{q}, \tau_{\mathrm{inz}}^{q}$, and $\tau_{\mathrm{cx}}^{q}$ with a parsimony of assumptions. The working principle of the CT method is recounted in Section II. The downside of the technique is the considerable uncertainty associated with the results - e.g. for the confinement time of potassium $\tau_{\mathrm{K}}^{8+}=14.4_{-5.9}^{+23.1} \mathrm{~ms}$ or an uncertainty of $200 \%$ (see Table IV). We investigate here the method's intrinsic uncertainty originating from parameters which need to be either assumed or taken from the literature, as opposed to uncertainty involved with the experimental setup such as the perturbation caused on the support plasma or the source tuning error due to e.g. hysteresis of the yoke magnetic material. The study of the effect of the intrinsic error sources is critical, as they are beyond the control of the experimenter and play a deciding role in the estimation of the robustness of the method.

Two sources of uncertainty are computationally relevant: (1) The method requires the user to presume a certain EED, which is used to evaluate the ionization rate coefficients, thus affecting the resulting $n_{e}$ and $\left\langle E_{e}\right\rangle$ values. In Section III A we probe the sensitivity of the method to the EED with a particular focus on the high-energy tail of the presumed
distribution; (2) The electron impact rate coefficients are computed using literature values of the cross sections, some of which are subject to considerable experimental uncertainty (for example, the cross section of the ground state electron-impact ionization of $\mathrm{K}^{8+}$ to $\mathrm{K}^{9+}, \sigma_{8+\rightarrow 9+}^{\mathrm{inz}, \mathrm{K}}$, carries a reported relative uncertainty of $\left.200 \%{ }^{30}\right)$. In absence of more precise literature values we investigate here the effect of arbitrarily curtailing the uncertainty limits to simulate more precise knowledge of the cross sections (Section III B). In short, the purpose of this work is to establish what is the effect of varying the presumed EED on the method results, and whether or not more precise cross section data could lead to an improvement in the result precision.

## II. THE CT METHOD

The experimental methodology of the CT method is illustrated schematically in Fig. 1. Short ( $\lesssim 10 \mathrm{~ms}$ ) pulses of $1+$ ions of a probe element (metallic, to minimize wall recycling effects) are injected into a support gas plasma sustained within the ECRIS. The injected ions are captured by the plasma where they experience ionization by electron-impact and charge exchange with neutral atoms, until escaping confinement. A portion of the escaped ions form the N+ beam, i.e. the extracted beam comprised of the various charge states' ions. The $\mathrm{N}+$ beam is $m / q$ analyzed using a dipole magnet, and the beam transient time series of consecutive charge states (minimum of 5) are measured with a Faraday cup.


FIG. 1: The experimental principle of the consecutive transients method.

## A. Analysis procedures

The time evolution of the plasma charge state distribution of the injected material is described by the balance equation ${ }^{12}$

$$
\begin{gather*}
\frac{\mathrm{d} n^{q}}{\mathrm{~d} t}=+n_{e}\langle\sigma v\rangle_{q-1 \rightarrow q}^{\mathrm{inz}} n^{q-1}-n_{e}\langle\sigma v\rangle_{q \rightarrow q+1}^{\mathrm{inz}} n^{q}  \tag{1}\\
+n_{0}\langle\sigma v\rangle_{q+1 \rightarrow q}^{\mathrm{cx}} n^{q+1}-n_{0}\langle\sigma v\rangle_{q \rightarrow q-1}^{\mathrm{cx}} n^{q}-n^{q} / \tau^{q}
\end{gather*}
$$

where $\langle\sigma v\rangle^{i \mathrm{inz} / \mathrm{cx}}$ are the rate coefficients of ionization/charge exchange. Here it is assumed that electron impact ionization dominates over photoionization and double (and other higher order) ionization reactions have been omitted. Charge exchange takes place with neutral atoms of the support plasma (density $n_{0}$ ). Ion-ion charge exchange is neglected as it becomes increasingly unlikely with $q$ due to the increasing ionization potentials ${ }^{31-33}$ and the Coulomb repulsion between like-charged ions. Furthermore, the balance equation assumes that owing to their high collisionality, the ions are in Maxwellian thermal equilibrium. The term $-n^{q} / \tau^{q}$ defines the $n^{q}$ population confinement time $\tau^{q}$ through diffusive processes, i.e. ion losses caused by instabilities are ignored. The ionization and charge exchange times are defined through the corresponding rates:

$$
\begin{align*}
\tau_{\mathrm{inz}}^{q} & =\left(n_{e}\langle\sigma v\rangle_{q \rightarrow q+1}^{\mathrm{inz}}\right)^{-1}, \quad \text { and }  \tag{2}\\
\tau_{\mathrm{cx}}^{q} & =\left(n_{0}\langle\sigma v\rangle_{q \rightarrow q-1}^{\mathrm{cx}}\right)^{-1} \tag{3}
\end{align*}
$$

We combine the balance equation with a model for the extracted beam current ${ }^{27,34,35}$

$$
\begin{equation*}
I^{q}=\kappa F_{B} L S \frac{n^{q} q e}{\tau^{q}} \tag{4}
\end{equation*}
$$

where $\kappa, L$, and $S$ are the beamline transmission efficiency, length of the plasma, and area of the extraction aperture, respectively. For generality, we have introduced the mirror ratio dependent factor $F_{B}$ which determines the fraction of the ions escaping confinement that are lost towards the extraction. The $\kappa, F_{B}, L, S$, and elementary charge $e$ cancel out upon substitution into Eq. 1, giving us the time evolution of the extracted and detected beam as

$$
\begin{equation*}
\dot{I}^{q}=a_{q} I^{q-1}-b_{q} I^{q}+c_{q} I^{q+1} \tag{5}
\end{equation*}
$$

where

$$
\begin{align*}
a_{q} & =n_{e}\langle\sigma v\rangle_{q-1 \rightarrow q}^{\mathrm{inz}} \frac{q}{q-1} \frac{\tau^{q-1}}{\tau^{q}},  \tag{6}\\
b_{q} & =\left(n_{e}\langle\sigma v\rangle_{q \rightarrow q+1}^{\mathrm{inz}}+n_{0}\langle\sigma v\rangle_{q \rightarrow q-1}^{\mathrm{cx}}+1 / \tau^{q}\right),  \tag{7}\\
c_{q} & =n_{0}\langle\sigma v\rangle_{q+1 \rightarrow q}^{\mathrm{cx}} \frac{q}{q+1} \frac{\tau^{q+1}}{\tau^{q}} . \tag{8}
\end{align*}
$$

Fitting Eq. 5 to the measured time series data, the coefficients $a_{q}, b_{q}$ and $c_{q}$ are obtained as the fitting parameters. It is emphasized that these coefficients are not affected by the uncertainties of the ionisation or charge exchange cross sections, but merely carry the uncertainty associated to the fitting procedure, which contributes to the uncertainty of the results only when the signal-to-noise ratio of the data is poor. By algebraic manipulation it is possible to construct an equation depending only on the coefficients $a_{q}, b_{q}, c_{q}$, and $n_{e}$ and $\left\langle E_{e}\right\rangle$ :

Solving Eq. 9 requires the parameters $a_{q}, a_{q+1}, b_{q}, b_{q+1}, c_{q-1}$ and $c_{q}$, which dictates that the transients of five consecutive charge states must be measured.

Equation 9 has an infinitude of solutions, and the acceptable solution set is obtained by defining a penalty function

$$
\begin{align*}
& F^{q}\left(n_{e},\left\langle E_{e}\right\rangle\right)= \\
& \left|\frac{q}{q+1} \frac{a_{q+1}}{n_{e}\langle\sigma v\rangle_{q \rightarrow q+1}^{\mathrm{inz}}}-\frac{b_{q+1}-n_{e}\langle\sigma v\rangle_{q+1 \rightarrow q+2}^{\mathrm{inz}}-\frac{a_{q+1} c_{q}}{n_{e}\langle v\rangle_{q \rightarrow q+1}^{\mathrm{in} m}}}{b_{q}-n_{e}\langle\sigma v\rangle_{q \rightarrow q+1}^{\mathrm{inz}}-\frac{a_{q} q_{q-1}}{n_{e}\langle\sigma v\rangle_{q-1 \rightarrow q}^{\mathrm{mz}}}}\right|  \tag{10}\\
& \quad / \frac{q}{q+1} \frac{a_{q+1}}{n_{e}\langle\sigma v\rangle_{q \rightarrow q+1}^{\mathrm{inz}}}
\end{align*}
$$

and minimizing it as a function of $\left\langle E_{e}\right\rangle$ in a dense array of $n_{e}$ points. Here the dependence on $\left\langle E_{e}\right\rangle$ comes from the ionization rate coefficients, defined as

$$
\begin{equation*}
\langle\sigma v\rangle_{q \rightarrow q+1}^{\mathrm{inz}}=\int_{0}^{\infty} g\left(v ;\left\langle E_{e}\right\rangle\right) \sigma_{q \rightarrow q+1}^{\mathrm{inz}}(v) v \mathrm{~d} v \tag{11}
\end{equation*}
$$

where $g\left(v ;\left\langle E_{e}\right\rangle\right)$ is the EED as a function of speed, and parameterized by the average energy of the distribution. Strictly speaking $v$ is the relative speed of the electrons and ions, but owing to the much smaller mass and greater energy of the electrons, the ions can be considered stationary. The $\sigma_{q \rightarrow q+1}^{\mathrm{inz}}$ of potassium in our work are taken from the literature
values for the ground state electron-impact ionization reported in Refs. ${ }^{30,36}$. The upper limit of $F$ is selected to be low enough that each solution set contains on the order of $10^{3}$ solutions for sufficient statistics. In this work we set $F \leq 10^{-6}$. The effect of restricting the upper limit of $F$ is elaborated in Appendix A.

The solution sets depend on the EED presumed in the calculation of the rate coefficients $\langle\sigma v\rangle^{\text {inz }}$. Since the rate coefficients directly inherit the experimental uncertainty carried by $\sigma_{q \rightarrow q+1}^{\mathrm{inz}}$, as can be seen from Eq. 11, this is reflected in the uncertainty of the method results.

The characteristic times can then be computed within the solution set according to ${ }^{37}$

$$
\begin{align*}
& \tau^{q}=\left(b_{q}-n_{e}\langle\sigma v\rangle_{q \rightarrow q+1}^{\mathrm{inz}}-\frac{a_{q} c_{q-1}}{n_{e}\langle\sigma v\rangle_{q-1 \rightarrow q}^{\mathrm{inz}}}\right)^{-1},  \tag{12}\\
& \tau_{\mathrm{cx}}^{q}=\left(b_{q}-n_{e}\langle\sigma v\rangle_{q \rightarrow q+1}^{\mathrm{inz}}-1 / \tau^{q}\right)^{-1}, \quad \text { and }  \tag{13}\\
& \tau_{\mathrm{inz}}^{q}=1 / n_{e}\langle\sigma v\rangle_{q \rightarrow q+1}^{\mathrm{inz}} \tag{14}
\end{align*}
$$

We eliminate unphysical results by demanding that the characteristic times are positive. As we obtain a set of solutions for $\left\langle E_{e}\right\rangle$ and $n_{e}$, we obtain also a distribution for $\tau^{q}, \tau_{\mathrm{cx}}^{q}$, and $\tau_{\mathrm{inz}}^{q}$. To plot the results, we take the median value between the upper and lower uncertainty limits so that they enclose $34.1 \%$ of all solutions, respectively (reflecting a one sigma confidence interval for a Gaussian distribution).

In this work the determination of the coefficients $a_{q}, b_{q}$, and $c_{q}$ was conducted by solving Eq. 5 with a $4^{\text {th }}$ order Runge-Kutta method using a time step of $10^{-4} \mathrm{~s}$, and minimizing the least squares difference between the measured time series for $I^{q}$ and the numerical solution. The $\left\langle E_{e}\right\rangle, n_{e}$ optimization (i.e. the minimization of the penalty function) was performed in a 1000 element array of logarithmically spaced $n_{e}$ values, and 1000 Monte Carlo (MC) iterations for the uncertainty were performed. A small random displacement was added to the elements in the $n_{e}$ array between each MC iteration to better cover the search space.

## B. Experimental data

The data analysed in this work are from the experimental campaign conducted for Ref. ${ }^{27}$ on the 14.5 GHz CB-ECRIS at the LPSC. The relevant source operating parameters are summarized in Table I. The corresponding characteristic times and charge breeding efficiencies of potassium in helium plasma are tabulated in Table II. Singly charged potassium ions


TABLE II: The charge breeding efficiencies $\eta^{q}$ and the characteristic times obtained in Ref. ${ }^{27}$. The relative uncertainties are computed from the absolute upper and lower uncertainty limits ( $\hat{\delta}$ and $\check{\delta}$, resp.) according to $\delta=(\hat{\delta}+\check{\delta}) / \tau$ for each $\tau$.

| Charge state | $\tau^{q}(\mathrm{~ms})$ | $\delta(\%)$ | $\tau_{\mathrm{inz}}^{q}(\mathrm{~ms})$ | $\delta(\%)$ | $\tau_{\mathrm{cx}}^{q}(\mathrm{~ms})$ | $\delta(\%)$ | $\eta^{q}(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | - | - | - | - | - | - | 9.7 |
| 2 | - | - | - | - | - | - | 2.7 |
| 3 | - | - | - | - | - | - | 1.2 |
| 4 | - | - | - | - | - | - | 1.0 |
| 5 | $2.6_{-0.4}^{+0.8}$ | 46 | $2.6_{-0.5}^{+0.5}$ | 38 | $360_{-250}^{+410}$ | 183 | 1.1 |
| 6 | $2.6_{-0.4}^{+1.7}$ | 81 | $2.5_{-0.7}^{+0.7}$ | 56 | $26_{-17}^{+26}$ | 165 | 1.2 |
| 7 | $4_{-2}^{+4}$ | 150 | $2.6_{-0.8}^{+0.9}$ | 65 | $7_{-4}^{+7}$ | 157 | 1.5 |
| 8 | $7_{-4}^{+10}$ | 200 | $3.1_{-0.8}^{+1.4}$ | 71 | $4_{-2}^{+5}$ | 175 | 2.7 |
| 9 | $10_{-4}^{+13}$ | 170 | $10_{-3}^{+4}$ | 70 | $9_{-3}^{+7}$ | 111 | 8.9 |
| 10 | $16_{-7}^{+19}$ | 163 | $13_{-4}^{+3}$ | 54 | $13_{-5}^{+15}$ | 154 | 10.6 |
| 11 | - | - | - | - | - | - | 8.5 |
| 12 | - | - | - | - | - | - | 5.1 |

were injected in 10 ms pulses into a helium support plasma sustained within the ECRIS. The N+ beam was mass analyzed using a dipole magnet, and the transient time series were collected at the N+ Faraday cup. The experimental setup and methods are discussed in detail in Ref. ${ }^{27}$.

The key results of Ref. ${ }^{27}$ can be summarized as follows: We showed that the method can be used to obtain postdictions for the electron density and average energy, i.e. the energy content of the plasma, as well as the characteristic times; The closed electron shell of $\mathrm{K}^{9+}$ is visible in the ionization times; The charge exchange time exhibits a minimum at $\mathrm{K}^{8+}$ from which it was inferred that although the cross section of charge exchange increases with charge state, the decreasing neutral density towards the plasma core mitigates its effects for high charge states; The confinement time was found to satisfy a power law within the uncertainty bounds, with the long confinement times of the high charge states implying that at the charge breeder ECRIS plasma conditions the highly charged ions are indeed electrostatically confined with the low charge states being magnetized; The energy content $n_{e}\left\langle E_{e}\right\rangle$ was found to be constant as a function of charge state (within the uncertainty limits) and the plasma triple product $n_{e}\left\langle E_{e}\right\rangle \tau^{q}$ was seen to increase with $q$ - in agreement of the Golovanivsky diagram for ECRIS performance ${ }^{1,38}$.

Importantly, we identified the EED as a possible source of error for the method. Although this is not directly reflected in the uncertainty bounds, it is used in the evaluation of the ionization rate coefficients and thus inherently affects the resultant $n_{e},\left\langle E_{e}\right\rangle$ values. In the analysis in Ref. ${ }^{27}$ the EED was presumed to be a simple Maxwell-Boltzmann distribution. Other error sources — including the support plasma perturbation - are discussed in Ref. ${ }^{27}$ and in Appendix C.

We also found that the method yields considerable uncertainty bounds for the characteristic times. For high charge states the relative uncertainty ( $68.2 \%$ confidence interval) of $\tau^{q}$ and $\tau_{c x}^{q}$ was $>100 \%$. It was speculated that this uncertainty originates largely from the uncertainty of the ionization cross sections. In Ref. ${ }^{27}$ the rate coefficients were obtained using the semi-empirical Voronov formula ${ }^{39}$ and an umbrella uncertainty of $60 \%$ was applied to all charge states based on Ref. ${ }^{39}$. This is incorrect as the uncertainty varies charge state to charge state. Thereafter ${ }^{28,29}$ we have adopted the cross sections and the corresponding uncertainties from the semi-empirical formula and data reported in Refs. ${ }^{30,36}$. We compute the rate coefficients using a chosen EED, and apply each charge state the appropriate un-
certainty as given in the literature. Understanding how the selection of the EED and the uncertainties of the ionization cross sections affect the results of the CT method (topic of this paper) can be considered a prerequisite for using the method in parametric studies of charge breeder ECRIS plasma parameters in upcoming measurement campaigns.

## III. ANALYSIS METHODS AND RESULTS

## A. Changing the EED

To study the effects of presuming different EEDs in computing the rate coefficients, we employed three different distributions: The default Maxwell-Boltzmann distribution, the kappa distribution ${ }^{40}$ and a double Maxwell-Boltzmann distribution. Often, theoretical approaches in ECRIS physics employ the Maxwell-Boltzmann distribution. It presumes thermodynamic equilibrium in the ensemble of particles, which is not necessarily a rigorous assumption in the case of the non-equilibrium plasma of the ECRIS. The true EED remains unknown but experimental measurements of the lost electron energy distribution (LEED) imply that the EED is non-Maxwellian ${ }^{14}$. In particular, there appears to exist a population of hot $\sim 100 \mathrm{keV}$ electrons which appear as a pronounced "hump" in the LEED ${ }^{15}$.
It is therefore interesting to investigate the effect of varying the high energy tail of the EED. The kappa distribution provides a mathematically convenient way to do this by varying the value of the spectral parameter $\kappa$, which has the effect of increasing the relative weight of the high energy tail as $\kappa$ decreases. For $\kappa \rightarrow \infty$ the kappa distribution approaches a Maxwell-Boltzmann distribution. The aforementioned LEED experiments, however, suggest that a double MB distribution might better describe the EED. We thus construct a double Maxwell-Boltzmann distribution with hot and warm electron populations, so that the hot population has a fixed $\left\langle E_{e}\right\rangle_{h}$ and the $\left\langle E_{e}\right\rangle_{c}$ is allowed to vary. This is justified as the ionization cross section is greater in the energy range corresponding to the warm electron population, and hence the rate coefficient is more sensitive to variations of $\left\langle E_{e}\right\rangle_{c}$. The double MB distribution allows us to assign arbitrary fractions of the total electron population to either the warm or the hot population. We assume the EEDs to be isotropic although it could be argued that this does not hold for the hot electron population of the double MB distribution.

The Maxwell-Boltzmann distribution as a function of speed $v$ is

$$
\begin{equation*}
g(v)=\left(\frac{m}{2 \pi k T}\right)^{3 / 2} 4 \pi v^{2} e^{-\frac{m v^{2}}{2 k T}} \tag{15}
\end{equation*}
$$

where $k$ is the Boltzmann constant, $T$ is the temperature, and $m$ is the particle mass.
The kappa distribution was taken from Ref. ${ }^{40}$, and converted to speed formalism by integrating over the solid angle in velocity space $\left(v^{2} \mathrm{~d} v \mathrm{~d} \Omega\right)$ which amounts to multiplication by $4 \pi v^{2}$ thanks to the symmetry of the distribution. We have then

$$
\begin{equation*}
g_{\kappa}(v)=\frac{2 v^{2}}{\left(\kappa w_{\kappa}^{2}\right)^{3 / 2}} \frac{\Gamma(\kappa+1)}{\Gamma(\kappa-1 / 2) \Gamma(3 / 2)}\left(1+\frac{v^{2}}{\kappa w_{\kappa}^{2}}\right)^{-(\kappa+1)} \tag{16}
\end{equation*}
$$

where the thermal velocity $w_{\kappa}=\sqrt{(2 \kappa-3) k T_{e q} / \kappa m}, T_{e q}$ is the so-called equivalent temperature, $\Gamma$ is the Gamma function, and the spectral index $\kappa>3 / 2$.

The double Maxwell-Boltzmann distribution was defined so that

$$
\begin{equation*}
g\left(v ;\left\langle E_{e, c}\right\rangle\right)=n_{e}\left[f_{c} g_{c}\left(v ;\left\langle E_{e, c}\right\rangle\right)+f_{h} g_{h}\left(v ;\left\langle E_{e, h}\right\rangle\right)\right] \tag{17}
\end{equation*}
$$

where $g_{h}\left(v ;\left\langle E_{e, h}\right\rangle\right)$ represents the hot electron population with a fixed average energy set to $\left\langle E_{e, h}\right\rangle=100 \mathrm{keV}$. The average energy of the warm population - the main provider of ionizing collisions - described by $g_{c}\left(v ;\left\langle E_{e, c}\right\rangle\right)$ was allowed to vary. The coefficients $0 \% \leq f_{c} \leq 100 \%$, and $f_{h}=100 \%-f_{c}$ define the fraction of electrons assigned to the warm and hot population, respectively.

According to Ref. ${ }^{41}$ switching off the microwave heating power leads to an abrupt $50 \%$ decrease in the electron flux escaping through the magnetic mirror. It was inferred that this occurs due to the elimination of rf-induced pitch angle scattering of electrons. The actual fractions of electrons in any given population are unknown, but since the rf-induced pitch angle scattering primarily affects the warm and hot electrons (with energies on the order of $10 \mathrm{keV}-100 \mathrm{keV}^{41}$ ), we infer that in the "worst-case-scenario" $f_{h}=50 \%$. In the following analysis, the hot population energy was set to $\left\langle E_{e}\right\rangle_{h}=100 \mathrm{keV}$. Another analysis was conducted with $\left\langle E_{e}\right\rangle_{h}=200 \mathrm{keV}$, but there were no significant deviations in the results.

To facilitate comparisons between the different EEDs, we use average energy of the distribution instead of the temperature or equivalent temperature. For the Maxwell-Boltzmann distribution this amounts to the substitution $k T \rightarrow \frac{2}{3}\left\langle E_{e}\right\rangle$, but for the kappa distribution we need to solve for a given $\left\langle E_{e}\right\rangle$

$$
\begin{equation*}
\left\langle E_{e}\right\rangle=\int_{0}^{\infty}\left(\frac{1}{2} m v^{2}\right) g_{\kappa}(v ; T) \mathrm{d} v \tag{18}
\end{equation*}
$$



FIG. 2: Different EEDs plotted with a fixed most probable energy of 2 keV . The Maxwell-Boltzmann (MB) distribution and the kappa distribution for different values of $\kappa$ are plotted in subplot (a); The MB distribution and double-MB distribution with different assignments of electrons to the warm and hot populations are plotted in (b). In (a) $\kappa=2,3,5,10$ and in (b) the most probable energy of the warm population is fixed to 2 keV while the fraction of electrons in the hot, 100 keV population gets values of $f_{h}=10 \%, 20 \%, 30 \%, 40 \%, 50 \%$. The ground state electron-impact ionization cross section $\sigma_{11+\rightarrow 12+}^{\mathrm{inz}, \mathrm{K}}$ is depicted by the black dashed line and is overlaid with the distributions. The insets highlight the high-energy behavior.
as a function of $T$, to obtain the equivalent temperature which yields the desired $\left\langle E_{e}\right\rangle$. The rate coefficients are then computed according to Eq. 11 substituting the distributions from Eqs. 15, 16, and 17. Note that we use classical equations throughout the analysis.

Figure 2 (a) plots the Maxwell-Boltzmann (MB) distribution together with the kappa distribution (for $\kappa=2,3,5,10$ ) as a function of the electron energy for a constant most probable energy of 2 keV . In subfigure (b) the MB distribution is compared to a doubleMaxwellian distribution. In 2 (b), the warm population most probable energy is fixed to 2 keV and the $\left\langle E_{e}\right\rangle_{h}=100 \mathrm{keV}$. The double-Maxwellian is plotted with different fractions of electrons assigned to the hot population, $f_{h}=10 \%, 20 \%, 30 \%, 40 \%, 50 \%$. The high energy behavior of the distributions is highlighted by the log-log inset plots. The particle number in each distribution is normalized, i.e. an integral over each distribution yields unity.

Figure 3 shows $\langle\sigma v\rangle_{8+\rightarrow 9+}^{\mathrm{inz}, \mathrm{K}}$ with different EEDs as a function of $\left\langle E_{e}\right\rangle$. We observe that the maximum rate coefficient is reached at a higher $\left\langle E_{e}\right\rangle$ as $\kappa$ decreases. The double MB
distribution on the other hand yields a flat low- $\left\langle E_{e}\right\rangle$ component to the rate coefficient at energies below 100 eV , thanks to the constant high energy population whose EED overlaps with a non-zero part of the ionization cross section. The small cross section at high energy is in part compensated by the large $v$. At high $\left\langle E_{e}\right\rangle$ the double MB distribution yields a smaller rate coefficient, because while the less energetic population approaches optimum energy the contribution of the hot population remains constant.

Examples of the CT-method $\left(\left\langle E_{e}\right\rangle, n_{e}\right)$ solution sets obtained using different EEDs are plotted for $\mathrm{K}^{8+}, \mathrm{K}^{9+}$, and $\mathrm{K}^{10+}$ in Fig. 4. The contour encloses all bins for which the density of solutions is greater than $10 \%$ of the maximum. For lower values of $\kappa$, we find that the postdicted $\left(\left\langle E_{e}\right\rangle, n_{e}\right)$ sets have shifted towards higher electron energy and density compared to the standard MB. In the case of the double MB EED we find that a higher proportion of hot electrons reduces the $n_{e}$ domain at low $\left\langle E_{e}\right\rangle$ - consistent with the higher rate coefficient in that region. In the high energy range the double MB distribution yields nearly identical solutions as with the simple MB, which is to be expected as the rate coefficients deviate much less. For lower charge states $\left(K^{7+, 6+, 5+}\right)$ the double MB distribution yields slightly higher $n_{e}$ values at low $\left\langle E_{e}\right\rangle$ than the standard MB. N.B. that we do not expect each charge state population to yield the same $n_{e}$ and $\left\langle E_{e}\right\rangle$ due to the spatial distribution of electrons as discussed in detail in Ref. ${ }^{27}$.

Figure 5 shows the characteristic times as a function of the charge state obtained using different EEDs. The only major deviations are observed in the case of the confinement time of $\mathrm{K}^{8+}, \mathrm{K}^{9+}$ and $\mathrm{K}^{10+}$. Both the double MB and kappa distribution results indicate, that a presumed larger hot electron population postdicts a greater confinement time. The deviations remain within the uncertainty bounds, however. The similarity between the characteristic times obtained with the kappa distribution and a standard MB can be attributed to the similarity of the rate coefficients given by them (see Fig. 3). The double MB on the other hand has a significant contribution from the hot electron population even when the warm population has a moderate or low energy.

## B. Curtailing the cross section uncertainty

To investigate the effect of having more precise information of $\sigma_{q \rightarrow q+1}^{\mathrm{inz}}$, we perform an artificial curtailment of its experimental uncertainty. Because the ionization rate coefficients


FIG. 3: The $\langle\sigma v\rangle_{8+\rightarrow 9+}^{\mathrm{inz}}$ for the reaction $e^{-}+\mathrm{K}^{8+} \rightarrow \mathrm{K}^{9+}+2 e^{-}$as a function of $\left\langle E_{e}\right\rangle$ using different EEDs: Maxwell-Boltzmann (MB), kappa distribution ( $\kappa=2,3,5,10$ ) and a double-Maxwellian distribution with the hot population fixed to $\left\langle E_{e}\right\rangle_{h}=100 \mathrm{keV}$ and $f_{h}=10 \%, 20 \%, 30 \%, 40 \%, 50 \%$ of electrons assigned to the hot population.
directly inherit the uncertainty of the cross sections, the uncertainty of $\sigma_{q \rightarrow q+1}^{\mathrm{inz}}$ is taken into account by repeating the $n_{e},\left\langle E_{e}\right\rangle$ optimization multiple times ( $\sim 1000$ ) and adding a random bias to the rate coefficients $\langle\sigma v\rangle_{q \rightarrow q+1}^{\mathrm{inz}}$ in each iteration. That is

$$
\begin{equation*}
\langle\sigma v\rangle_{q \rightarrow q+1}^{\mathrm{inz}} \rightarrow\langle\sigma v\rangle_{q \rightarrow q+1}^{\mathrm{inz}}\left(\mathcal{A}+\mathcal{B}_{q}\right) \tag{19}
\end{equation*}
$$

where $\mathcal{A}$ is a constant offset and $\mathcal{B}_{q}$ is selected by a random, uniform sample from within the bounds of the experimental uncertainty of $\sigma_{q \rightarrow q+1}^{\mathrm{inz}}$. Effectively, we limit the range from which $\mathcal{B}_{q}$ is sampled to a fraction of the reported uncertainty. Simultaneously, we vary the constant offset $\mathcal{A}$ to account for possible systematic errors in the cross section measurement. We constrain the selection of $\mathcal{A}$ and $\mathcal{B}_{q}$ so that the original uncertainty limits are never exceeded. As an example, if the added offset is $50 \%$ (i.e. $\mathcal{A}=150 \%$ ), then $\mathcal{B}_{q} \sim U(-50,50) \% \times \delta \sigma_{q \rightarrow q+1}^{\mathrm{inz}}$, where $U$ is the uniform distribution, is the largest extent of $\mathcal{B}_{q}$. Figure 6 shows the effect of varying the offset and the random bias. The different sets of $\mathcal{A}$ and $\mathcal{B}_{q}$ analyzed are tabulated in Table III.


FIG. 4: Outer contours of the solution sets for $\mathrm{K}^{8+}, \mathrm{K}^{9+}$, and $\mathrm{K}^{10+}$ with different EEDs. (a), (c), (e) compare the results obtained with the kappa distributions, while (b), (d), (f) show the sets obtained with the different double MB distributions. The standard MB distribution is plotted for reference in each figure. A Gaussian filter was applied to smooth the contours, improving legibility.


FIG. 5: The characteristic times of confinement, ionization, and charge exchange using different EEDs. (a), (c), (e) plot solutions obtained using the kappa distribution, while (b), (d), (f) plot solutions with the double MB distribution. The results for a standard MB distribution are plotted for reference in each subfigure.


FIG. 6: Schematic illustration of artificially curtailing the rate coefficient / cross section uncertainty. The gray region shows the original experimental uncertainty. Applying the offset $\mathcal{A}$ shifts the center of $\langle\sigma v\rangle$ while curtailing the range of the random variable $\mathcal{B}_{q}$ narrows the uncertainty bounds. That is, $\mathcal{A}$ represents systematic error and $\mathcal{B}_{q}$ relative uncertainty.

Figure 7 shows the effect of curtailing the cross section (rate coefficient) uncertainty limits, with $\mathrm{K}^{8+}$ used as an example case. The solution sets become progressively narrower as the uncertainty limits are tightened. The effect of decreasing $\mathcal{A}$ is to shift sets towards higher $n_{e}$. This is because the resulting lower value of $\langle\sigma v\rangle^{\text {inz }}$ needs to be compensated by a higher $n_{e}$, in order to obtain the ionization rate which minimizes the penalty function (Eq. 10). Similar effects are seen for all charge states.

Figure 8 plots the characteristic times resulting from the curtailed solution sets. We can see that in general, the decreased uncertainty yields smaller uncertainty bounds. The characteristic times obtained for $\mathrm{K}^{8+}$, which has the largest associated uncertainty of the cross section $\left(\delta \sigma_{8+\rightarrow 9+}^{\mathrm{K} \text {,inz }}=200 \%\right)$, from the different analyses are tabulated in Table IV. NB that the set 100-50 yields, counterintuitively, a greater uncertainty than the uncurtailed analysis. This happens when the decreased uncertainty range prohibits certain $\left\langle E_{e}\right\rangle, n_{e}$ values resulting in a greater variance in the resultant characteristic time distributions. In general,

TABLE III: The combinations of offset $\mathcal{A}$ and percentage range for the random bias $\mathcal{B}_{q}$ used in the analysis. The $\mathcal{B}_{q}$ is selected from a random uniform distribution as a percentage of the original uncertainty of the ionization cross section $\delta \sigma$. The combination $\mathcal{A}=100 \%, \mathcal{B}_{q} \sim U(0,0) \%$ corresponds to perfect knowledge of $\sigma_{q \rightarrow q+1}^{\mathrm{inz}}$.

| Set label | $\mathcal{A}(\%)$ | $\mathcal{B}_{q}(\% \times \delta \sigma)$ |
| :--- | :--- | :--- |
| $150-50$ | 150 | $\sim U(-50,50)$ |
| $150-25$ | 150 | $\sim U(-25,25)$ |
| $150-10$ | 150 | $\sim U(-10,10)$ |
| $150-00$ | 150 | $\sim U(0,0)$ |
| $100-50$ | 100 | $\sim U(-50,50)$ |
| $100-25$ | 100 | $\sim U(-25,25)$ |
| $100-10$ | 100 | $\sim U(-10,10)$ |
| $100-00$ | 100 | $\sim U(0,0)$ |
| $50-50$ | 50 | $\sim U(-50,50)$ |
| $50-25$ | 50 | $\sim U(-25,25)$ |
| $50-10$ | 50 | $\sim U(-10,10)$ |
| $50-00$ | 50 | $\sim U(0,0)$ |

however, the curtailed uncertainty decreases the relative uncertainty of the characteristic times.

We note that the uncertainty of the confinement time of $\mathrm{K}^{10+}$ increases across the board even though the uncertainty is decreased. Although the solution sets become narrower, they still cover a large swathe of the $\left\langle E_{e}\right\rangle, n_{e}$ space, which permits the broad distribution of $\tau^{q}$. That is, the remaining solutions in the solution set contain a great range of postdictions for $\tau^{q}$. In appendix B a further constraint on $n_{e}$ and $\left\langle E_{e}\right\rangle$ is shown to lead to the desired improved precision also for $\mathrm{K}^{10+}$. Furthermore, we cannot rule out the low beam current of $\mathrm{K}^{10+}$ from contributing to the seemingly counter-intuitive increase of the uncertainty.

## IV. DISCUSSION

## A. EED effects

The effect of the double MB distribution on the confinement time results is a consequence of the constant contribution from the hot electron population to the rate coefficients. Due to the presumed hot electron population, the high charge states' rate coefficient is many orders of magnitude greater than that computed using a single MB or kappa distribution, and the penalty function minimum is obtained at a lower $n_{e}$, which cuts off the high density region from the solution sets. Consequently, only a subset of characteristic time solutions is found using the double MB distribution as compared to the standard MB distribution (see Fig. 4).

The effect of varying $\kappa$ can also be seen in Fig. 4. Decreasing $\kappa$ causes the distribution to deviate more from the standard MB EED, and to increase the relative weight of the high energy tail. Here, the differences at low energy are relatively lesser than in the case of a double MB EED, and larger differences are seen at high $\left\langle E_{e}\right\rangle$. The resultant characteristic times are not affected significantly by the variation of $\kappa$.

TABLE IV: The characteristic times of $\mathrm{K}^{8+}$ and the corresponding relative uncertainties for different selections of $\mathcal{A}$ and $\mathcal{B}_{q}$. The uncurtailed set corresponds to full uncertainty range of $\sigma_{q \rightarrow q+1}^{\mathrm{inz}}$ and the sets 100-50, 100-25, 100-10, 100-00 to those tabulated in Table III. The relative uncertainties are computed from the absolute upper and lower uncertainty
limits ( $\hat{\delta}$ and $\check{\delta}$, resp.) according to $\delta=(\hat{\delta}+\check{\delta}) / \tau$ for each $\tau$.

| Set | $\tau^{q}(\mathrm{~ms})$ | $\delta(\%)$ | $\tau_{\mathrm{inz}}^{q}(\mathrm{~ms})$ | $\delta(\%)$ | $\tau_{\mathrm{cx}}^{q}(\mathrm{~ms})$ | $\delta(\%)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Uncurtailed | $14.4_{-5.9}^{+23.1}$ | 200 | $2.1_{-0.3}^{+0.4}$ | 33 | $4.5_{-1.2}^{+4.0}$ | 120 |
| $100-50$ | $13.3_{-5.3}^{+42.3}$ | 360 | $2.2_{-0.3}^{+0.5}$ | 34 | $4.6_{-1.6}^{+3.7}$ | 110 |
| $100-25$ | $10.4_{-2.9}^{+10.9}$ | 130 | $2.1_{-0.2}^{+0.4}$ | 28 | $5.8_{-2.1}^{+3.4}$ | 100 |
| $100-10$ | $9.1_{-1.6}^{+7.3}$ | 100 | $2.0_{-0.2}^{+0.1}$ | 16 | $6.5_{-1.0}^{+1.5}$ | 40 |
| $100-00$ | $8.7_{-1.4}^{+5.9}$ | 80 | $2.0_{-0.2}^{+0.1}$ | 14 | $6.7_{-0.1}^{+0.3}$ | 6 |
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## B. Curtailed uncertainty

It was observed that artificially reducing the uncertainty associated with the experimental values of $\sigma_{q \rightarrow q+1}^{\mathrm{inz}}$ yields - in general - an improvement in the precision of the CT method results. The $\left(\left\langle E_{e}\right\rangle, n_{e}\right)$ solution sets become narrower, although they still trace a long path in the $\left(\left\langle E_{e}\right\rangle, n_{e}\right)$-space, i.e. we find a broad distribution of $\left(\left\langle E_{e}\right\rangle, n_{e}\right)$ pairs which are consistent with the measured transient time series. We also obtain a concomitant improvement in the precision of the characteristic times, and the confinement and charge exchange times benefit the most, as is evident from Table IV. The uncertainty which remains after setting $\mathcal{B}_{q} \sim U(0,0) \%$ can be further reduced by a prior measurement of $\left\langle E_{e}\right\rangle$ and $n_{e}$, as indicated by the case study in Appendix B. These findings motivate a revisit of the electron impact ionization cross sections to improve their precision, and performing a measurement of $\left\langle E_{e}\right\rangle$ and/or $n_{e}$ in conjunction with the CT method experiments.

The most straightforward method for the determination of the electron density is probably through the combined bremsstrahlung emission and beam current spectroscopy -method expounded in Ref. ${ }^{19}$. It requires, however, the EED to be known/presumed beforehand, as well as knowledge of the ion confinement times. In Ref. ${ }^{19}$ the confinement times are assumed to be weakly dependent on $q$ based on findings in Ref. ${ }^{34}$. The $\tau^{q}$ found through the CT method imply, that such an assumption underestimates the density of the high charge state ions, causing $n_{e}$ to be overestimated. Such an estimate could, however, be used as an upper limit for $n_{e}$. The bremsstrahlung detector should also be chosen so that the measurement is sensitive to the electron population with energy $\lesssim 1 \mathrm{keV}$, as the warm electron population is dominant in determining $\langle\sigma v\rangle_{q \rightarrow q+1}^{\mathrm{inz}}$. Altogether, we identify simultaneous measurement of the bremsstrahlung emission (spectral temperature) and application of the CT method as the most straightforward method for reducing the uncertainty bounds of the obtained plasma parameters.

In Ref. ${ }^{29}$ we showed that multi-species $1+$ injection can also be used to reduce the uncertainty of the results. We used a composite $\mathrm{Na} / \mathrm{K}$ pellet at the $1+$ ion source which produced $\mathrm{Na}^{+}$and $\mathrm{K}^{+}$ions via thermal emission, enabling us to switch between the two ion species without switching off the ECRIS, and hence to probe the same support plasma conditions with both $1+$ ions. The high charge states of the two ions can be argued to originate from the same plasma volume, and an overlap of the respective solution sets is justified. Tak-
ing the overlap reduces the $\left\langle E_{e}\right\rangle, n_{e}$ space, leading to a reduction in the characteristic time uncertainties as well. For example, the uncertainties of $\tau^{9+}, \tau_{\mathrm{inz}}^{9+}$, and $\tau_{\mathrm{cx}}^{9+}$ for potassium were reduced by 40,11 , and 62 percentage points, respectively. This implies that better knowledge of the ionisation cross section uncertainties could be expected to yield a more significant improvement. Despite the usefulness of the overlap method it carries the weight of the additional assumption regarding the volume of origin of the ion populations, and only the high charge states benefit from it.

## C. Conclusion

The effect of the EED on the CT method results can be summarized to arise from the modification of the $\langle\sigma v\rangle_{q \rightarrow q+1}^{\mathrm{inz}}$ it causes. The deviations in $\tau^{q}, \tau_{\mathrm{inz}}^{q}$, and $\tau_{\mathrm{cx}}^{q}$ due to the variation of the EED are well within the uncertainty bounds, but we expect that an increase in the precision of $\sigma_{q \rightarrow q+1}^{\mathrm{inz}}$ would show that the characterization of the EED is important in particular for determining $\tau^{q}$ of highly charged ions.

To determine the uncertainty originating from the EED in any real experimental setting, the experimenter should characterize the uncertainty related to their knowledge of the EED, and test the effect on the results by varying the shape of the EED within the limits of that uncertainty (e.g. the fraction of electrons in the hot/warm population of a double MB distribution, or the precise value of $\kappa$ of a kappa distribution). The LEED measurement offers a route for the above, but the confined plasma EED may be different from the escaping one, as discussed in Ref. ${ }^{15}$.

To our knowledge, the CT method is unique among ECRIS related plasma diagnostics, in that it accounts for the uncertainty of the electron-impact ionization cross section. The results in this work indicate that $\delta \sigma_{q \rightarrow q+1}^{\text {inz }}$ has a significant effect on the CT method results' precision, and there is no reason to believe that other research where the ionization cross sections are employed would not be likewise affected. Its effects should thus be considered for example in simulations of the temporal evolution of the CSD in an ECRIS plasma (e.g. Refs. ${ }^{10,12}$ ) and $k-\alpha$ measurements (e.g. Ref. ${ }^{42}$ ). Such research would hence benefit greatly from a revisit of the cross sections - either through theoretical approaches or experimental measurement. We emphasize that the conclusion about the necessity of improved cross section data of high charge state electron impact ionization is not specific to potassium but
would likewise reduce the uncertainty bounds for all $1+$ probe beams (elements).
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## Appendix A: Penalty function upper limit variation and number of solutions with curtailed cross sections

The number of solutions in a given data set is plotted as a function of the upper limit of the penalty function of Eq. 10, $F$, in Figure 9. The value $F \leq 10^{-6}$ ensures that sufficient statistics are obtained for each solution set, while at the same time eliminating sources of crude error. The figure shows the number of solutions only for Maxwellian EED as similar behavior was found regardless of the assumed EED, i.e. $F \leq 10^{-6}$ was deemed appropriate

TABLE V: Author contributions for M. Luntinen (ML), J. Angot (JA), O. Tarvainen (OT), V. Toivanen (VT), H. Koivisto (HK), and T. Thuillier (TT).

| Role | ML | JA | OT | VT | HK | TT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Conceptualization | Equal | Equal | Equal |  |  |  |
| Data curation | Lead |  |  | Supporting |  |  |
| Formal analysis | Lead | Supporting | Supporting | Supporting | Supporting |  |
| Funding acquisition |  |  |  |  | Equal | Equal |
| Investigation |  | Lead |  |  |  |  |
| Methodology | Equal | Equal |  |  |  |  |
| Project administration | Lead |  | Supporting | Supporting | Supporting |  |
| Resources |  |  |  |  |  | Lead |
| Software | Lead |  |  |  |  |  |
| Supervision |  |  | Equal |  | Equal | Equal |
| Validation | Lead |  |  |  |  |  |
| Visualization | Lead |  |  |  |  |  |
| Writing - original draft | Lead | Supporting | Supporting | Supporting | Supporting | Supporting |
| Writing - review \& editing | Lead | Supporting | Supporting | Supporting | Supporting | Supporting |

in each case. Figure 10 shows the solution set of $\mathrm{K}^{10+}$ for using different upper limits of $F$. It can be seen that requiring smaller values of $F$ rarefies the solution set uniformly in $\left(\left\langle E_{e}\right\rangle, n_{e}\right)$-space, i.e. valid results are found throughout the optimisation bounds.

In addition to the penalty function value, the number of solutions in $\left(\left\langle E_{e}\right\rangle, n_{e}\right)$-space is affected by the the choice of the offset $\mathcal{A}$ and random bias $\mathcal{B}_{q}$ used in the analysis. As an example, Table VI lists the number of solutions for $\mathrm{K}^{8+}$ (assuming Maxwellian EED), i.e. the case presented in Fig. 7, when $\mathcal{A}$ and $\mathcal{B}_{q}$ are varied. We observe that (i) the number of solutions decreases as $\mathcal{A}$ is decreased keeping $\mathcal{B}_{q}$ constant, and (ii) the number of solutions increases as $\mathcal{B}_{q}$ is decreased keeping $\mathcal{A}$ constant. We associate (i) to the shift of the solutions in the $\left(\left\langle E_{e}\right\rangle, n_{e}\right)$-space, in particular fewer solutions are found at high $n_{e}$ when $\mathcal{A}$ is decreased. There is no apparent reason for (ii) other than the decrease in the number of 'pathological' (unphysical) solutions outside the allowed $\left(\left\langle E_{e}\right\rangle, n_{e}\right)$-domain with


FIG. 9: The number of solutions in the solution sets obtained for different charge states as a function of the upper limit of the penalty function. The plot corresponds to data from the data set using a single Maxwell-Boltzmann EED.


FIG. 10: The effect of varying the upper limit of the penalty function value on the solution set obtained for $\mathrm{K}^{10+}$.
decreasing $\mathcal{B}_{q}$. Altogether the number of solutions is always significant (9000-19000 for $\mathrm{K}^{8+}$, even higher for other charge states), which guarantees statistical significance of the analysis.
TABLE VI: The number of $\left(\left\langle E_{e}\right\rangle, n_{e}\right)$-solutions for $\mathrm{K}^{8+}$ for various $\mathcal{A}$ and $\mathcal{B}_{q}$ with Maxwellian EED. The corresponding solution spaces are illustrated in Fig. 7(a)-(i)

| $\mathcal{A}-\mathcal{B}_{q}$ | Number of solutions | Figure |
| :--- | :--- | :--- |
| $50-50$ | 9420 | $7(\mathrm{a})$ |
| $50-25$ | 11933 | $7(\mathrm{~b})$ |
| $50-00$ | 14358 | $7(\mathrm{c})$ |
| $100-50$ | 14293 | $7(\mathrm{~d})$ |
| $100-25$ | 16832 | $7(\mathrm{e})$ |
| $100-00$ | 17574 | $7(\mathrm{f})$ |
| $150-50$ | 15543 | $7(\mathrm{~g})$ |
| $150-25$ | 18344 | $7(\mathrm{~h})$ |
| $150-00$ | 18758 | $7(\mathrm{i})$ |

## Appendix B: Curtailing the solution set range

It was found that the curtailment of the ionization cross section uncertainty led to a broadening of the error estimate for the confinement time of $\mathrm{K}^{10+}$. Therefore, in addition to the artificial curtailment of the cross section uncertainty, we performed a case study on $\mathrm{K}^{10+}$ where we imposed further (arbitrary) limitations also on the $\left\langle E_{e}\right\rangle$ and $n_{e}$ values. This was done in the post-processing phase on the solution sets obtained for both an uncurtailed analysis using the standard MB EED, and the set $100-00\left(\mathcal{A}=100 \%\right.$ and $\mathcal{B}_{q} \sim U(0,0) \%$, i.e. presumed perfect knowledge of the $\left.\sigma_{q \rightarrow q+1}^{\mathrm{inz}}\right)$. This extra analysis simulates the hypothetical effect of having a more precise knowledge of the plasma conditions prior to applying the CT method. The limitation on the $\left\langle E_{e}\right\rangle$ and $n_{e}$ values was applied as shown in Fig. 11. We select solutions from a region in $\left(\left\langle E_{e}\right\rangle, n_{e}\right)$-space so that $\left\langle E_{e}\right\rangle \in[1,2] \mathrm{keV}$, and $n_{e} \in$ $[1,2] \times 10^{11} \mathrm{~cm}^{-3}$ - plotted in the figure in cyan. Table VII tabulates the results. It can be seen that decreasing $\delta \sigma_{q \rightarrow q+1}^{\mathrm{inz}}$ and applying the further constraint on the density and average energy yields a considerable decrease in the uncertainty of $\tau^{q}$, which goes from the $117 \%$ of the standard, non-limited MB set, to the $30 \%$ for the limited set $100-00$. On the other hand, merely limiting either the $\delta \sigma_{q \rightarrow q+1}^{\mathrm{inz}}$ or the $\left\langle E_{e}\right\rangle, n_{e}$ values does not appear to be as effective in the case of $\mathrm{K}^{10+}$. The $\tau_{\mathrm{inz}}^{q}$ and $\tau_{\mathrm{cx}}^{q}$ also benefit from the additional limitation on

(a)

(b)

FIG. 11: The solution sets for $\mathrm{K}^{10+}$ using a Maxwell-Boltzmann EED with the default uncertainty ranges (a) and using arbitrarily curtailed uncertainty (from Set 100-00) (b). The region $n_{e} \in[1,2] \times 10^{11} \mathrm{~cm}^{-3}$ and $\left\langle E_{e}\right\rangle \in[1,2] \mathrm{keV}$ is highlighted in cyan.

TABLE VII: The characteristic time results for $\mathrm{K}^{10+}$ using a Maxwell-Boltzmann EED without curtailing the cross section uncertainty (MB); with cross section uncertainty curtailed to $\mathcal{A}=100 \%$ and $\mathcal{B}_{q} \sim U(0,0)$ (Set 100-00); and with their ranges limited to $\left\langle E_{e}\right\rangle \in[1,2] \mathrm{keV}, n_{e} \in[1,2] \times 10^{11} \mathrm{~cm}^{-3}$ (limited MB and limited Set 100-00, respectively). The relative uncertainties are computed from the absolute upper and lower uncertainty limits ( $\hat{\delta}$ and $\check{\delta}$, resp.) according to $\delta=(\hat{\delta}+\check{\delta}) / \tau$ for each $\tau$.

| Set | $\tau^{q}(\mathrm{~ms})$ | $\delta(\%)$ | $\tau_{\text {inz }}^{q}(\mathrm{~ms})$ | $\delta(\%)$ | $\tau_{\mathrm{cx}}^{q}(\mathrm{~ms})$ | $\delta(\%)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| MB | $23_{-7}^{+20}$ | 117 | $10_{-2}^{+2}$ | 40 | $13_{-5}^{+11}$ | 123 |
| $100-00$ | $37_{-18}^{+32}$ | 135 | $9_{-2}^{+5}$ | 78 | $11_{-2}^{+2}$ | 36 |
| Limited MB | $36_{-11}^{+31}$ | 116 | $12_{-2}^{+2}$ | 33 | $9_{-2}^{+2}$ | 44 |
| Limited 100-00 | $46_{-6}^{+8}$ | 30 | $11_{-1}^{+1}$ | 18 | $8_{-1}^{+1}$ | 25 |

the solution set ranges.

## Appendix C: The effect of the $1+$ pulse length

The reliability of the characteristic times obtained with the CT method is subject to uncertainties other than the intrinsic ones discussed in detail in this paper. In particular,


FIG. 12: Confinement times, ionization times and charge exchange times of potassium charge states from $5+$ to $10+$ with varied pulse length of the injected $1+$ beam.
the potential perturbation caused by the $1+$ injection is a relevant concern. The level of the charge breeder plasma perturbation is proportional to the number of injected particles, i.e. the $1+$ beam current (see Ref. ${ }^{16}$ ) and the length of the $1+$ beam pulse. The pulse length is more relevant for the CT method as it profoundly affects the shape of the high charge
state beam current transients and, thus, the resulting fitting parameters $a_{q}, b_{q}$ and $c_{q}$. The usable pulse length is limited by two factors: (a) the $1+$ pulse needs to be long enough to ensure the intensities of the highest charge state ions ( $\mathrm{K}^{10+}$ in our case) are sufficiently above the noise level of the measurement, and (b) the $1+$ pulse needs to be shorter than the saturation time of the high charge state ion signals (often referred to as the breeding time) to preserve the transient nature of the measurement and to avoid excessive perturbation of the charge breeder plasma. These two conditions render the $1+$ beam pulse duration, $t_{1+}$ to be in the range of $5 \mathrm{~ms} \leq t_{1+} \leq 100 \mathrm{~ms}$ as found through a series of experiments. In this range the $1+$ beam pulse length does not affect the results, namely the characteristic times, obtained with the CT method, i.e. the characteristic times computed from the data at different $1+$ pulse lengths are within the uncertainty resulting from the cross section data. This is demonstrated in Fig. 12 where the confinement, ionization and charge exchange times of potassium (charge states $5+$ to $10+$ ) are plotted at 5 different $1+$ beam pulse lengths ranging from 5 ms to 80 ms . It is evident that the results are within the uncertainty bounds with a single exception of the ionization time of $\mathrm{K}^{10+}$ at $40 \mathrm{~ms} 1+$ pulse length, which we attribute to experimental error. Here we note that the data with varying $1+$ pulse length was recorded at a different time from the data discussed in the main text of this paper and hydrogen $\left(\mathrm{H}_{2}\right)$ was used as a buffer gas instead of helium. The choice of the buffer gas does not change the conclusion that within the above limits of the $1+$ pulse length the uncertainties related to the EED and ionization cross section are greater than those arising from the experiment itself.
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