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The goal of this thesis was to study how the most advanced and sophisticated 
cyberattack groups, also known as Advanced Persistent Threat (APT) groups, 
operate. This was done by analysing data that has been made available by the 
cyber security industry on APT28, APT29, and Turla, all APT groups that have 
been connected to Russia. Russian connected groups were chosen because these 
groups have been considered as particularly active, the groups have been con-
nected to high-profile attacks, and there exists a large amount of data on the 
groups. The goal of the thesis was motivated by the lack of peer-reviewed re-
search on this topic despite the publicly available data on these groups. The thesis 
answered the questions “How do APT groups connected to Russia operate?” and 
“Do APT groups connected to Russia operate in a similar manner?”. 

The research was conducted by performing qualitative content analysis on 
the data that is available about these cyberattack groups. A model called the Uni-
fied Kill Chain, which was designed to increase the understanding of advanced 
cyberattacks, was used in the analysis to provide additional structure. The model 
provided ways to categorize and compare various tactics, techniques, and proce-
dures used by the groups that were studied. The tactics, techniques, and proce-
dures that were identified were used to create models which depict identified 
attacks by these groups. These tactics, techniques, procedures, and the models 
which were identified from the data were then used to answer the research ques-
tions. 

The thesis showed that the cyberattack groups that were chosen to be stud-
ied operate with a wide selection of tactics, techniques, and procedures. The 
groups are capable of changing their tactics, techniques, and procedures if neces-
sary. These groups generally perform their attacks by using malicious emails or 
by luring their victims into a compromised website with malicious content. These 
groups generally attack for the purpose of stealing sensitive information. The re-
search also showed that the groups that were studied operate in mostly similar 
manners. However, some differences could be identified between the groups. 

The commonalities among the groups show areas where defenders can fo-
cus on and hinder the activities of all of these groups. The differences identified 
between the groups can potentially offer analysts or researchers points to focus 
on in future work. 

Keywords: Cyberattacks, Tactics, Techniques, Procedures, Advanced Persistent 
Threat 
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Tämän tutkimuksen tavoitteena oli tutkia miten kaikista kehittyneimmät ky-
berhyökkäyksiä tekevät ryhmät toimivat. Tutkimuksen kohde valittiin koska ai-
heesta ei ole merkittävästi vertaisarvioitua tutkimusta, vaikka dataa ryhmistä on 
julkisesti saatavilla. Tutkittaviksi ryhmiksi valikoitui APT28, APT29 ja Turla, 
kaikki kolme ovat Venäjään liitettyjä ryhmiä. Venäjään liitetyt ryhmät valittiin, 
koska nämä ryhmät tunnetaan aktiivisina, ryhmiä on yhdistetty useisiin korkean 
profiilin hyökkäyksiin ja ryhmistä on reilusti tietoa saatavilla. Näiden ryhmien 
toimintaa tutkittiin analysoimalla dataa, joka ryhmistä on saatavilla eri kybertur-
vallisuusalan toimijoilta. Tutkimuskysymyksiksi valikoitui ”Miten Venäjään lii-
tetyt kehittyneet kyberhyökkäyksiä tekevät ryhmät toimivat?” ja ”Onko Venä-
jään liitetyillä kehittyneillä kyberhyökkäyksiä tekevillä ryhmillä keskenään sa-
manlaiset toimintatavat?”  

Tutkimus toteutettiin käyttämällä kvalitatiivista sisällönanalyysiä tutki-
musmenetelmänä. Tutkimuksen apuna käytettiin myös mallia, joka on luotu ky-
berhyökkäyksien tutkimiseen. Tämä malli antoi rakenteen, jolla pystyttiin kate-
gorisoimaan ja vertailemaan ryhmien käyttämiä taktiikoita, tekniikoita ja toimin-
tatapoja. Näistä tunnistetuista taktiikoista, tekniikoista ja toimintatavoista luotiin 
malli, jolla kuvattiin kunkin ryhmän tekemiä hyökkäyksiä. Näiden datasta tun-
nistettujen taktiikoiden, tekniikoiden, toimintatapojen ja mallien avulla vastattiin 
tutkimuskysymyksiin. 

Tutkimus osoitti, että nämä tutkitut ryhmät toimivat käyttämällä laajaa va-
likoimaa taktiikoita, tekniikoita ja toimintatapoja. Ryhmät kykenevät vaihta-
maan käyttämiään taktiikoita, tekniikoita ja toimintatapoja tarvittaessa. Tutkitut 
ryhmät käyttävät yleensä hyökkäyksissään haitallisia sähköposteja tai houkutte-
levat heidän uhrinsa murretuille verkkosivuille, joihin on lisätty haitallista sisäl-
töä. Ryhmien hyökkäyksissä on yleensä tavoitteena arkaluonteisen tai salaisen 
tiedon varastaminen. Tutkimus myös osoitti, että ryhmät toimivat yleisesti ottaen 
samoilla toimintatavoilla. Joitakin eroja ryhmien toimintavavoissa oli kuitenkin 
löydettävissä. 

Löydetyt yhtäläisyydet ryhmien toimintatavoissa antavat puolustajille koh-
teita, joihin voidaan keskittyä ja mahdollisesti estää kaikkien ryhmien hyökkäyk-
siä. Löydetyt eriäväisyydet ryhmien kesken antavat tutkijoille mahdollisia jatko-
tutkimuksien kohteita. 

Asiasanat: kyberhyökkäykset, taktiikat, tekniikat, toimintatavat 
 



GLOSSARY 

 
Bootkit Malicious software that targets the Master 

Boot Record and is loaded before the oper-
ating system, making it particularly diffi-
cult to detect (MITRE, 2023a). 

 
Bruteforce Form of attack where all possible logins, 

passwords, keys, or other alternatives are 
tried systematically to find the correct one 
(MITRE, 2023b).  

 
Certificate A cryptographic document that can be used, 

for example, for authentication or encryp-
tion (France, 2023). 

 
Cookies Data stored in a browser, often used to 

identify, track, or authenticate users 
(Kaspersky, 2023a). 

 
DLL Dynamic Link Library (DLL); a library that 

includes code that can be used by more than 
one program (Liang, Li, Rugerio, Chen, & 
Xu, 2023). 

 
DLL injection Technique where a DLL is injected into a 

process that is running on a Windows de-
vice (MITRE, 2022a). 

  
DLL search order hijacking Technique where the order in which DLLs 

are searched for in a system is abused to re-
place and load a malicious DLL (MITRE, 
2023c). 

 
DLL side loading Technique where a legitimate application is 

used to load a malicious DLL (MITRE, 
2023d). 

 
Domain name Piece of text that maps to an IP address. A 

domain name is usually used to refer to a 
website (Cloudflare, 2023). 

 



Exploit Often a piece of code or a program meant to 
take advantage of a vulnerability in a pro-
gram or system (Cisco, 2023). 

 
Javascript Programming language often used in web 

pages to add functionality or dynamic con-
tent into them (Mozilla, 2023). 

 
Kerberoasting Technique where attackers attempt to ob-

tain a specific, weakly encrypted, authenti-
cation ticket that can be attacked with a 
bruteforce attack to get user credentials 
stored inside (MITRE, 2023e). 

 
Keylogger Program or tool to record the keystrokes on 

a device, often done covertly (Malware-
bytes, 2023a). 

 
Living off the land  Method of attacking where the attackers 

use only legitimate and native tools that ex-
ist on the system (Kaspersky, 2023b). 

 
LSASS Local Security Authority Subsystem Service 

(LSASS) contains a variety of credentials 
which attackers sometimes try to access 
(MITRE, 2023f). 

 
Malware Short for malicious software. An umbrella 

term for any malicious program (Malware-
bytes, 2023b). 

 
Mimikatz Tool used to steal Windows logins and 

passwords in various ways (Greenberg, 
2017). 

 
Network domain Grouping of computers or other devices for 

administrative purposes within the same 
network (PDQ, 2023). 

 
Password hash Passwords are often encoded by programs 

into a long string of characters, called a hash, 
for added security (Jung, 2021). 

 



Password spraying Form of attack where lists of commonly 
used passwords are used against a large 
number of accounts (MITRE, 2023g). 

 
Phishing Technique of electronically delivered scam 

or other social engineering, often done via 
email (Jansson & Von Solms, 2013). 

 
Powershell Task automation and management pro-

gram and language native to Windows 
(Wheeler & Buck, 2023). 

 
Process injection Technique where malicious code is injected 

into another computer process, often to 
avoid detection or to escalate privileges. 
(MITRE, 2023h) 

 
PsExec Tool that is native to the Windows operat-

ing system that can be used to execute pro-
cesses remotely on other systems (Mihaiuc, 
Kim, & Kasprzyk, 2023). 

 
Responder Tool for stealing password hashes and 

other information remotely (Alert Logic, 
2023). 

 
Rootkit Type of malicious software used to re-

motely control a compromised device with 
high level of privileges while hiding its 
presence (ENISA, 2023a). 

 
Script List of instructions that can be executed by 

a program or a computer that without being 
compiled. Often used to automate simple 
tasks (Techslang, 2019). 

 
SMB Server Message Block (SMB) is a network 

file sharing protocol (Ashcraft, Sharkey, 
Coulter, Batchelor, & Satran, 2021). 

 
Social engineering The act of manipulating people into giving 

confidential information or into performing 
other unsafe actions (ENISA, 2023b). 

 



SSH tunneling Technique of moving data via an encrypted 
Secure Shell (SSH) connection (MITRE, 
2020a). 

 
Supply chain attack A type of attack where the less secure ele-

ments in the victims’ supply chain are tar-
geted to compromise the victim (Asher-Do-
tan, 2023). 

 
Token Object containing authentication infor-

mation used to authenticate a user (Okta, 
2023). 

 
TOR The Onion Router (TOR); open-source soft-

ware for communicating over an anony-
mous network of the same name (The Tor 
Project, 2023). 

 
UEFI Unified Extensible Firmware Interface 

(UEFI) is often used to refer to the interface 
that connects the computer’s hardware to 
its operating system (Minhas, 2022). 

 
Vulnerability Weakness or flaw in a software or a device 

that can be exploited (Mell, Scarfone, & Ro-
manosky, 2007). 

 
Watering hole  Attack where a website that is frequented 

by a desired victim is compromised in order 
to infect the victim (Haaster, Gevers, & 
Sprengers, 2016). 

 
WMI Windows Management Instrumentation 

(WMI); a Windows administration feature 
(White et al., 2023). 
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Cyberattacks hit various Estonian institutions and businesses in 2007 during ris-
ing tensions between Estonia and Russia. Many in the west considered these to 
be the first cyberattacks by a state targeting another state (Landler & Markoff, 
2007; Mite, 2007; Traynor, 2007). While these early cyberattacks were not partic-
ularly sophisticated or serious, the attacks were seen as a wake-up call for the 
West, for example, spurring the establishment of the NATO Cooperative Cyber 
Defence Center of Excellence in Estonia and the creation of the first NATO Policy 
on Cyber Defense (Juurvee & Mattiisen, 2020; Wiedemar, 2023). Since these early 
cyberattacks, the attacks have become more sophisticated, brazen, and serious as 
successful attacks against critical infrastructure like the one against the Iranian 
uranium enrichment facility at Natanz or the attacks against various Ukrainian 
power stations have shown (Greenberg, 2019; Zetter, 2014).  

The hacking groups behind these attacks have also become more advanced, 
being capable of targeting a wide range of organizations with different types of 
attacks over the course of years, while also adapting and improving (Greenberg, 
2019). Some of these most sophisticated cyberattacks have often been attributed 
to groups with connections to nation states and their military or intelligence ser-
vices (Cybersecurity & Infrastructure Security Agency et al., 2022; Mandiant, 
2013; National Cyber Security Centre UK, 2018; Sakaguchi, 2021). 

As states are sponsoring and conducting cyberattacks more openly and of-
ten, they have been receiving increasing attention in the political sphere as well 
as the public eye (Buchanan, 2020). Cyberattacks have also been the subject of 
some academic research, but limited research exists about the most sophisticated 
hacker groups, the state sponsored, or state-controlled groups often referred to 
as Advanced Persistent Threat (APT) groups. The cyber security industry has a 
lot of knowledge and information about these groups, but it has not yet been fully 
taken advantage of in the academic research community. If this knowledge and 
information was included more extensively in research, it could improve the un-
derstanding of these groups and help the information security professionals de-
fend our societies that are becoming more and more dependent on different in-
formation systems. 

1 INTRODUCTION 
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1.1 Research questions 

The aim of this thesis was to gather, synthesize, and analyse the vast amount of 
information offered by the cyber security industry about the most sophisticated 
and advanced cyberattack groups. This was done by analysing their differences, 
similarities, and the methods they have used to understand these groups better. 
The study was done using scientific methods in order to derive new and valuable 
information regarding these advanced cyberattack groups. The groups chosen 
for this study are APT28, APT29, and Turla. 

These advanced cyberattack groups that were chosen to be studied are often 
referred to as Advanced Persistent Threat (APT) groups. All three APT groups 
that were chosen for this thesis have connections to, and have been specifically 
attributed to, the Russian state. These groups were selected to give the most com-
prehensive view of Russian-connected APT groups as they have been connected 
to different Russian state organizations. Russian-connected groups were selected 
specifically because these APT groups have been identified as some of the most 
active in the world as well as being connected to some particularly high-profile 
attacks (Council on Foreign Relations, 2022; Greenberg, 2019). Additionally, there 
is a lot of information available on these APT groups. The research questions that 
were chosen for this thesis were divided into two main research questions with 
each having two sub-questions:  

 
1. How do APT groups connected to Russia operate?  

• What tactics, techniques, and procedures do Russian connected APT 
groups use? 

• How are these tactics, techniques, and procedures used by the 
groups (in attacks/operations)? 

2. Do APT groups connected to Russia operate in a similar manner?  

• Are the tactics, techniques, and procedures used by Russian con-
nected APT groups similar between the groups? 

• Are the tactics, techniques, and procedures used by Russian con-
nected APT groups used in a similar way between the groups? 

 
The research questions were chosen to firstly understand the specific technical 
and tactical ways these groups perform their attacks and secondly to understand 
if the ways these groups operate are similar to each other. The answers to these 
questions should increase the understanding of these specific APT groups, APT 
groups connected to Russia, as well as possibly give some understanding of APT 
groups in general. 
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1.2 Thesis structure 

The first section of the thesis introduces the broader topic that was chosen to be 
studied, the research questions, the existing research, and the thesis structure. 
The second chapter of the thesis covers the subject to be studied more extensively, 
and it also covers the context surrounding the subject as well as different models, 
known problems, frameworks and defines terms that relate to the subject and the 
thesis. Following that, the research methodology section explains the chosen re-
search methodology, data collection and coding methods, and the justification 
for choosing the research method. The fourth section describes APT groups as a 
phenomenon, the APT groups that were studied, the operating procedures of the 
APT groups, and the model created of the operating procedures of each APT 
group. The fifth chapter covers the analysis of the findings from the previous 
chapter. The sixth chapter covers the results of the analysis and answers the re-
search questions. The final chapter describes the thesis and discusses the results, 
possible implications of the findings, limitations of the study, possible applica-
bility of the results, and suggestions on future research. 

1.3 Existing research 

The existing peer-reviewed research of APT groups has often focused on aspects 
other than the technical capabilities or tendencies of any specific groups. The ex-
isting research instead often focuses on studying APT groups generally or as a 
phenomenon: For example, Burita and Le (2021) studied APT groups and their 
activities in general, with no particular focus on any groups or aspects about their 
activities. Lemay et al. (2018) conducted a survey of publicly available reports on 
APT groups, offering a short description of many groups, but not going into great 
detail, and Hussain, Ahmad, & Ghouri, (2021) conducted a meta-analysis of APT 
research literature to find deficiencies in existing research and give suggestions 
for future research. 

Another aspect the existing peer-reviewed research often focuses on is at-
tempting to find different methods, models, or solutions to detect or defend 
against attacks by APT groups. For example, Alshamrani, Myneni, Chowdhary, 
and Huang (2019) conducted case studies about attacks by APT groups and sug-
gested different monitoring and mitigation methods; Hasan, Shetty, Islam, and 
Ahmed (2022) suggested a new predictive defence strategy against APT attacks 
based on game theory; and Wen, He, and Yan (2017) suggested a new APT attack 
detection and prediction solution.  

A third notable aspect that has been covered by existing peer-reviewed re-
search is different models and frameworks of APT groups and attacks. For exam-
ple, Bahrami et al. (2019) suggest a new taxonomy model for APT groups, Lehto 
(2022) analysed different existing models used to model APT attacks and sug-
gested an improved one, Tatam, Shanmugam, Azam, and Kannoorpatti (2021) 
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assessed multiple different APT attack modelling techniques and systems in dif-
ferent aspects, and Ahmad, Webb, Desouza, and Boorman (2019) studied the 
strategic aspects of APT groups and suggested a new model to assess the opera-
tions of APT groups. 

While peer-reviewed research has not yet studied the technical aspects or 
capabilities of specific APT groups, some non-peer reviewed research on the 
topic has been done. Some master’s thesis level research has also tried to answer 
similar questions as this paper or cover similar topics. These include, for example, 
Karsikas (2021), who conducted a multiple case study to compare APT groups 
related to China and Russia, Vatanen (2020), who also used a multiple case study 
as a research method to analyse cyberattacks attributed to Russia between 2007 
and 2017, Bunda (2020), who conducted a case study of a specific APT group 
connected to Russia, Huhta (2021), who studied how Russia has conducted of-
fensive cyber operations by using document analysis and Johansson (2021), who 
used grounded theory to study how the Russian and Chinese military intelli-
gence organizations' use of cyber techniques has evolved. 
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The exact definitions of what is considered an Advanced Persistent Threat (APT) 
often differ slightly, but generally an APT is considered to be an adversary that 
is well resourced, sophisticated, experienced, and persistent in attacking some 
form of information system or infrastructure (Crowdstrike, 2022a; NIST, 2012). 
In addition to referring to a group or single attacking entity, the term APT can 
sometimes be used to refer to a specific type of attack or operation (Suojelupoliisi, 
2021; U.S General Services Administration, 2022).  

Whether referring to a group, entity, attack, or an operation the key aspects 
in the definitions generally revolve around the three parts of the acronym: 

 
Advanced - The members of the group, operators of the threat or technical 
or other aspects of the operation suggest an unusual level of sophistication 
or expertise in the attack. This sophistication or expertise can be shown in 
the ability to adapt to the situation, staying undetected or simply being able 
to use a wide variety of technologies and techniques. (ENISA, 2014; NIST, 
2012; Suojelupoliisi, 2021) 
Persistent – The attacks conducted by the entity or group, or the methods 
used in the attack suggest the attackers have the determination, motivation, 
and financial means to attack persistently and over long periods of time un-
til their objective has been met. If the attackers gain access to a desired sys-
tem or network and then lose access, they will attempt to regain access in-
stead of giving up. (ENISA, 2014; NIST, 2012; U.S General Services Admin-
istration, 2022) 
Threat – As Singer (1958) suggested, threat equals capability times intent. 
The group or the operators of the threat constitute a threat because they 
have the capability and the intent to act (ENISA, 2014). If defining APT as 
an operation or an attack instead of an actor or a group of actors, the APT 
can be seen as a threat because it threatens something seen as valuable, sen-
sitive, and worth protecting (Suojelupoliisi, 2021; U.S General Services Ad-
ministration, 2022).  

2 ADVANCED PERSISTENT THREATS 
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Often the definition by the National Institute of Standards and Technology (NIST) 
has been cited as the most widely and generally accepted definition of an APT 
(Al-Matarneh, 2020; Niu, Zhan, Li, Yang, & Chen, 2016). Due to the prominence 
of the definition and the fact that it has changed very little between 2011 when it 
was first defined by NIST and 2022 in its latest form, this definition will be used 
in this paper when using the term APT. This first definition from NIST is as fol-
lows (NIST, 2011):  
 

“An adversary that possesses sophisticated levels of expertise and signifi-
cant resources which allow it to create opportunities to achieve its objectives 
by using multiple attack vectors (e.g., cyber, physical, and deception). These 
objectives typically include establishing and extending footholds within the 
information technology infrastructure of the targeted organizations for pur-
poses of exfiltrating information, undermining or impeding critical aspects 
of a mission, program, or organization; or positioning itself to carry out 
these objectives in the future. The advanced persistent threat: (i) pursues its 
objectives repeatedly over an extended period of time; (ii) adapts to defend-
ers’ efforts to resist it; and (iii) is determined to maintain the level of inter-
action needed to execute its objectives.” 

2.1 APT attack modelling 

APT attacks and attackers have been represented and described by using differ-
ent models and frameworks for different purposes. These models can be used, 
for example, by defenders to emulate an adversary by creating scenarios to test 
out defences, actively hunting threats in an environment instead of passively re-
lying on monitoring and defences, supplementing cyber threat intelligence by 
giving more tools to understand the adversaries, simply to understand the 
phases of an attack, or as a basis for research or future models or frameworks 
(Lehto, 2022; Strom et al., 2020; Wen, He, & Yan, 2017).  

There are a wide variety of models and frameworks for different purposes. 
Tatam, Shanmugam, Azam, & Kannoorpatti (2021) divide these into four differ-
ent approaches: asset-centric, system-centric, threat-centric, and data-centric. As 
the goal of this thesis is to study the APT groups, the focus will be on threat-
centric approaches. 

One of the first methods to attempt to model specifically APT cyberattacks was 
the “Intrusion Kill Chain”, also known as Cyber Kill Chain (CKC). This model 
was introduced in 2011 to specifically assist in combatting APT attacks by offer-
ing a new approach to study these intrusions. The “kill chain” refers to a set of 
steps that the attacker must progress through in succession to successfully 

2.1.1 Lockheed Martin Intrusion Kill Chain  
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complete their mission. One of the key aspects of the kill chain model is that the 
defender must only break the kill chain at one point to thwart the attack. This 
approach is based on methods used by the United States military, for example, 
to model Improvised Explosive Device (IED) attacks. (Hutchins, Cloppert, & 
Amin, 2011) 
 
The steps of the Intrusion Kill Chain are (Hutchins, Cloppert, & Amin, 2011): 
  

1. Reconnaissance – In this step the attacker chooses the target and gathers 
information about them. Practically this could mean using social media, 
other websites, or port scanning to gain information. (Dargahi et al., 2019; 
Hutchins, Cloppert, & Amin, 2011) 

2. Weaponization – This step includes the attacker creating something mali-
cious that can be delivered to the target, often called a payload. This pay-
load is often some sort of malware disguised as a file or included in a 
seemingly innocuous Microsoft Word document. (Dargahi et al., 2019) 

3. Delivery - The next step is delivering the payload to the target. Often the 
delivery can be done using an email attachment, a compromised website, 
or a USB-drive. (Hutchins, Cloppert, & Amin, 2011) 

4. Exploitation – The exploitation step consists of the payload being trig-
gered or executed. This can mean the payload using some vulnerability 
that allows it to be executed. (Hutchins, Cloppert, & Amin, 2011)  

5. Installation – In this step the attacker or their payload will attempt to cre-
ate backdoors to give the attacker remote access to the target or to spread 
around in the network (Dargahi et al., 2019). 

6. Command and Control (C2) – This step typically consists of the attacker 
gaining control of the compromised target, usually through an outbound 
connection from the target towards the attacker (Hutchins, Cloppert, & 
Amin, 2011). 

7. Actions on Objectives – In the final step the attacker can perform the ac-
tions on the target that lead to completing their original objectives. This 
could mean data exfiltration, data destruction, or even moving laterally 
into gaining access to additional targets. (Hutchins, Cloppert, & Amin, 
2011) 

Some have criticized the CKC for being too focused on a perimeter when, accord-
ing to critique, this type of thinking fails to address some types of attacks, such 
as insider threats (Engel, 2014; Korolov & Myers, 2022). 

2.1.2 MITRE ATT&CK   

Adversarial Tactics, Techniques and Common Knowledge, or more commonly 
known ATT&CK, is a framework to describe or model possible adversarial ac-
tions (Bodeau, Fox, & McCollum, 2018). MITRE ATT&CK was created in 2013 by 
the American not-for-profit organization MITRE, and publicly released for the 
first time in 2015. ATT&CK was originally created to be able to systematically 
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categorize the behaviour of adversaries during exercises within the MITRE or-
ganization itself. The ATT&CK model has since been used for many other pur-
poses, been expanded, and updated multiple times. In addition to being a model 
or a framework, ATT&CK also includes a knowledge base that has a wide variety 
of categorized information about cyberattacks. This information includes differ-
ent phases of cyberattacks, tactics, techniques, and procedures, also known as 
TTPs, used by different adversaries, information about the adversaries, and doc-
umented cases of attacks. (Strom et al., 2020) 

The ATT&CK model is split into tactics, techniques, and sub-techniques. 
The techniques and sub-techniques are grouped into tactics. Tactics are used to 
explain the “why” of the underlying techniques and sub-techniques (Strom et al., 
2020). One example is the tactic of “Credential Access”, i.e., an adversary trying 
to gain access to access tokens, account names, or passwords, includes a tech-
nique of “Brute Force”, which refers to the use of iterative or repetitive methods 
to gain access to an account. This technique in turn includes a sub-technique 
called “Password Guessing”, which means the adversary simply guessing pass-
words in a repetitive or iterative manner. (MITRE, 2019a, 2022b) 

The current version of ATT&CK (ATT&CK Matrix for Enterprise v.14) in-
cludes 424 sub-techniques and 201 techniques grouped into 14 tactics (MITRE, 
2023i). These tactics include: 
 

1. Reconnaissance – Adversary gathering information to be used to assist in 
the later steps, this information could be, for example, about the organiza-
tion to be targeted, its personnel or infrastructure (MITRE, 2020b). 

2. Resource Development – Adversary acquiring resources to assist and en-
able later steps. These resources could be, for example, server infrastruc-
ture, accounts, certificates, or malware. (MITRE, 2020c) 

3. Initial Access – Adversary gaining the initial access into the desired net-
work. These tactics could be, for example, spear phishing, which refers to 
specifically targeted phishing, compromising a supply chain, or exploiting 
a public-facing web application. (MITRE, 2019b) 

4. Execution – Adversary enabling code they control to be executed in the 
victim network or device, such as through the adversary setting a sched-
uled task to execute their code or using a command-line interface (MITRE, 
2019c). 

5. Persistence – Adversary creating and maintaining a persistent foothold or 
a backdoor into the compromised network or device, such as through cre-
ating an additional system account or setting a program to run every time 
the system starts (MITRE, 2019d). 

6. Privilege Escalation – Adversary gaining higher-level permissions. This 
could consist of stealing an account with higher privileges or modifying 
the domain policy in the environment. (MITRE, 2021) 

7. Defense Evasion – Adversary avoiding detection, this could be done by 
using a hidden user or modifying logs (MITRE, 2019e). 
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8. Credential Access – Adversary stealing legitimate credentials, such as 
through password guessing or stealing credentials from password man-
agers (MITRE, 2019a). 

9. Discovery – Adversary gaining knowledge about a system and other sys-
tems in the same network, such as through network scanning or listing 
services running on the network (MITRE, 2019f). 

10. Lateral Movement – Adversary moving in the network towards the target, 
such as through legitimate remote services or file sharing services (MITRE, 
2019g). 

11. Collection – Adversary collecting information that specifically relates to 
their goal, this could be done by using screen capture or collecting data 
from a file sharing server (MITRE, 2019h). 

12. Command and Control – Adversary using a command & control channel 
to communicate with the compromised system, this could be done by us-
ing a legitimate remote access software or web service (MITRE, 2019i). 

13. Exfiltration – Adversary stealing the data they have collected back to sys-
tems they control. This could be done through the command and control 
channel or through a cloud account. (MITRE, 2019j) 

14. Impact – Adversary performing malicious actions to the systems or data, 
such as through data destruction or data encryption (MITRE, 2019k).  

2.1.3 Mandiant’s Attack Lifecycle Model 

The Attack Lifecycle Model was created by the cyber security company Mandiant 
and originally used by the company in a 2012 technical report to discuss the re-
mediation of targeted cyberattacks. The model is used to describe the sequence 
of events during a targeted attack as well as to assist organizations in planning 
their defense. The model suggests that the threats generally follow the presented 
sequence of events, but also concedes that sometimes the attacks can fall outside 
this model. (Aldridge, 2012) This same model was then used later in 2013 to de-
scribe the actions of a group named APT1 in one of the first publicly reported 
attribution reports (Mandiant, 2013). 

Mandiant’s Attack Lifecycle Model consists of eight stages that do not have 
to occur every time and including some stages that are often repeated in a loop. 
This loop is then repeated until their mission is completed, or they are removed 
from the network. (Mandiant, 2013) The stages in the model are: 

1. Initial Reconnaissance – Attacker gaining information to identify targets, 
this could be by analysing the target organization or its employees (Al-
dridge, 2012). 

2. Initial Compromise – Attacker gaining initial access to the target network, 
this could be done through spear phishing or a social media message con-
taining malicious content (Mandiant, 2013). 

3. Establish Foothold – Attackers strengthen their hold on the target network 
by creating a backdoor into the system (Mandiant, 2013).  
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4. Escalate Privileges – Attackers acquiring the necessary means to access the 
network or system that is required to reach their objective, this could be 
done through, for example, collecting usernames and passwords or certif-
icates (Mandiant, 2013). 

5. Internal Reconnaissance – Attackers gaining information about the target 
environment such as about the network, computers, and their users (Man-
diant, 2013). 

6. Move Laterally – Attackers gaining access to the required network, often 
done through compromised credentials (Mandiant, 2013). 

7. Maintain Presence – Attackers further strengthening their foothold in the 
compromised system, often consisting of setting up new backdoors or 
other means of persistence (Mandiant, 2013). 

8. Complete Mission – Attackers completing their initial mission, such as 
stealing intellectual property or other internal data (Mandiant, 2013).  

 

 
 

FIGURE 1 Mandiant’s Attack Lifecycle Model (Mandiant, 2022a). 

2.1.4 Unified Kill Chain 

Unified Kill Chain (UKC) is a model suggested by Paul Pols in 2017 to directly 
improve on the CKC and the ATT&CK models. The UKC was created by com-
bining some elements of ATT&CK and CKC as well as other kill chain variants 
to cover more attack paths and vectors. (Pols, 2018) The paper describing UKC 
notes some critique of CKC, notably the assumption that attacks must progress 
through every stage of the kill chain. This is deemed a faulty assumption and in 
the UKC this assumption is not followed, tactics can be skipped or repeated. UKC 
can be used to compare, analyse, and model attacks as well as aid in developing 
and improving defensive strategies. UKC also allows for structured analysis and 
comparison of threat intelligence of the tactical operations of threat actors. The 
UKC can be used to describe the tactics used by attackers in the order in which 
they typically appear. UKC can also be used to describe real life attacks to build 
attack-specific kill chains, which can be used to analyse attacks or to compare 
attacks. Another way the UKC can be used is to describe the typical modus op-
erandi of a specific attacker in an actor-specific kill chain. This can be used to 
build defenses against specific attackers. (Pols, 2022) 
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The UKC includes 18 tactics which describe different phases of an attack. 
These tactics are further divided into three intermediate goals: In, Through, and 
Out. Each of these three intermediate goals describes a different larger aspect of 
the cyberattack and each of these three is its own loop. (Pols, 2022)  
 

 
 

FIGURE 2 The Unified Kill Chain (Pols, 2022). 

The “In” intermediate goal describes the phases an attacker may go through to 
breach into an organization. As sometimes these phases can be thwarted by a 
defender, they are depicted as a loop that can be repeated as often as necessary 
until the attacker has gained access. The “In” intermediate goal includes the fol-
lowing phases (Pols, 2022):  
 

1. Reconnaissance – Researching, identifying, and selecting targets using re-
connaissance.  

2. Resource Development – Setting up infrastructure required for the attack. 
3. Delivery – Transmission of the weaponized object to the target environ-

ment.  
4. Social Engineering – The manipulation of people to perform unsafe ac-

tions. 
5. Exploitation – Exploiting of vulnerabilities within systems, may result in 

code execution.  
6. Persistence – Access, action, or change that allows the attacker persistence 

in the system. 
7. Defense Evasion – Techniques specifically to avoid detection or other de-

fenses. 
8. Command & Control – Attacker’s communication to the controlled system.  

 
When the system is breached, and if the final objective requires additional access, 
the attack can proceed toward the next intermediate goal, “Through”. Alterna-
tively, if the breached system offers sufficient access, the attack can continue to 
the intermediate goal “Out”. As with the intermediate goal “In” these phases can 
be thwarted by the defender or by other circumstances. Because of this the phases 
are depicted in a loop that can be repeated until the required access in gained. 



22 

The phases to reach the “Through” intermediate goal are the following (Pols, 
2022):    
 

9. Pivoting – Tunnelling traffic through the controlled system to other, not 
yet controlled, systems. 

10. Discovery – Gaining information about a system and the surrounding sys-
tems. 

11. Privilege Escalation – Gaining higher permissions on a system or a net-
work. 

12. Execution – Execution of attacker’s code in the controlled system. 
13. Credential Access – Gaining additional credentials within the system. 
14. Lateral Movement – Gaining access and control of other systems by mov-

ing laterally.  
 
After the required access is gained by the attacker, the attacker can move on to 
completing their final objectives. The final objectives are completed in the “Out” 
intermediate goal. Like the previous intermediate goals, this one is also a loop 
that can be repeated until the objectives are completed. The phases to reach the 
final objective in the “Out” intermediate goal are the following (Pols, 2022):  
   

15. Collection – Identifying and collecting data from the target network or 
system. 

16. Exfiltration – Removing that data from the target network or system to 
somewhere controlled by the attacker. 

17. Impact – Manipulating, interrupting, or destroying the target system or its 
data. 

18. Objectives – Other socio-technical objectives to achieve a strategic goal. 

2.1.5 General APT cyber-attack model 

General APT cyber-attack model is a general model suggested in 2022 by Lehto 
to improve on the shortcomings of previously suggested and used APT attack 
models and frameworks. The General APT cyber-attack model attempts to im-
prove on the previous models and frameworks by, for example, including an 
early-attack phase that includes strategic decision-making that is done before the 
attack is even prepared and a clearly defined end state, both of which have been 
lacking in the previous models and frameworks. (Lehto, 2022) 

The General APT cyber-attack model includes three phases: Early-Attack 
phase, Pre-Attack phase, and Attack phase. These phases are further divided into 
eight steps, which are again further divided when necessary. These phases and 
steps are (Lehto, 2022): 
 
Early-Attack phase:  

1. Strategic decision-making – A strategic decision is made about the target, 
objectives of the attack, and strategic context. 
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Pre-Attack phase: 
1. Reconnaissance – First general reconnaissance is required to create situa-

tional awareness and to understand the targets required to achieve the ob-
jectives. Secondly scanning will attempt to find vulnerabilities in the target 
systems and to find more detailed information about the systems. 

2. Weaponize – Attacker develops their malware or other exploitation 
method they plan to use on the target. In addition to malware, the exploi-
tation method might be a malicious website. 

Attack phase: 
1. Access – Firstly the attacker penetrates the target network, by methods 

such as spear phishing or by using some vulnerability found in the sys-
tems. Secondly the attacker expands their foothold on the system by cre-
ating some persistence, such as a backdoor. Next the attacker executes 
their malicious payload to exploit the vulnerabilities found. After the ex-
ploitation the attacker can install further backdoors or other malicious 
tools necessary. Lastly the attacker actively tries to avoid being detected. 

2. Lateral Movement – The attacker probes the network and tries to expand 
their access and escalate their privileges. 

3. Command and Control – Attacker sets up a communication method from 
the compromised network back to a network they control. They can then 
control the operation from there. 

4. Execution – The attacker executes the steps necessary to complete their 
mission, this might be data collection and exfiltration or data destruction. 

5. End state – If the attacker’s objective requires this, the attacker can quietly 
remove themselves from the systems at this point or remain in them to 
await possible further missions. 

2.2 APT attribution 

Attribution of APT attacks or groups is the method by which the actor or actors 
behind attacks or groups are identified. The level of identification or attribution 
can differ, it can be as specific as naming and even indicting specific people or 
simply naming a country of origin. (Steffens, 2020) The motive for and the level 
of attribution can vary: it can be an organization looking to understand the 
threats facing them, an individual simply looking to satisfy their curiosity, or a 
government looking for political or legal justification for a response against the 
attacker (Steffens, 2020; Stoll, 1998; Tsagourias, 2012).  

On the level of states, as cyberattacks could lead to even an armed response, 
it is very important to get attribution right (Tsagourias, 2012). While the stakes of 
attribution can be very high, there is no well-defined and broadly accepted sci-
entific method or model for attributing APT groups or attacks, though some re-
search and industry literature exists on this subject. Attribution has even been 
called pseudoscience by critics and more of an art than science by some scholars 
(Rid & Buchanan, 2015; Steffens, 2020). However, it should be noted that this does 
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not make attribution worthless. This can be seen by cyber security industry re-
ports and experts attributing cyberattacks to specific military units or even spe-
cific persons which have then later been named in indictments by the United 
States government (Greenberg, 2019; Mandiant, 2013; The United States Depart-
ment of Justice, 2014, 2018). 

It should be noted that attribution of any specific attacks or groups will not 
itself be considered or questioned in this paper. However, the limitations, pro-
cesses, and models for attribution will be discussed shortly. 

2.3 The attribution problem 

The problematic nature and difficulty of attribution has been often named “the 
attribution problem” and it has been discussed widely, from different points of 
view and for many years (Rid & Buchanan, 2015; Steffens, 2020; Tsagourias, 2012; 
Wheeler & Larsen, 2003). While there is no widely accepted consensus on the 
definition or the true scope of the attribution problem, there does seem to be wide 
agreement on, and acknowledgement of the problem itself (Betz & Stevens, 2011; 
Boebert, 2010; Clark & Landau, 2010; Morgan & Kelly, 2019; Mudrinich, 2012; Rid 
& Buchanan, 2015; Wheeler & Larsen, 2003). The attribution problem has even 
been called the biggest problem within the cyber arena (Singer & Friedman, 2014). 

The difficulty of attribution arises from many sources, for example, the 
structure of the internet which supports anonymity, the ability to obfuscate code, 
the tendency for some adversaries to place decoy information, the transnational-
ity of the internet causing juridical issues, and the technical complexity of mod-
ern breaches and malware (Clark & Landau, 2010; Mudrinich, 2012; Pahi & 
Skopik, 2019; Rid & Buchanan, 2015; Steffens, 2020). 

2.3.1 Different naming conventions 

The different naming conventions used by different cyber security companies 
and researchers for APT groups is an additional factor that has been noted to 
complicate attribution of APT groups (Lemay, Calvet, Menet, & Fernandez, 2018; 
Oosthoek & Doerr, 2021; Romanosky & Boudreaux, 2019). For example, the cyber 
security company Mandiant uses a simple numerical approach by naming each 
newly identified APT group with the acronym APT and a consecutive number, 
e.g., “APT28” followed by “APT29” (Romanosky & Boudreaux, 2019).  

Another cyber security company Crowdstrike uses animal labels to refer to 
the country of origin for each group: for example, Panda for Chinese groups, Kit-
tens for Iranian groups, and Bears for Russian groups. For example, according to 
Crowdstrike, the group that Mandiant calls “APT28” is “Fancy Bear” 
(Crowdstrike, 2022b; Romanosky & Boudreaux, 2019). Microsoft, on the other 
hand, previously used names of chemical elements to name APT groups, and 
then later switched to a weather theme, so the same group according to Microsoft 
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was previously named “STRONTIUM” and is now referred to as “Forest Blizzard” 
(Microsoft, 2016, 2023; MITRE, 2022c). These differences make it more difficult to 
track APT groups and it is not always clear when different vendors and research-
ers are reporting on the same or different group (Lemay, Calvet, Menet, & Fer-
nandez, 2018; Oosthoek & Doerr, 2021). 

To minimize any confusion, the groups chosen for this paper will be dis-
cussed with only one name per group. As no one authoritative naming list exists, 
the names used, and any additional aliases for data gathering, will be from MI-
TRE ATT&CK knowledge base and Malpedia. Both of these organizations are 
non-profit organizations, which should limit biases in reporting (Malpedia, 2023.; 
MITRE, 2023j). For the purpose of this study, it will be assumed that these naming 
schemes and lists are correct, are not a result of any misattribution, or have any 
unintended overlap. 

2.4 Attribution models 

In addition to models for APT attacks and attackers, there have also been multi-
ple models and frameworks suggested to assist in different aspects of attribution 
of cyberattacks. Some models focus more on the detailed technical steps of an 
attribution process, like the MICTIC-framework by Steffens (2020), while others, 
like the Q-model by Rid and Buchanan (2015), focus more on assisting analysts 
in also asking non-technical questions with an eye towards political aspects. 

2.4.1 Diamond Model 

The Diamond model was suggested by Caltagirone, Pendergast, & Betzto (2013) 
to describe the methods used in intrusion analysis. It was designed to aid in dif-
ferent aspects of analysing intrusions, such as discovery, correlation, and synthe-
sis of information from events as well as to aid in decision making. It provides 
definitions for terms of the core elements of an intrusion and aims to include sci-
entific principles into intrusion analysis. The authors also define additional con-
cepts in the paper, such as an extended diamond model, activity threads, and 
activity groups. The extended diamond model is an extended version of the core 
diamond model that includes additional features, for example, the relationships 
between the victim and the adversary. Activity threads are a way of representing 
an intrusion by listing and ordering the events included in it. Activity groups are 
used to group together similar activity threads and events to assist in analysis 
and to develop mitigation techniques to combat the specific intrusion activity. 
(Caltagirone, Pendergast, & Betz, 2013)  

The core diamond model revolves around the four main features that, ac-
cording to Caltagirone, Pendergast, & Betz (2013), are present in every intrusion 
event. These features are: adversary, capability, infrastructure, and victim. Ad-

versary describes the actor or organization behind the attack, that is utilizing the 
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capability against the victim to reach their goal. Capability describes the tools or 
techniques that the adversary uses to reach their desired goal. Infrastructure is 
being used to describe structures for communication that the adversary uses to 
deliver and control the capability or to otherwise communicate with the victim 
or the victim environment. The victim feature describes the entity, such as a per-
son, IP address, or an organization, that is being targeted by the adversary with 
the chosen capability. In addition to the core features, the diamond model in-
cludes meta-features such as timestamp, phase, result, direction, methodology, 
and resources. These meta-features are used to order events into an activity 
thread and to analyse events further. (Caltagirone, Pendergast, & Betz, 2013) 

While not a stated design goal for the diamond model, attribution is noted 
as being one analytic problem that could be answered using the aspects of the 
diamond model (Caltagirone, Pendergast, & Betz, 2013). The diamond model has 
also been taught and used within the cyber security industry for the purpose of 
assisting different aspects of attribution (SANS, 2022; Warner, 2021).  

 
 

FIGURE 3 The extended Diamond Model (Caltagirone, Pendergast, & Betz, 2013). 

2.4.2 Q Model  

The Q model was created to explain, guide, and improve the process of attribu-
tion. It was introduced by Rid and Buchanan in 2015. It was designed to help, for 
example, analysts, investigators, national security officials, and decision makers 
to ask the correct questions regarding the attribution of cyberattacks. The model 
does not limit itself to any single aspect in cyberattack attribution; instead, it 
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includes questions and steps to consider in the strategic, operational, tactical, and 
technical level. Uniquely among the models and frameworks described here, the 
Q model is the only model to also include the process of communicating the re-
sults of the attribution to the stakeholders. (Rid & Buchanan, 2015) 

The different analytical aspects mentioned are divided into three different 
layers of analysis: the outermost layer includes technical and tactical analysis, the 
middle layer includes operational analysis, and the innermost layer is the strate-
gic level analysis. The different layers of analysis are shown in the figure below 
(Figure 4). There is no direction required or set by the model, the analysis can go 
from strategic analysis towards the technical or tactical analysis or vice-versa. 
The communication process is outside the analytical process and is stated to be a 
goal on its own, separate from the analysis. Each of the analytical layers rely on 
their own expertise, data, and skills. While the analytical layers are considered 
separate, the different layers should be informed by each other. With the broad 
scope of the Q model, it is noted that attribution is a team sport and the skills 
required for the process of attribution make it implausible for a single person to 
do it alone. Each analytical layer attempts to answer a different question: the tac-
tical and technical analysis attempts to answer the most technical how of the 
cyberattack, operational analysis attempts to identify the architecture of the at-
tack and attackers’ profile or answer the what question, and the strategic analysis 
attempts to identify aspects such as motive and significance of the attack or the 
“who” and “why” questions. (Rid & Buchanan, 2015) 

Each of the analytical layers are made up of a variety of questions looking 
to answer the main how, what, who, and why questions. For example, the questions 
looking to answer the strategic who and why could be “Who benefited most?”. 
The question on the operational level looking to answer the what question could 
be “Did the operation require target intelligence?”. The tactical and technical 
layer questions could attempt to answer how by asking “What was the attack de-
signed to do?”. If the analysis were to move from technical and tactical to opera-
tional and finally to strategic the questions would become broader, or when mov-
ing the other direction, sparser. As the questions become broader the analysis is 
likely to become more uncertain when moving towards the strategic level. This 
is due to how technical or tactical questions such as “What was the exploit the 
intruder exploited” can be definitively answered while questions like “What was 
the attack’s objective?” require some conjecture and hypotheses. In addition to 
the analytical questions attempting to answer the attribution questions, the com-
munication aspect includes questions regarding what and how the communica-
tion should be made. Thus, according to the Q model, the process is a dynamic 
process of questions where the answers from one analytical layer inform the oth-
ers. (Rid & Buchanan, 2015) 
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FIGURE 4 Q Models layers of analysis by Rid & Buchanan (2015). 

2.4.3 Pyramid of pain 

Pyramid of pain is a model to assist in using and understanding indicators of 
compromise that was suggested by Bianco (2013). Indicators of compromise refer 
mainly to technical artifacts or clues left behind by an attacker following a com-
promise (Bianco, 2013). The model describes the amount of trouble, or pain, the 
adversary would have to go through to change an aspect of their attack that has 
been detected or denied to them. These aspects of an attack are the different in-
dicators the adversary might have. The pyramid of pain model has been used in 
the industry to aid in attribution, threat hunting, and as a basis for a machine 
learning attribution model (Agarwal, Walia, & Gupta, 2021; Al-Mohannadi, 
Awan, & Hamar, 2020; CyCraft Technology Corp, 2022; Gossi, 2020; Jansen, 2021; 
Wen, He, & Yan, 2017). 

The model is comprised of six different categories of indicators of compro-
mise that an adversary might have, which have been ordered into a pyramid 
shape. The higher the indicators are on the pyramid, the more difficult the indi-
cators are to change for the attacker. The bottom of the pyramid includes the in-
dicators that are the easiest for an attacker to change: these would be, for example, 
the hash values of a malicious file, which can be changed easily by changing the 
file contents, or an IP address used in the attack that can be changed by using a 
different server or connection point. The indicators that are highest on the pyra-
mid are TTPs and tools which are difficult for an attacker to change. TTPs are 
things that take some time to form and get proficient at, tools are also time con-
suming to learn or create. (Bianco, 2013) 
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The pyramid of pain model suggests that adversaries are least likely to 
change their TTPs and tools among all the indicators that are visible to a defender 
or an analyst (Bianco, 2013). 

 

 
 

FIGURE 5 Pyramid of pain by Bianco (2013) 

2.4.4 Cyber Attribution Model 

The Cyber Attribution Model (CAM) was proposed by Pahi & Skopik (2019) to 
aid analysts in attribution and to counter technical and socio-political false flags 
that make attribution more difficult. The authors also state that the current exist-
ing models have limitations that the new model will address. The model also 
draws inspiration from the Diamond model. (Pahi & Skopik, 2019) 

CAM consists of two main parts: Cyber Attack Investigation and Cyber 
Threat Actor Profiling. These, when combined, result in attribution. Both parts 
attempt to answer questions to achieve attribution. The Cyber Attack Investiga-
tion attempts to answer who is the victim and why, and what has happened and 
how. Cyber Threat Actor Profiling tries to answer who could be the perpetrator, 
what infrastructure they might have, and what capabilities and motivations they 
might have. The answering of the questions is guided by components called vic-
timology, infrastructure, capabilities, and motivation. Both parts of the model 
take advantage of technical and socio-political indicators, which are designed to 
aid in the original goal of recognizing false flag operations.  The technical indica-
tors, such as malware, timestamps, and infrastructure, arise mostly from digital 
forensics. While the socio-political indicators consist of the application of differ-
ent tools by the adversary with the goal of influencing perception, opinion, and 
behaviour of the target audience. (Pahi & Skopik, 2019) 

After the investigation has been completed the results will be compared to 
the profiles of known threat actors (Pahi & Skopik, 2019).  
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FIGURE 6 Cyber Attribution Model (CAM) (Pahi & Skopik, 2019). 

2.4.5 MICTIC Framework 

The MICTIC framework was introduced in 2020 by Steffens to cover the aspects 
of cyberattack attribution (Steffens, 2020). The author describes the need for a 
publicly available and technically comprehensive attribution model citing the 
general lack of publicly available attribution processes and frameworks, as well 
as the lack of technical focus in the Q Model. The framework is based on the idea 
that APT attacks consist of multiple separate aspects instead of phases like in a 
kill chain. Each aspect is an artefact, resource, or activity related to the APT group 
that leaves some information which can be studied for the purpose of attribution. 
(Steffens, 2020) 

These separate aspects put together form the acronym MICTIC: Malware, 
Infrastructure, Control servers, Telemetry, Intelligence, and Cui bono. The mal-

ware aspect describes the technical analysis of the malware used in the attack. 
This consist of reverse engineering and malware analysis to identify technical 
evidence from the malware. Infrastructure covers the way the command & con-
trol servers used by the attackers are set up. The infrastructure analysis generally 
consists of searching for registration information or infrastructure reuse, often 
through largely open sources. The aspect of control servers is similar, but it de-
scribes how the command & control servers are used by analysing information 
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gained through access to the servers themselves. This type of analysis could be 
for example searching through logs found on the servers used by the attackers. 
Telemetry covers the analysis of data from different IT security products. This 
can mean, for example, studying reports by IT security vendors for the preva-
lence or occurrence of a certain malware family. The intelligence aspect refers to 
the analysis of information that can generally only be gained by intelligence agen-
cies. This could be using signals intelligence to investigate the communications 
of the attackers. Cui bono, which means asking the question, “who benefits?”, 
covers the geopolitical analysis of the motivation of the attack. This type of anal-
ysis is done by studying for example the political or economic aspects of the vic-
tim or the possible attackers. (Steffens, 2020) 
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The aim of the research aspect of this thesis was to study the available data on 
the three chosen APT groups in order to learn how they operate. Three APT 
groups were chosen in order to limit the scope of the thesis to a manageable size 
while also allowing for a wide selection of data to be studied. The Unified Kill 
Chain (UKC) was chosen as a model to assist in this analysis as it allowed for the 
most comprehensive way to compare the different groups. The UKC was used to 
create a model of each APT group which were studied to further understand how 
the chosen APT groups operate. 

3.1 Qualitative research 

Commonly it is seen that there are three approaches to research: quantitative, 
qualitative, and mixed (Williams, 2007). Qualitative research is often being de-
scribed as studying words or text data as opposed to numbers or numerical data 
like in quantitative research, with mixed method research being between the two 
(Aspers & Corte, 2019; Creswell, 2014; Williams, 2007). Qualitative research has 
been specifically suggested to be suitable for situations where the existing re-
search is lacking or when exploring a concept, problem, or phenomenon, or ana-
lysing the data for descriptions or themes, when a flexible end report is preferred, 
or when drawing broader interpretations from the data (Aspers & Corte, 2019; 
Creswell, 2014; Williams, 2007). These aspects fit the research questions and the 
planned thesis structure better than quantitative research. Additionally, the data 
to be studied will be mostly technical reports without much numerical data so 
the qualitative research approach is the most logical. 

3 RESEARCH METHODOLOGY 
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3.2 Content analysis 

Content analysis is a very flexible research method which can be used in multiple 
ways. It has been described, for example, as a research method where meaning 
is interpreted by isolating smaller pieces of data and applying a framework to 
them to explain a phenomenon (Kleinheksel, Rockich-Winston, Tawfik, & Wyatt, 
2020). There are both quantitative and qualitative research methods that use con-
tent analysis (Bengtsson, 2016). But even beyond that, the content analysis ap-
proaches also have been split up further. One way to divide content analysis 
methods describes them as either inductive, deductive, or abductive. An induc-
tive approach is a search for pattern and moving from the concrete data towards 
an abstract theoretical understanding, while the deductive approach was de-
scribed as the opposite, testing existing theories by moving from the theory to-
wards specific data. The abductive approach was described as a combination of 
both, moving between inductive and deductive approaches. (Graneheim, Lind-
gren, & Lundman, 2017) 

Another categorization of content analysis divides them into three ap-
proaches: conventional content analysis, directed content analysis, and summa-
tive content analysis. In conventional content analysis the researcher does not 
have preconceived categories for the data, instead the categories should emerge 
from the data. In directed content analysis the researcher takes advantage of ex-
isting theory to help with initial coding. Summative content analysis includes 
counting occurrences of specific keywords to understand the context in which 
the words are used. (Hsieh & Shannon, 2005) 

Some key aspects and similarities can be found from the different ap-
proaches described. These aspects can be seen to describe a general process of 
content analysis (Bengtsson, 2016; Elo & Kyngäs, 2008; Hsieh & Shannon, 2005; 
Kleinheksel, Rockich-Winston, Tawfik, & Wyatt, 2020): 
 

1. Getting an initial familiarization of the data. 
2. Identifying a unit of meaning, such as a sentence with something interest-

ing to the researcher.  
3. Coding or shortening the units of meaning into a short label that describes 

them. 
4. Categorization of these codes to identify themes and to combine codes. 
5. Themes or abstractions can then be used in analysis to describe behaviours, 

draw conclusions, or to answer the question “How?”. 
 
From the various approaches described, directed content analysis was chosen for 
this study. There are many existing models that could be taken advantage of in 
the coding and categorization phase and the description fits the study structure 
with its simplicity as well as the goal of the study. The directed content analysis 
method suggested by Hsieh & Shannon (2005) was combined with the key 
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aspects identified from the other approaches to form the chosen research method, 
which is described further below. 
 

 
 

FIGURE 7 Research method chosen for the thesis. 

3.2.1 Initial reading 

The initial reading of the data is often described as a way for the researcher to 
familiarize themselves with the data as a whole and to choose the unit of meaning 
and initial codes used for the analysis (Bengtsson, 2016; Elo & Kyngäs, 2008; 
Hsieh & Shannon, 2005). In the chosen approach the coding was done with the 
help of an existing model. The initial reading was used to familiarize the re-
searcher with the data available and to identify what units of meaning were to be 
used for coding, keeping in mind the chosen model, and how they could be iden-
tified from the data. This first step then informed and enabled the latter steps. 

3.2.2 Identifying units of meaning 

The units of meaning are the initial and smallest pieces of data used for the anal-
ysis. The unit of meaning can be, for example, a paragraph or a sentence. (Bengts-
son, 2016; Kleinheksel, Rockich-Winston, Tawfik, & Wyatt, 2020) The units of 
meaning identified during the initial reading were picked from the data. The 
small pieces of data were highlighted from the large body of data and noted to 
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aid in the coding process. In this thesis the units of meaning were all the different 
descriptions of specific TTPs that could be found from the data by interpretive 
analysis of the data. This interpretative analysis to identify the TTPs was done in 
a similar manner to the process outlined in the paper which initially defined and 
described the UKC (Pols, 2018). These identified TTPs were then later used in the 
analysis phase. 

3.2.3 Coding the data 

Coding of the data is done to condense and label the units of meaning into shorter 
and more manageable descriptive categories, which will make further analysis 
easier (Elo & Kyngäs, 2008; Hsieh & Shannon, 2005; Kleinheksel, Rockich-Win-
ston, Tawfik, & Wyatt, 2020). For this thesis the coding of the data was done by 
fitting the identified units of meaning, each identified TTP, to the categories and 
their respective descriptions presented in the UKC. This process was outlined in 
the paper describing the way the UKC was designed (Pols, 2018, 2022). This pro-
cess is done by using the set of 18 phases or tactics set out in the UKC as the 
categories. Alongside the phases, the UKC includes descriptions that were used 
to categorize the identified TTPs into these phases (Pols, 2022). These phases were 
thus considered the codes for this thesis. 

3.2.4 Categorization of the data 

Data that has been coded can then be further categorized by their context to help 
with identifying themes and to give further structure to the data (Hsieh & Shan-
non, 2005; Kleinheksel, Rockich-Winston, Tawfik, & Wyatt, 2020). Categorization 
was also be done by using the UKC, as it includes a tested framework for com-
bining the TTPs into a structured model, meaning the UKC kill chain. The TTPs 
were placed into kill chains, with each kill chain representing an identified attack 
for each group, the groups tendencies, or capabilities. These kill chains were 
added into a table where one kill chain was represented by a column that had 
every TTP identified in the attack, each column depicting one attack, and one 
table for each group. Each individual kill chain was an attack-specific kill chain, 
which were then combined into what could be considered an actor-specific 
model, or a set of kill chains. This model, consisting of the table of kill chains, was 
then used alongside the TTPs that were identified, to compare the groups. The 
kill chains identified at this step and further descriptions and references to them 
were also added to the appendix to aid in possible replication studies. 

3.2.5 Analysis of the data 

The identified kill chains and TTPs were used to identify relationships, themes, 
patterns, or similarities between the groups. This was done by comparing each 
group’s TTPs that were identified for each UKC phase against each other. The 
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kill chains were analysed by comparing each group’s attacks, divided into three 
separate phases. The three separate phases were the initial attack paths, compro-
mise phase, and actions after the compromise. The TTPs and kill chains were also 
analysed as wholes to identify themes that could be seen beyond individual TTPs 
or phases of the kill chain. This analysis was done by examining the data for pat-
terns or themes that come up repeatedly. These relationships, themes, patterns, 
and similarities that could be identified from the data were then used to analyse 
the way the groups operate and finally to answer the research questions. 

3.3 Data collection 

When conducting a qualitative content analysis, the data that is to be studied is 
generally collected before the data analysis begins, in what is referred to as a 
preparation or planning phase (Bengtsson, 2016; Elo & Kyngäs, 2008). The data 
source in qualitative content analysis is often different interviews, but due to the 
nature of the studied phenomenon, this is not possible in this case (Bengtsson, 
2016; Elo et al., 2014; Elo & Kyngäs, 2008; Kleinheksel, Rockich-Winston, Tawfik, 
& Wyatt, 2020).  

There are some limitations in the data that was used in the study, which is 
notable, as data collection is an important aspect of qualitative content analysis, 
especially in the context of reliability and trustworthiness (Elo et al., 2014). The 
existing data about the operating procedures of APT groups mostly consists of 
reports covering different incidents or the groups themselves from different 
cyber security vendors, industry researchers, governmental agencies, and some 
limited academic research (Lemay, Calvet, Menet, & Fernandez, 2018; Pols, 2018). 
This was a key limiting factor in the breadth and variety of views in the data that 
was studied. The cyber security vendors and industry researchers have their own 
interests, commercial or otherwise, that might impact the way these reports are 
written. This should be acknowledged when reading the data, the results of the 
analysis, and the findings. 

The data collected for this research consisted of freely and publicly available 
reports, papers, articles, and other documents that depict the three chosen groups, 
their activities, incidents they are involved or implicated in. The period for data 
collection was also limited to avoid being overwhelmed with additional data 
during the analysis stage. 

As described above, these reports mostly come from the cyber security in-
dustry and some public government documents. The data was collected by 
searching for material regarding these specific groups from search engines such 
as Google, Google Scholar, and JYKDOK as well as searching from industry in-
formation repositories such as Malpedia, MITRE ATT&CK knowledge base, and 
VX-Underground. The data collection began in October of 2022 (15.10.2022) and 
ended in June of 2023 (30.06.2023). 
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As described in an earlier chapter, the term APT has been used to refer to excep-
tionally advanced forms of attacks, attackers, or operations. Within research lit-
erature the groups behind these attacks have also been referred to as threat actors, 
threat groups, APT threats, APT actors, and APT groups among other terms (Ah-
mad, Webb, Desouza, & Boorman, 2019; Alshamrani, Myneni, Chowdhary, & 
Huang, 2019; Burita & Le, 2021; Lehto, 2022; Lemay, Calvet, Menet, & Fernandez, 
2018; Vogler & Connell, 2016). The situation is similar within the cyber security 
industry. For example, Microsoft appears to use the terms activity group and 
threat actor seemingly interchangeably, while Crowdstrike uses threat actor 
group, threat actor, adversary group, and APT also seemingly interchangeably 
(Meyers, 2020; Microsoft, 2016, 2021). Mandiant on the other hand has a process 
where threat actor is an umbrella term and threat actors are initially classified as 
“UNC” or uncategorized actors and if enough information is gathered the threat 
actor can eventually “graduate” to an APT group or a “FIN” group for targeted 
financial threats (Vanderlee, 2020). 

Ever since the first major public report on APT groups, the groups have 
been accused of wide range of serious attacks: espionage against companies or 
governments, sabotage of physical infrastructure, disinformation campaigns, 
website defacement attacks, distributed denial-of-service attacks, and data de-
stroying attacks (Greenberg, 2019; Mandiant, 2013; U.S General Services Admin-
istration, 2022; Zetter, 2014). Many APT groups have been connected to multiple 
different intelligence agencies, militaries, national security organizations, and 
states in general by cyber security researchers, journalists, and governments 
(Bienstock, 2022; Mandiant, 2013; The United States Department of Justice, 2014, 
2018; Välisluureamet, 2018; Zetter, 2014).  

The APT groups chosen for this study were selected to give a broad view 
into the most prominent, active, and sophisticated groups, that were also con-
nected to the same country. These groups and the operations they have been con-
nected to, TTPs that the groups have been known to use or have the capability to 
use, and the kill chains that were formed from the data are discussed and de-
scribed in detail in the following section. 

4 APT GROUPS 
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4.1 APT28 (also known as: Fancy Bear, STRONTIUM, Forest Bliz-
zard, Sofacy, Sednit, Pawn Storm) 

APT28 is a sophisticated APT group that is thought to have been active since at 
least 2004 (ESET, 2016; FireEye, 2014). While the group has many aliases, the 
name APT28 has been most widely used. APT28 has been also referred to as “So-
facy” by Kaspersky and Palo Alto, “Sednit group” or  “Sednit” by ESET, “Fancy 
Bear” by Crowdstrike, “STRONTIUM” and later “Forest Blizzard” by Microsoft, 
“Threat Group 4127” and “Iron Twilight” by Secureworks, and “Pawn Storm” 
by Trend Micro (Anthe et al., 2015; Creus, Halfpop, & Falcone, 2016; Crowdstrike, 
2019; ESET, 2016; Kaspersky Labs, 2018a; Secureworks, 2016, 2017; Trend Micro, 
2020). 

The group has been connected to multiple cyberattacks that have often tar-
geted governmental organizations, such as various embassies, political parties, 
ministries of defence, and ministries of foreign affairs (ESET, 2016, 2018a; Trend 
Micro, 2020). Most notably the group has been connected to the attack against the 
Democratic National Committee (DNC) leading up to the 2016 presidential elec-
tion in the United States (Crowdstrike, 2020). Other typical target organizations 
include defence related organizations such as NATO and OSCE, defence contrac-
tors, and armed forces (FireEye, 2014; Kharouni et al., 2014; Trend Micro, 2020). 
These targeted organizations are often in eastern Europe such as Ukraine and 
Latvia, Caucasus, like Georgia or Azerbaijan, or in NATO countries such as the 
United States, France, Belgium, Turkey, or Germany (ESET, 2018a; Hacquebord, 
2018; Kaspersky Labs, 2018a). The group has also had targets in Russia, these 
include individual citizens like activists, journalists, and politicians as well as 
media organizations and even the dissident music group “Pussy Riot” (FireEye, 
2017; Hacquebord, 2017). 

APT28 itself has been connected to Russia with many different levels of 
specificity and certainty. Some cyber security researchers, analysts, and organi-
zations simply suggest the group is working from Russia or originates from Rus-
sia while noting that they have similar strategic interests to the Russian govern-
ment (Benchea, Vatamanu, Maximciuc, & Luncaşu, 2015; Crowdstrike, 2019; Gui-
bernau, Towne, & Wells, 2022). Some cyber security researchers go further and 
suggest APT28 is sponsored by, or is working on behalf of, the Russian govern-
ment (FireEye, 2014, 2017; Secureworks, 2016). Many different branches of the 
United States government and the Estonian foreign intelligence service go further 
still and state that APT28 is associated with Russian military intelligence agency 
GRU, with the United States Department of Justice even naming specific units 
and individuals within the GRU in their indictments (National Security Agency 
& Federal Bureau of Investigation, 2020; The United States Department of Justice, 
2018; Välisluureamet, 2018). 

Another notable APT group called “Sandworm” has also been connected to 
the GRU and even sometimes included under the umbrella of APT28. These two 
groups will be considered separate for the purposes of this thesis and its analysis 
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because most cyber security researchers seem to consider these groups separate 
entities (Leonard, 2022; Microsoft Digital Security Unit, 2022; Sadowski & Hall, 
2022). 

APT28 has been most often connected to espionage style operations where 
the seeming main intention is to gather information in a covert manner by gain-
ing access to the target’s internal networks and systems (FireEye, 2014; Hacque-
bord, 2017; Kharouni et al., 2014). In addition to these espionage operations, the 
group has another notable modus operandi which is sometimes called “hack-
and-leak”. This consists of first attacking an organization and gaining access to 
sensitive information, which is then selectively leaked using different hacktivist 
personas (FireEye, 2017; Hacquebord, 2017; Sadowski & Hall, 2022). 

 There are individual reports indicating the group also conducted some op-
erations that do not fit either of these methods. APT28 has been connected to one 
destructive sabotage operation, one operation to create malware to aid in the de-
struction of Ukrainian artillery, and a harassment campaign targeting military 
spouses in the United States (Meyers, 2016; Satter, 2018; Suiche, 2017).  

APT28 is thought to have created and developed its own extensive set of 
malware and tools that the group uses in its attacks (ESET, 2016; FireEye, 2014, 
2017). These tools include multiple backdoor malware, credential stealing mal-
ware, malware designed only to download or extract another payload, a proxy 
tool, and even malware for infecting networks that are not connected to the in-
ternet by using USB drives (Calvert, 2014; ESET, 2016; FireEye, 2014). Despite 
having access to these custom-made malware, the group has also been known to 
sometimes use multiple publicly available open-source hacking tools (Anthe et 
al., 2015; Benchea, Vatamanu, Maximciuc, & Luncaşu, 2015; Lee & Falcone, 2018; 
Lee, Harbison, & Falcone, 2018; Mandia, 2017; Secureworks, 2017; Smith & Read, 
2017). 

4.1.1 Identified TTPs 

The capabilities APT28 has, as well as different TTPs used by APT28 in various 
attacks, were identified by studying various technical reports and whitepapers. 
In total 45 different publications were studied to identify the usage of, or capa-
bility to use TTPs that were then categorized into phases of the Unified Kill Chain. 
These publications include various reports and articles that outline individual 
attacks, campaigns that include many attacks as well as whitepapers that de-
scribe the group itself and the malware used by the group. The following identi-
fied and categorized TTPs represent the totality of the TTPs that APT28 has used, 
or has the capability to use, not any specific attacks or TTPs used in a specific 
attack. 

Reconnaissance: APT28 has been identified performing some reconnais-
sance before conducting some of its attacks. Extensive and aggressive scanning 
of specific ports, more targeted scanning of specified IP address ranges, as well 
as unspecified methods of open-source intelligence (OSINT) have been identified 
as reconnaissance methods used by APT28 (Anthe et al., 2015; Benchea, 



40 

Vatamanu, Maximciuc, & Luncaşu, 2015; Trend Micro, 2020). In addition, it has 
been noted that some attack methods which APT28 relies on hint at some recon-
naissance having been made, but the techniques have often not been specified 
(Mueller, 2019; Suiche, 2017; United States Department of Homeland Security & 
Federal Bureau of Investigation, 2016). 

Resource Development: All the reported attacks by APT28 include some 
form of resource development. APT28 has often registered domain names that 
resemble some legitimate domain names, which is a technique known as ty-
posquatting, to make their phishing or other attacks appear more credible 
(Benchea, Vatamanu, Maximciuc, & Luncaşu, 2015; ESET, 2016; FireEye, 2017; 
Kharouni et al., 2014). The group is also known to have created specially crafted 
malicious documents, malicious websites, multiple types of malware, and specif-
ically targeted phishing emails (Calvert, 2014; ESET, 2014a, 2016; Mueller, 2019; 
Trend Micro, 2015). APT28 also used link shortening services, such as Bitly to 
hide their real malicious links (ESET, 2016; SecureWorks, 2016). APT28 has de-
ployed a wide variety of custom Windows and Linux malware that can be used 
for multiple purposes which has required significant development effort (ESET, 
2016). The group has also been known to have deployed a rare malware for Apple 
iPhones, another malware targeting Mac computers, and a rootkit for the UEFI 
firmware of a machine (Creus, Halfpop, & Falcone, 2016; Hacquebord & Mercês, 
2015; Ilascu, 2018). 

Delivery: APT28 most commonly uses spear phishing emails and websites 
compromised with malicious code, which the target is likely to visit, also known 
as a watering hole attack, as its initial delivery method (Anthe et al., 2015; ESET, 
2016; FireEye, 2017). The spear phishing messages used by APT28 often include 
a malicious document, or they can lead to credential theft (ESET, 2018a; 
Kaspersky Labs, 2018a; Kharouni et al., 2014). The group has also used spear 
phishing emails to link to a watering hole website (ESET, 2016; Kharouni et al., 
2014; Trend Micro, 2015). APT28 has also delivered its malware by gaining access 
through prior credential theft, through default credentials for a vulnerable ser-
vice, and by using infected USB-drives (Calvert, 2014; Mueller, 2019; Suiche, 
2017). In many operations APT28 also used their malware as a secondary deliv-
ery method to download a second or third stage payload to the compromised 
system or device (ESET, 2016, 2018a; Kharouni et al., 2014). In some instances, 
APT28 has also been identified using certutil.exe, a command line tool that is 
native to many Windows operating system versions, to download their tools (Lee 
& Falcone, 2018; National Security Agency, Cybersecurity & Infrastructure Secu-
rity Agency, Federal Bureau of Investigation, & National Cyber Security Centre 
UK, 2021). The group has also at least attempted password spraying to gain initial 
access into networks (Microsoft Threat Intelligence Center, 2020a). 

Social Engineering: APT28 often uses social engineering methods, espe-
cially in their spear phishing lures as they attempt to get the victim to open links 
or malicious documents, or to perform other actions to allow for exploitation 
(ESET, 2018a; Hacquebord, 2018; Jazi & Santos, 2022). Social engineering was also 
used by the group for spear phishing email and network domain credentials, as 
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well as to trick their victims into allowing access to their email accounts via a 
malicious application using Open Authentication (OAuth) requests (Anthe et al., 
2015; Hacquebord, 2017; Mueller, 2019). APT28 has also used decoy documents 
that are meant to trick the victim while malicious actions are taking place (Kha-
rouni et al., 2014). 

Exploitation: The group has used a very wide variety of exploits against 
vulnerabilities in many software products, such as Oracle Java, Internet Explorer, 
Microsoft Office, Adobe Flash Player, Firefox, Windows operating systems, and 
Adobe Acrobat PDF reader. Many of the vulnerabilities abused were what are 
called zero-day vulnerabilities, where the vulnerabilities are unknown to the soft-
ware vendor at the time they were used, though some vulnerabilities were first 
identified by other groups and then repurposed by APT28. (ESET, 2016; 
Kaspersky Labs, 2015; Mehta, Leonard, & Huntley, 2014) During just the year 
2015 the group was identified as having used six different zero-day exploits 
(ESET, 2016). Most of the vulnerabilities that APT28 exploited were used via a 
malicious website that targeted browsers or browser plugins, or with malicious 
documents targeting common office applications like Microsoft Word or Adobe 
Reader. The vulnerabilities were mostly used to gain an initial foothold. (ESET, 
2014a, 2016; Kharouni et al., 2014; Trend Micro, 2015) APT28 has also known to 
exploit some Microsoft Exchange Server vulnerabilities to gain access to the vic-
tim network (National Security Agency, Cybersecurity & Infrastructure Security 
Agency, Federal Bureau of Investigation, & National Cyber Security Centre UK, 
2021). The group has been identified exploiting multiple Windows vulnerabili-
ties and one Java vulnerability to achieve privilege escalation (Anthe et al., 2015; 
Benchea, Vatamanu, Maximciuc, & Luncaşu, 2015; European Repository on 
Cyber Incidents, 2023; FireEye, 2015a; Hacquebord, 2017). In one case APT28 has 
also used a UEFI vulnerability to avoid a defense feature (Ilascu, 2018). 

Persistence: The different malware used by APT28 have capabilities for cre-
ating persistence in the victims’ systems and networks, some of the malware even 
having multiple persistence methods (Creus, Halfpop, & Falcone, 2016; ESET, 
2016, 2018; Mehta, Leonard, & Huntley, 2014). These capabilities include taking 
advantage of Windows services and Windows registry as well as more advanced 
bootkits and rootkits that are more difficult to spot (ESET, 2016). The group has 
been the first to have used rootkits inside the UEFI. UEFI rootkit moves the per-
sistence into the UEFI firmware of a machine, which allows for the persistence 
method to remain even after reinstalling the operating system, also notably even 
after replacing the hard drive. (Ilascu, 2018) 

Defense Evasion: Some of the malware used by APT28 include features 
that make detecting the malware and its actions harder, like using identifiers and 
names of legitimate software, and some capabilities that can be used to actively 
avoid detection, such as searching for known security software or injecting into 
browsers to hide their command & control traffic. The group often uses en-
crypted communication between its malware and command & control servers to 
make detection or analysis more difficult. (ESET, 2016; FireEye, 2014) The group 
has also taken advantage of Google Drive for its command & control connections, 
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likely to avoid detection (Hacquebord & Remorin, 2020). APT28 has also used 
some specific techniques to evade defences, for example obfuscation in malicious 
documents to avoid signature-based detection, deleting logs, and hiding or de-
leting files related to their malware (Anthe et al., 2015; Lee & Falcone, 2018; Lee, 
Harbison, & Falcone, 2018; Mueller, 2018). 

Command & Control: Most of the malware used by APT28 have some ca-
pability to communicate with their command & control servers. Some of the mal-
ware use this communication to receive commands to perform or payloads to 
deploy from the command & control servers while other malware send back the 
information the malware has gathered (ESET, 2016; FireEye, 2014). APT28 has 
also been suspected of using a compromised system as its command & control 
server (SecurityScorecard, 2022). The group often encrypts and encodes their 
communications to and from the command & control servers (ESET, 2018a; 
FireEye, 2014; Trend Micro, 2015). APT28 malware can communicate with the 
command & control servers through multiple network protocols such as HTTP, 
FTP, POP3, and SMTP or through a proxy tunnel created with the group’s own 
Xtunnel tool (Anthe et al., 2015; ESET, 2016; Hacquebord & Mercês, 2015). Xtun-
nel is a tool created by APT28 that acts as a proxy tunnel for the command & 
control traffic of another infected device that is not directly connected to the in-
ternet (ESET, 2016). In one case, APT28 has been found to have used this tool to 
exfiltrate over 70 gigabytes of stolen data from networks and devices that were 
not directly connected to the internet (Mueller, 2019).  

Pivoting: APT28 has two different malware that have the pivoting capabil-
ity as their main function: Usbstealer which can be used to reach networks iso-
lated from the internet by infecting USB-drives and Xtunnel that is used as a relay 
to reach devices without access to the internet (Calvert, 2014; ESET, 2016). APT28 
has also been identified as having used this capability to pivot by allowing their 
malware to reach devices outside their initial foothold and to expand their access 
in multiple attacks (Guarnieri, 2015; Mueller, 2019; Secureworks, 2017).  

Discovery: APT28’s malware has capabilities that allow the group to fur-
ther examine an infected machine and its network. These capabilities consist 
mostly of discovery features built into the malware as well as the possibility to 
run operating system commands or read files on the system to gather information 
on the device and the network it exists in (ESET, 2018a; FireEye, 2014; Mehta, 
Leonard, & Huntley, 2014). APT28 has also performed fingerprinting via Javas-
cript that was embedded into compromised websites to gather information on 
the victim’s system (Anthe et al., 2015; ESET, 2014a). The group has also been 
known to perform scanning of internal networks and manually searching for files 
and information from internal information repositories found in the victim envi-
ronment (Suiche, 2017). APT28 has used discovery capabilities mostly through 
first stage malware, possibly to confirm if the attacked target is suitable for fur-
ther action (ESET, 2018a; Lee, Harbison, & Falcone, 2018).  

Privilege Escalation: APT28 has been identified using multiple techniques 
for privilege escalation. Most commonly the group has performed privilege es-
calation by exploiting various vulnerabilities (FireEye, 2015; Kaspersky Labs, 
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2018a). These vulnerabilities have mostly been exploited via malicious docu-
ments but also with tools that the group has used, including a custom version of 
Mimikatz (Anthe et al., 2015; Benchea, Vatamanu, Maximciuc, & Luncaşu, 2015). 
APT28 has also used DLL search order hijacking, process injection, privileged 
credentials stolen with a tool called Responder, creation of new privileged ac-
counts, and scheduled task creation for privilege escalation (ESET, 2016, 2019; 
Lee, Harbison, & Falcone, 2018; Smith & Read, 2017; Suiche, 2017). 

Execution:  The group has been found to have used many techniques to 
execute code on devices they have gained access to. Often APT28 gained the ini-
tial execution through various exploits or through social engineering a victim to 
open malicious documents or other files (ESET, 2018a; Falcone, 2018; FireEye, 
2015a; Kaspersky Labs, 2018a). After an initial execution the group often used the 
malware that gained the initial foothold to deliver and execute additional tools 
or payloads. Often the code execution was performed via rundll32.exe, a pro-
gram that is native to Windows operating systems (Benchea, Vatamanu, Max-
imciuc, & Luncaşu, 2015; Kaspersky Labs, 2015; Kharouni et al., 2014). Some mal-
ware used by APT28 could also perform this payload execution using their own 
features (ESET, 2016; Falcone & Lee, 2016). The group has also used the Windows 
command prompt cmd.exe to perform the initial execution, the execution of ad-
ditional payloads, or the execution of commands sent from command & control 
servers (ESET, 2019; Falcone, 2018; Jazi & Santos, 2022; Lee & Falcone, 2018). 
APT28 has sometimes also used Powershell to perform the initial payload execu-
tion and in at least one instance to execute additional commands (Falcone, 2018; 
Hacquebord & Remorin, 2020; Sherstobitoff & Rea, 2017). In at least one instance 
APT28 has used regsvr32.exe, another Windows native command line program, 
to execute malicious code by executing it as a service (ESET, 2019). APT28 has 
also used regsvr32.exe to execute a malicious DLL (ESET, 2019). 

After performing the initial execution, the group has used open-source re-
mote execution tools like Winexe and Remcom to perform execution on remote 
targets (Anthe et al., 2015; Secureworks, 2017). 

Credential Access: APT28 has used various tools and methods for stealing 
credentials from their victims. The group has, for example, gained access to email 
and network domain credentials by various forms of spear phishing, stealing cre-
dentials from internal information repositories, creating additional accounts, us-
ing their own malware to steal any stored passwords, bruteforcing credentials, 
and employing password stealing tools like Mimikatz and Responder (Anthe et 
al., 2015; Hacquebord, 2017; Jazi & Santos, 2022; Smith & Read, 2017; Suiche, 2017; 
Trend Micro, 2020). In addition, APT28 has also used their malware to steal 
browser cookies and to steal Wi-Fi passwords. The group has used various living 
off the land methods to steal the LSASS process memory, which contains pass-
word hashes from the device, as well to steal the whole active directory database 
that contains all password hashes from the whole network domain (Jazi & Santos, 
2022; National Security Agency, Cybersecurity & Infrastructure Security Agency, 
Federal Bureau of Investigation, & National Cyber Security Centre UK, 2021; 
Smith & Read, 2017). APT28 has also been known to have a keylogger module in 



44 

its malware, though it is not clear if it has been used specifically for credential 
access purposes (ESET, 2014a).  

These stolen credentials have been used, for example, to gain initial access 
in their operations, to send out more email phishing messages, to expand their 
access, or to gather and steal information (Hacquebord, 2017; Mueller, 2019; 
Trend Micro, 2020).  

Lateral Movement: APT28’s Xtunnel tools main capability can be used to 
make lateral movement easier and more effective as the tool creates a connection 
between an initially infected pivot machine and another machine that can’t be 
directly accessed by the attacker (ESET, 2016). USBStealer is another APT28 mal-
ware that has the capability to perform lateral movement, specifically for net-
works isolated from the internet, as its main function (Calvert, 2014). 

The group has been known to use Xtunnel after gaining initial access to a 
network, possibly to aid in lateral movement (ESET, 2016; Mueller, 2019). In ad-
dition to Xtunnel and USBStealer, APT28 has also used Mimikatz, Winexe, and 
Remcom specifically for lateral movement. Mimikatz has been used by APT28 to 
perform a pass-the-hash attack as well as to steal passwords to enable lateral 
movement. Winexe and Remcom have been used to execute remote command. 
(Anthe et al., 2015; Guarnieri, 2015; Secureworks, 2017) The group has also used 
a notorious exploit called EternalBlue, native Windows commands such as “net 
use”, and specifically created accounts to move laterally within a network (Na-
tional Security Agency, Cybersecurity & Infrastructure Security Agency, Federal 
Bureau of Investigation, & National Cyber Security Centre UK, 2021; Smith & 
Read, 2017; Suiche, 2017). 

Collection: Malware created by APT28 give the group capabilities for col-
lecting data or facilitating the collection of data. While many of the first stage 
malware are capable of only collecting limited amounts of information about the 
infected machine, the later stage malware seems to be designed specifically for 
the collection of information or espionage (ESET, 2016; FireEye, 2014). These es-
pionage malware allow the group to collect users’ keystrokes, take screenshots, 
collect data from browsers, list contents of directories, and collect specific files 
the group is interested in, even from removable drives (ESET,2016; FireEye, 2014; 
Jazi & Santos, 2022). Some malware used by APT28 have been set to automati-
cally collect and search for files with specific file extensions as well as files with 
filenames matching certain search terms (Calvert, 2014; ESET, 2016; Kaspersky 
Labs, 2018a). 

In addition to their malware searching for files, APT28 has been identified 
searching for files manually with specific search terms (Mueller, 2019). APT28 
has also used scripts to collect data (Guarnieri, 2015). After gaining access to a 
network, the group has been identified searching for files from network shares 
as well as other internal data repositories and email inboxes (National Security 
Agency, Cybersecurity & Infrastructure Security Agency, Federal Bureau of In-
vestigation, & National Cyber Security Centre UK, 2021). APT28 has also been 
known to use the archiving tool WinRAR to package their stolen files (National 
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Security Agency, Cybersecurity & Infrastructure Security Agency, Federal Bu-
reau of Investigation, & National Cyber Security Centre UK, 2021). 

Exfiltration: Multiple APT28 malware have capabilities for exfiltrating data 
from compromised networks. These capabilities are mostly included in the later 
stage malware, which are often deployed after an initial compromise using a first 
stage malware (ESET, 2016; Kaspersky Labs, 2018a). APT28 has been known to 
use these capabilities to exfiltrate even tens of gigabytes of data (Mueller, 2019). 
Often these exfiltration methods include encryption, either by encrypting the 
data sent or by using an encrypted communication method (ESET, 2016; FireEye, 
2014; Kaspersky Labs, 2015, 2018). The group has also been known to use proxy 
servers for exfiltration, possibly to make tracking them down more difficult 
(Mueller, 2019). APT28 malware has capabilities for exfiltrating data with HTTP 
and IMAP protocols (Hacquebord & Mercês, 2015; Jazi & Santos, 2022). The 
group has been identified even using the victim’s own email server to exfiltrate 
data by sending emails from the server as well as staging data there before down-
loading it with a simple web request (FireEye, 2014; National Security Agency, 
Cybersecurity & Infrastructure Security Agency, Federal Bureau of Investigation, 
& National Cyber Security Centre UK, 2021). APT28 has also used Google Drive 
for the purpose of exfiltrating collected information (Hacquebord & Remorin, 
2020). 

Impact: APT28 has performed some impact techniques in their attacks. The 
group has been known to input faulty configurations into systems to make them 
malfunction, wipe configurations, deface social media sites, conduct a denial-of-
service attack, and destroy data from victim systems (FireEye, 2017; Suiche, 2017). 

Objectives: Objectives of APT28’s attacks are commonly identified as the 
stealing of confidential and sensitive information (ESET, 2018a; Kharouni et al., 
2014). The group has stolen specifically politically sensitive data as well as data 
from some organizations that are not particularly political (FireEye, 2017; Mueller, 
2019). Sometimes in addition to stealing the data, the group has leaked the data 
to further their goals (FireEye, 2017; Mueller, 2018). APT28 has been also identi-
fied performing sabotage-type operations where the objectives have been to 
cause destruction of data (FireEye, 2017; Suiche, 2017). In one instance it has been 
suspected that an APT28 operation was conducted to identify the location of mil-
itary units to assist the Russian military in the war in Ukraine (Meyers, 2016). 

4.1.2 ATP28’s kill chains 

To identify APT28’s kill chains that include the aforementioned TTPs, the same 
45 publications regarding APT28’s capabilities, attacks, campaigns, and the 
group itself were reviewed. Different reports and whitepapers were studied to 
identify the longest and most complete kill chains depicting APT28’s actions. As 
many of the reports were describing malware or malware campaigns connected 
to APT28 instead of thorough incident reports, the identification of the kill chains 
required some interpretative analysis. From the 45 publications, 14 kill chains 
were identified. One kill chain identified from the reports was found to be a 



46 

duplicate, and it was left out of further analysis. The remaining 13 kill chains can 
be seen in the table (Table 1) marked C1-1, C1-2 etc. in no particular order. These 
kill chains show the sequence of events within one realized attack, the described 
tendency of the group, or their capabilities. The sequence of events is described 
by indicating the occurrence of a TTP by a number representing the UKC phase 
the TTP belongs to. The numbers and the UKC phase they represent are included 
in the leftmost column in the table. The sequence of events begins at the top row 
of each column with events unfolding down the column. Due to the limited na-
ture of some of the reports, some TTPs in the kill chains are interpreted from the 
context of the report and included in the kill chain despite the report being un-
clear of the occurrence of said TTP. These interpretations were marked with a 
strikethrough. The interpretations consisted of, for example, including the TTPs 
of defense evasion and persistence into kill chains where a specific malware was 
used that is known to perform defense evasion and persistence techniques, even 
if that report did not mention the use of these techniques. Additionally, a black 

line is included into the table to indicate the point at which an initial compromise 
of one device was complete and the initial attack phase was over as the attackers 
connected to a command & control server. This analysis process was done by 
closely following the process described in the original paper defining the Unified 
Kill Chain (Pols, 2018). 

All the kill chains identified had almost identical initial steps. Most kill 
chains began with resource development, delivery, and social engineering. The 
only outliers were two kill chains that also included an initial reconnaissance 
phase which could be identified before the resource development phase (C1-8, 
C1-9). The manner and type of resource development performed, delivery 
method used, and social engineering taken advantage of differed somewhat be-
tween the kill chains. 

APT28’s initial attack paths can be divided into three main categories. The 
most common initial attack path identified within the reports was spear phishing 
to deliver a malicious document (C1-1, C1-2, C1-4, C1-6, C1-7, C1-10, C1-11, C1-
13). Often the malicious documents used by APT28 exploit some vulnerability to 
allow for the attack to move forward (C1-2, C1-3, C1-4, C1-5, C1-10, C1-11) or 
simply relied on social engineering to skip the exploitation by convincing a vic-
tim to perform some unsafe actions (C1-1, C1-6, C1-7, C1-13). However, even 
when exploits were used, the attacks still often included some social engineering 
techniques prior to the exploitation. The second most common attack path was 
spear-phishing emails leading to a watering hole attack (C1-8, C1-12). While wa-
tering hole attacks also included aspects of social engineering, the attacks relied 
on exploiting vulnerabilities to allow for further exploitation of the system. 

The last clearly identified initial attack path was spear phishing of creden-
tials that leads into credential access for the initial access (C1-9). While only one 
clear kill chain was identified from the reports that used this initial attack path, 
multiple reports do suggest that APT28 also used this method in other instances 
(Microsoft Threat Intelligence Center, 2020a; National Security Agency, Cyberse-
curity & Infrastructure Security Agency, Federal Bureau of Investigation, & 
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National Cyber Security Centre UK, 2021; Suiche, 2017). For the remaining kill 
chains (C1-3, C1-5) a delivery method was not known. 

After gaining initial access, most of the kill chains include setting up persis-
tence (C1-1), performing defense evasion techniques (C1-2, C1-3, C1-7, C1-11, C1-
12, C1-13) or both (C1-5, C1-6, C1-10) before connecting to the command & con-
trol server. In some individual kill chains discovery (C1-1, C1-13), additional de-
livery (C1-10, C1-13), or privilege escalation is performed (C1-6, C1-8) before the 
command & control connection is achieved. Before a command & control server 
is contacted the use of delivery techniques refers to the initial malware extracting 
or “dropping” the malicious payload in some way to the device that is being 
compromised. 

After contacting the command & control server most kill chains show the 
attackers performing additional delivery of tools or malware to the compromised 
system from the command & control servers using the initial malware (C1-1, C1-
2, C1-3, C1-4, C1-8, C1-11, C1-12, C1-13). These second-stage malware or tools 
were then used to further the attack and conduct the actions on the target system 
to reach the objective of the attack. 

After gaining access and delivering the necessary tools to the target systems, 
the kill chains differ slightly. In many attacks, the kill chains show that APT28 
was then able to perform the final steps of collection and exfiltration (C1-1, C1-2, 
C1-3, C1-8) without needing additional steps or in some cases after performing 
code execution (C1-5, C1-6, C1-10, C1-13). 

The remaining the kill chains show the attackers did sometimes require ad-
ditional privileges and performed privilege escalation (C1-11, C1-12), which 
sometimes required credential access (C1-4, C1-9). The elevated privileges then 
led APT28 to move laterally before performing the final steps of collection and 
exfiltration (C1-4), or in one case only after pivoting inside the victim network 
before collection, exfiltration, additional defense evasion, and finally reaching 
their objectives (C1-9). 

In some kill chains the privilege escalation allowed them to perform addi-
tional persistence, discovery, and defense evasion techniques before contacting 
the command & control servers again and delivering more tools. These tools al-
lowed them to perform execution, collection, and exfiltration to end the final kill 
chains (C1-11, C1-12). 
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TABLE 1 Identified APT28 kill chains1 

  

C1-
1 

C1-
2 

C1-
3 

C1-
4 

C1-
5 

C1-
6 

C1-
7 

C1-
8 

C1-
9 

C1-
10 

C1-
11 

C1-
12 

C1-
13 

1 Reconnaissance 2 2 2 2 2 2 2 1 1 2 2 2 2 

2 
Resource De-
velop. 

3 3 3 3 3 3 3 2 2 3 3 3 3 

3 Delivery 4 4 4 4 4 4 4 3 3 4 4 4 4 

4 Social Engineering 12 5 5 5 6 3 3 4 4 5 5 10 3 

5 Exploitation 6 12 7 12 5 12 12 5 13 12 12 5 12 

6 Persistence 10 7 12 8 12 7 7 12 12 3 7 12 7 

7 Defense Evasion 8 8 4 3 7 11 5 11 8 6 8 7 3 

8 
Command & Con-
trol 

3 3 8 7 8 6 8 8 13 7 3 8 12 

9 Pivoting 15 6 3 6 12 10 12 3 11 8 5 3 10 

10 Discovery 16 15 15 13 15 8   6 14 12 11 5 8 

11 Privilege Escalation 16 16 11 16 12  15 9 15 6 11 3 

12 Execution    14  15  16 15 16 10 6 12 

13 Credential Access    12  16   16  7 10 15 

14 
Lateral Move-
ment 

 
  

15 
    

7 
 

8 7 16 

15 Collection    16     18  3 8  
16 Exfiltration           8 3  
17 Impact           12 8  
18 Objectives           15 12  
 

           16 15  

             16  

4.2 APT29 (also known as: Cozy Bear, NOBELIUM, Midnight Bliz-
zard, The Dukes, CozyDuke, IRON RITUAL, IRON HEM-
LOCK) 

APT29 is a sophisticated APT group that multiple research groups have identi-
fied as having been active since at least 2008 (Faou, Tartare, & Dupuy, 2019; F-
Secure, 2015a). However, the cyber security company Sekoia.io believes that 
APT29 has in fact been active since 2004 (Sekoia.io, 2023). The group has many 
aliases, though APT29 has remained as the most prominent one as it often con-
nects the different names. The group has also been called “The Dukes” by F-Se-
cure, “Cozy Bear” by Crowdstrike, “NOBELIUM” and then later “Midnight Bliz-
zard” by Microsoft, and “IRON RITUAL” as well as “IRON HEMLOCK” by 

 
1 References: C1-1: ESET, 2018a, C1-2: Kharouni et al., 2014, C1-3: Jazi & Santos, 2022, C1-4: Smith 
& Read, 2017, C1-5: Creus, Halfpop, & Falcone, 2016, C1-6: Lee, Harbison, & Falcone, 2018, C1-7: 
Lee & Falcone, 2018, C1-8: Anthe et al., 2015, C1-9: Mueller, 2018, C1-10: Falcone & Lee, 2016, C1-

11: ESET, 2016, C1-12: ESET, 2016, C1-13: ESET, 2019 
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Secureworks (Crowdstrike, 2022c; F-Secure, 2015a; Microsoft, 2023; Van Geluwe 
De Berlaere, 2022). 

The group has been known to often target governmental organizations such 
as embassies, ministries of defence, or ministries of foreign affairs especially in 
western or ex-USSR countries as well as some government adjacent organizations 
like NATO, research institutions, think tanks, or political parties (Aimé, 2022; 
Cash et al., 2021; Faou, Tartare, & Dupuy, 2019; F-Secure, 2015a). APT29 has also 
targeted some organizations that are from industries which are not directly gov-
ernment linked like media, pharmaceutical, healthcare, IT, and telecommunica-
tions (Aimé, 2022; Dunwoody et al., 2018; National Cyber Security Centre UK, 
2020). There is also some indication that APT29 has for a limited period targeted 
Russian speaking drug dealers (F-Secure, 2015a). 

APT29 is known for some especially high-profile attacks that have been at-
tributed to it, such as the breach of multiple organizations worldwide with a sup-
ply chain attack by breaching a company called “Solarwinds” and an attack 
against the DNC starting in 2015, where APT29 was identified as having 
breached the DNC systems before APT28, in apparently separate operations 
(Crowdstrike, 2020; FireEye, 2020). 

In a similar way to APT28, APT29 has been connected to the Russian gov-
ernment with differing levels of confidence and specificity. The governments of 
the United States and United Kingdom, the Dutch intelligence service AIVD as 
well as the cyber security company Mandiant have connected APT29 to Russian 
foreign intelligence service SVR, while other organizations like Microsoft willing 
to only go as far as describing APT29 as a “Russian nation-state actor” and F-
Secure stating that they are likely a group working for, or being sponsored by, 
the Russian government (Bienstock, 2022; Burt, 2021; F-Secure, 2015a; Michael, 
2020; Modderkolk, 2018;National Cyber Security Centre UK, Cybersecurity & In-
frastructure Security Agency, Federal Bureau of Investigation, & National Secu-
rity Agency, 2021; National Security Agency, Cybersecurity & Infrastructure Se-
curity Agency, & Federal Bureau of Investigation, 2021). There isn’t complete 
agreement in attribution of APT29 however, the Estonian foreign intelligence ser-
vice connects the group to the Russian federal security service FSB as well as to 
the SVR (Välisluureamet, 2018). 

APT29 has been connected to attacks where the apparent goal has been to 
covertly collect information from the targets by accessing their networks then ex-
panding their privileges and access to reach the most sensitive information which 
has then been exfiltrated (F-Secure, 2015a; Mandiant, 2022b; National Cyber Se-
curity Centre UK, 2020; Wolfram, Hawley, McLellan, Simonian, & Vejlby, 2022). 
Though it should be noted that one malware attributed to APT29 has capabilities 
outside information gathering, a module for denial-of-service attacks and a mod-
ule for posting spam on a Russian social media network. There are however no 
indications that APT29 has used these capabilities in their operations (Faou, Tar-
tare, & Dupuy, 2019; F-Secure, 2015a). 

The group is believed to have access to malware development capabilities 
which has led to the group using many different malware types, written in 
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multiple different programming languages, and the malware being developed 
further to avoid detection (Faou, Tartare, & Dupuy, 2019; FireEye, 2015b; Rec-
orded Future, 2023). For example, the group was identified as having operated 9 
distinct malware types with differing features just between 2008 and 2015 (F-Se-
cure, 2015a). It is however not clear if the group is writing its own malware or if 
the group is working with outside developers. Similarities that have been identi-
fied between malware connected to APT29 and malware connected to Turla 
could suggest the groups share developers or that the groups are otherwise con-
nected (Kucherin, Kuznetsov, & Raiu, 2021). Recent reporting on documents 
leaked from a Russian IT company “NTC Vulkan” suggest that the company de-
velops software tools for multiple APT groups that are connected to the Russian 
state, including APT29. According to the reporting the company has created tools 
for supporting and automating certain aspects of cyberattacks, but it is not clear 
if these supportive tools are being used by APT29 or if company is creating any 
malware used by APT29. The article does state that an employee from the com-
pany took part in an operation spreading MiniDuke, one malware used by APT29, 
which indicates a close relationship between APT29 and the company. (Antoni-
adis et al., 2023) 

APT29 has been observed as having an exceptionally high level of opera-
tions security. This appears to be to obfuscate the true origin of their attacks, to 
avoid detection by defenders, and to thwart the attempts by security researchers 
to identify the group’s operations and malware (Bienstock, 2022; FireEye, 2020; 
Mandiant, 2022b; Microsoft Threat Intelligence Center, 2021a; Recorded Future, 
2022). This however contrasts with the first thorough report on the group by re-
searchers, which describes APT29’s campaigns as mostly fast “smash-and-grab” 
operations, where being identified is not an issue (F-Secure, 2015a). This could 
suggest that the group has evolved its operating procedures over time or the pri-
orities for the group have changed. 

4.2.1 Identified TTPs 

The different capabilities, tactics, techniques, and procedures of APT29 were an-
alysed through various reports and whitepapers that describe operations con-
ducted by APT29, malware used by APT29 and the group itself. For this purpose, 
64 different publications were studied to identify APT29’s use of, or the capabil-
ity to use, the various TTPs which were divided into the phases of the Unified 
Kill Chain. The following TTPs represent the totality of the TTPs that APT29 has 
used, or has the capability to use, not any specific attacks or TTPs used in a spe-
cific attack. 

Reconnaissance: Cyber security researchers have observed APT29 using 
tracking URLs in initial phishing emails as a form of reconnaissance to record 
which targets that have clicked on the links and when they have done so (Barnett, 
2021; Microsoft Threat Intelligence Center, 2021b). Governmental agencies from 
the United States and United Kingdom have also identified APT29 having ac-
tively scanned for known vulnerabilities in multiple software products in their 
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target’s networks (National Cyber Security Centre UK, Cybersecurity & Infra-
structure Security Agency, Federal Bureau of Investigation, & National Security 
Agency, 2021; National Security Agency, Cybersecurity & Infrastructure Security 
Agency, & Federal Bureau of Investigation, 2021). APT29 has also been observed 
scanning external services of their target to find an access vector after being ini-
tially removed from a network (Crowdstrike, 2022c). 

Resource Development: APT29 has conducted some form of resource de-
velopment in every kill chain that was identified from the material. Often this 
consists of developing or modifying the malware used for each attack (FireEye, 
2015b; F-Secure, 2015a). APT29 has also been known to register typosquatting 
domain names, but also some malware used by APT29 takes advantage of Do-
main Generation Algorithms (DGA) so the attacker can register domain names 
in advance, knowing which domain names are generated by their malware and 
when (Eckels, Smith, & Ballenthin, 2020; Recorded Future, 2022). The group has 
also used a specific domain name provider that accepts bitcoin as payment and 
that has also been used by other APT groups in the past (Smith, Leathery, & Read, 
2021). APT29 has also set up command & control channels by using legitimate 
services like Twitter, Github, Trello, Dropbox, and Slack. (FireEye, 2015b; Qi-
AnXin Technology, 2022; Wolfram, Hawley, McLellan, Simonian, & Vejlby, 2022). 

Delivery: Email is APT29’s most common initial delivery method in the 
group’s operations, this has often meant emails with a download link to a mali-
cious file or malicious file as an attachment in the email (Adair, 2016; Faou, Tar-
tare, & Dupuy, 2019; F-Secure, 2015a). APT29 has also used supply chain attacks 
as its delivery method. This became more widely known with the notorious So-
larwinds compromise where a software update, tampered to include malware by 
APT29, was downloaded by 18000 different Solarwinds customers (Ramakrishna, 
2021). However, even before the Solarwinds attack APT29 has used a form of 
supply chain attack, the group has injected their malware into software that was 
uploaded to torrent sites (F-Secure, 2015a). The group has also run a malicious 
TOR network node that injects their malware into software as it was being down-
loaded (Lehtiö, 2014). The group has often used their initial access malware to 
deliver additional malware, however often only in specific cases where the victim 
was deemed interesting enough to warrant additional attention (Faou, Tartare, 
& Dupuy, 2019; F-Secure, 2015a; Polish Military Counterintelligence Service & 
CERT-PL, 2023). APT29 has also been identified using stolen credentials as its 
initial access method into a system. Interestingly, it has been suggested that in 
one case APT29 obtained the stolen credentials from a third party, the operator 
of an unrelated info-stealer malware that had compromised the victim earlier 
(Jenkins, Sarah, Parnian, & Bienstock, 2021). Mandiant has also suggested that 
APT29 has also used web server compromises and password spraying as its ini-
tial access vector (Mandiant, 2022b). 

Social Engineering: In most operations APT29 employs some form of social 
engineering techniques. This is often related to some sort of email lure where the 
apparent contents of the emails are made to appear relevant to the victim or oth-
erwise pique the victim’s interest (Microsoft Threat Intelligence Center, 2021b; 
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Wolfram, Hawley, McLellan, Simonian, & Vejlby, 2022). The group’s use of social 
engineering also extends to creating decoy documents that are shown to a victim 
as a malicious program is starting to distract the victim, and to modifying 
shortcut files to appear as a document file instead of a malicious program 
(Tivadar, BALÁZS, & Istrate, 2013; Wolfram, Hawley, McLellan, Simonian, & 
Vejlby, 2022). 

Exploitation: APT29 has used multiple exploits to deploy their malware, to 
gain access to the victim system, and to gain higher privileges on a target system. 
Two of the vulnerabilities identified as being exploited by APT29 were zero-days 
at the time they were used. The group has used vulnerabilities in Adobe Reader 
and Acrobat products as well as Microsoft Word to create exploits within mali-
cious documents which would allow the group’s malware to be deployed. (ESET, 
2014b; Hirvonen, 2014; Tivadar, BALÁZS, & Istrate, 2013) The group also used 
multiple vulnerabilities found in Microsoft Windows operating systems in order 
to achieve privilege escalation (ESET, 2022; F-Secure, 2015a). The group has also 
attempted to exploit vulnerabilities in multiple brands of network devices or net-
work software such as Fortinet and Cisco routers, Citrix and Pulse Secure net-
working solutions, and Zimbra and Microsoft Exchange email servers (Cash, 
Meltzer, Koessel, Adair, & Lancaster, 2020; National Cyber Security Centre UK, 
Cybersecurity & Infrastructure Security Agency, Federal Bureau of Investigation, 
& National Security Agency, 2021). APT29 has also been identified using an ex-
ploit for Apple iPhones (Microsoft Threat Intelligence Center, 2021b). 

Persistence: The group has been identified using a wide variety of persis-
tence methods to maintain their access to a compromised system. These tech-
niques include creating or modifying registry keys, modifying crontab, adding 
accounts, creating windows services, and creating scheduled tasks (Crowdstrike, 
2022c; Dunwoody, 2017a; F-Secure, 2015b; Recorded Future, 2023). Researchers 
have also identified multiple malware types connected to APT29 which appear 
to have maintaining persistence as the main goal (F-Secure, 2015a; Nafisi & Lelli, 
2021). 

Defense Evasion: APT29 has used many different techniques for defense 
evasion. Most notably APT29 used Twitter as a part of its infrastructure as early 
as 2011 in order to avoid detection, as connections to Twitter would seem normal 
in most networks. Using this technique APT29’s malware search for tweets from 
a specific Twitter account which contain the address for the command & control 
servers in encrypted form (Tivadar, BALÁZS, & Istrate, 2013). This technique was 
further improved later to include an algorithm that generated a new Twitter ac-
count name for every day, which the malware would look for, so only the group 
itself would know which accounts to create and use. To complicate detection 
even further another improved version was created to take advantage of a tech-
nique called steganography. In this version the tweets would include images that 
would contain the address to the command & control server in hidden form. 
(FireEye, 2015b) This similar technique of using legitimate online services as a 
part of the attackers’ infrastructure was later continued with services like Trello, 
Slack, Notion, Dropbox, and Google Drive (Harbison & Renals, 2022; QiAnXin 
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Technology, 2022; Recorded Future, 2023; Wolfram, Hawley, McLellan, Simon-
ian, & Vejlby, 2022). The group has also taken advantage of the TOR network to 
avoid detection, with a technique called domain fronting (Dunwoody, 2017b). 
APT29 has also often simply used encrypted communication to avoid detection 
(Dunwoody, 2017a; Symantec, 2017).  The group also used a domain generation 
algorithm (DGA), which can be used to generate new domain names with a cer-
tain logic, in order to avoid detection by predictable domain names. The domain 
names generated with the domain generation algorithm were notably used for 
command & control servers in the compromise of Solarwinds. Instead of a com-
pletely random domain name, which could draw more attention, only the begin-
ning of each domain name was generated to include encoded information about 
the compromised system with the ending being consistent and disguised as out-
wardly legitimate. (Symantec, 2021a) APT29 has also used a very wide variety of 
more common defence evasion techniques such as HTML smuggling, where ma-
licious data is embedded into an HTML file, using legitimate software for DLL 
side loading, signing their malware, checking for security products on systems 
they have compromised, encrypted and compressed payloads, renaming tools 
and removing them after use, using multiple sets of credentials during a compro-
mise, clearing logs, disabling logging and security products, and changing com-
mand & control server host names and IP addresses they connect from to match 
the victim’s environment (Aimé, 2022; Crowdstrike, 2022c; Faou, Tartare, & 
Dupuy, 2019; Harbison & Renals, 2022; Mandiant, 2022b; Raiu, Soumenkov, 
Baumgartner, & Kamluk, 2013).  

Command & Control: APT29 malware include methods for communica-
tion with command & control servers, often also including an alternative method 
as a backup (F-Secure, 2015a; Nafisi & Lelli, 2021; PwC, 2020). Notably APT29 
has used multiple legitimate services as a part of its command & control network 
as described earlier. The group has also been noted as using typosquat domain 
names for its command & control servers and sometimes registering the domain 
names as early as a year before using them (Aimé, 2022; Recorded Future, 2022). 
It has been suggested that APT29 has also possibly used compromised infrastruc-
ture as command & control servers (Crowdstrike, 2022c). For some attacks APT29 
has also prepared unique command & control servers for each compromised host 
to make finding all compromised hosts more difficult (Microsoft Threat Intelli-
gence Center, 2021c). For its communications with the command & control serv-
ers APT29 has used multiple protocols, these include HTTP, DNS, FTP and Web-
Dav (F-Secure, 2015a; PwC, 2020). APT29 has also been known to use named 
pipes for communication within a local network (Faou, Tartare, & Dupuy, 2019). 

Pivoting: APT29 has used the SSH tunnelling technique to pivot and use 
already compromised systems and devices for lateral movement (Crowdstrike, 
2022c). The group has also used the commercial penetration testing product Co-
balt Strike to create tunnels for pivoting purposes as well abusing compromised 
“jump hosts” to pivot further into the victim networks (Barnett, 2021; Jenkins, 
Sarah, Parnian, & Bienstock, 2021). APT29 has also built some pivoting capabili-
ties into one of their own malware called FatDuke (Faou, Tartare, & Dupuy, 2019). 
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Discovery: Malware used by APT29 often includes capabilities for gather-
ing information about the compromised system. This information has been used, 
for example, to decide if the victim is interesting enough to warrant further at-
tention, to check if it has been compromised already, or to create a unique finger-
print as an encryption key to a malicious payload (ESET, 2014b; Tivadar, BA-
LÁZS, & Istrate, 2013; Wolfram, Hawley, McLellan, Simonian, & Vejlby, 2022). 
APT29 has also used other methods for discovery: the group has used living off 
the land techniques like Powershell and used some popular open-source tools 
such as AdFind and BoodHound (ANSSI, 2021; Cash, Meltzer, Koessel, Adair, & 
Lancaster, 2020; Crowdstrike, 2022c). Some malware used by APT29 also has fea-
tures to perform discovery of the network and the network domain that the com-
promised system is in (Eckels, Smith, & Ballenthin, 2020; ESET, 2014b; Microsoft 
Threat Intelligence Center, 2021d). 

Privilege Escalation: APT29 has been found to have used multiple Win-
dows operating system vulnerabilities to achieve privilege escalation after an in-
itial compromise (ESET, 2022; F-Secure, 2015a). These vulnerabilities have been 
used with a specific privilege escalation module of their CosmicDuke malware 
and through a specific tool (ESET, 2022; F-Secure, 2015a; Van Geluwe De Berlaere, 
2022). 

The group has also used various living off the land techniques, such as mod-
ifying shortcuts, stealing credentials by dumping the memory of the LSASS pro-
cess with Windows Task Manager, creating scheduled tasks, or exploiting the 
“sticky keys” feature for privilege escalation (Dunwoody, 2017b; Jenkins, Sarah, 
Parnian, & Bienstock, 2021; Mandiant, 2022b). APT29 has also used Mimikatz on 
multiple occasions to steal credentials, possibly to escalate privileges. Sometimes 
this has been done by downloading the tool on a compromised machine using 
their existing tools. (Crowdstrike, 2022c; F-Secure, 2015a) These stolen credentials 
have then sometimes been used to escalate privileges further, by forging authen-
tication tokens to reach the desired system or level of access (Microsoft 365 De-
fender Team, 2020). 

Execution: APT29 has used a variety of methods for executing their code on 
a compromised machine. The initial code execution has often been achieved with 
email-based attacks by social engineering a user into executing the malicious pay-
load, notably very often using shortcut files (Baumgartner & Raiu, 2015; Mi-
crosoft Threat Intelligence Center, 2021b; Polish Military Counterintelligence Ser-
vice & CERT-PL, 2023). APT29 has also used exploits that were embedded into 
documents for the initial code execution (ESET, 2014b; Tivadar, BALÁZS, & Is-
trate, 2013). The group has used Powershell, cmd.exe, and rundll32.exe in com-
bination with these malicious files and shortcut files to perform code execution 
(Aimé, 2022; Dunwoody et al., 2018; Harbison & Renals, 2022). 

After the initial execution phase the group has used their malware to exe-
cute additional payloads or commands (Barnett, 2021; F-Secure, 2015a; Hirvonen, 
2014; Wolfram, Hawley, McLellan, Simonian, & Vejlby, 2022). Many malware 
used by APT29 execute additional payloads or commands via built-in capabili-
ties like Powershell or cmd.exe (Levene, Falcone, & Wartell, 2015; Microsoft 
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Threat Intelligence Center, 2020b; Wolfram, Hawley, McLellan, Simonian, & 
Vejlby, 2022). APT29 has also used some of these same built-in capabilities to 
perform execution manually, these include many Windows native tools like 
cmd.exe, wscript.exe, WMI, Powershell, Remote WMI, Azure’s built-in “Run 
Command” feature, PsExec, and local as well as remote task scheduling 
(Crowdstrike, 2022c; Faou, Tartare, & Dupuy, 2019; Jenkins, Sarah, Parnian, & 
Bienstock, 2021; Microsoft Threat Intelligence Center, 2021c; Nafisi & Lelli, 2021). 
In some situations, the group has used DLL side loading and DLL search order 
hijacking to execute their malicious DLL-files (Harbison & Renals, 2022; Nafisi, 
2021). APT29 has also been identified using an open-source tool Sharp-SMBExec 
to perform code execution via the SMB protocol on remote machines (ESET, 2022). 

During the Solarwinds compromise the group managed to sneak their code 
into a legitimate component of the Solarwinds product and cause their code to 
be loaded as the program ran normally (Microsoft Threat Intelligence Center, 
2020b). In the same attack APT29 added an Image File Execution Options Debug-
ger value for a native Windows executable, dllhost.exe, which caused their code 
to be executed when the executable was run coincidentally during normal oper-
ations (Microsoft Threat Intelligence Center, 2021c). 

Credential Access: APT29 has used a variety of methods and tools to gain 
access to credentials. These methods and tools have been used to steal email cre-
dentials, network domain credentials, certificates, cryptographic secret keys, Wi-
Fi passwords, browser passwords, passwords for instant messaging services, 
password hashes, and cookies (Crowdstrike, 2022c; F-Secure, 2015a; Hirvonen, 
2014). Notably multiple malware used by APT29 have password, certificate, or 
other credential stealing as one of their features and some seem to have been used 
mainly for that reason (F-Secure, 2015a; Mandiant, 2022b; Nafisi, 2021; Symantec, 
2021b). One APT29 malware also has a separate keylogger module, though it is 
not clear if it has been used for credential access, as the same tool also has other 
password stealing features (Hirvonen, 2014). 

The group has also used various other tools for credential access. These in-
clude Mimikatz, DSInternals, Responder, custom credential stealing tool named 
MAMADOGS, Procdump, and a custom tool to dump credentials from Solar-
winds Orion databases (Crowdstrike, 2022c; Jenkins, Sarah, Parnian, & Bienstock, 
2021; Mandiant, 2022b; Microsoft Threat Intelligence Center, 2021d; Symantec, 
2021b). 

APT29 has also attempted to gain credential access by searching for stored 
passwords inside compromised systems, searching through email boxes, modi-
fying accounts, bruteforcing accounts, forging authentication tokens, adding 
more keys or passwords, precomputing cookies, and kerberoasting (Cash, Melt-
zer, Koessel, Adair, & Lancaster, 2020; Mandiant, 2022b; Microsoft, 2020; Mi-
crosoft Threat Intelligence Center, 2021c; National Cyber Security Centre UK, Cy-
bersecurity & Infrastructure Security Agency, Federal Bureau of Investigation, & 
National Security Agency, 2021; Wolfram, Hawley, McLellan, Simonian, & 
Vejlby, 2022). Additionally, in one instance APT29 has possibly even purchased 
stolen credentials from a third party (Jenkins, Sarah, Parnian, & Bienstock, 2021). 
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Lateral Movement: APT29 has employed multiple methods for lateral 
movement. These methods often rely on stolen passwords or other credentials 
(Jenkins, Sarah, Parnian, & Bienstock, 2021; Microsoft Threat Intelligence Center, 
2022; Wolfram, Hawley, McLellan, Simonian, & Vejlby, 2022). ATP29 has also 
used various tools to perform lateral movement. The group has used their own 
Raindrop malware, Mimikatz, and a tool called SMB beacon from Cobalt Strike 
for lateral movement (Crowdstrike, 2020; Symantec, 2021b; Wolfram, Hawley, 
McLellan, Simonian, & Vejlby, 2022). The group’s FatDuke malware also has fea-
tures that support lateral movement inside a local network (Faou, Tartare, & 
Dupuy, 2019). 

In addition to stolen credentials, malware, and additional tools, the group 
has also used some living off the land methods for lateral movement. These in-
clude remote WMI, PsExec, SMB tools, SSH tunneling, remote scheduled task 
creation, Remote Desktop Protocol (RDP) tool, and the creation of a certificate to 
imitate privileged accounts for lateral movement (Crowdstrike, 2022c; Faou, Tar-
tare, & Dupuy, 2019; Jenkins, Sarah, Parnian, & Bienstock, 2021; Wolfram, Haw-
ley, McLellan, Simonian, & Vejlby, 2022). 

Researchers have noted that APT29’s lateral movement is exceptional as 
they sometimes use different credentials for lateral movement and perform re-
connaissance before their lateral movement, change credentials for each lateral 
movement hop, and prepare their lateral movement by checking for, and if nec-
essary, removing security products that are running on the systems (Jenkins, Sa-
rah, Parnian, & Bienstock, 2021; Microsoft Threat Intelligence Center, 2021c). 

Collection: Many APT29 malware have specific modules or features specif-
ically to allow for information collection (Faou, Tartare, & Dupuy, 2019; F-Secure, 
2015a; Symantec, 2017). The malware used by APT29 have capabilities for listing 
the contents of directories, stealing specific token signing certificates for Azure 
Directory Federation Service (ADFS), stealing browser data, logging keystrokes, 
taking screenshots, stealing various passwords and cryptographic secret keys as 
well as stealing files from removable drives (Hirvonen, 2014; Mandiant, 2022b; 
Tivadar, BALÁZS, & Istrate, 2013). Some APT29 malware collect information by 
searching for files with specific file extensions, specific filenames, or files that 
were created after a specific time (F-Secure, 2015a; Hirvonen, 2014).  

The group has also used some living off the land methods to perform infor-
mation collection, namely Powershell, as well as some built-in features of brows-
ers and operating systems (Crowdstrike, 2022c; Jenkins, Sarah, Parnian, & 
Bienstock, 2021). APT29 has also collected data by stealing emails from victims’ 
inboxes, collecting data from various internal repositories, cloud storage as well 
as shared network drives (Bienstock, 2022; Crowdstrike, 2022c; Mandiant, 2022b; 
Wolfram, Hawley, McLellan, Simonian, & Vejlby, 2022). Before exfiltration 
APT29 has been known to archive stolen data by using a legitimate file archiving 
program 7-Zip (Cash, Meltzer, Koessel, Adair, & Lancaster, 2020; Microsoft 
Threat Intelligence Center, 2021c). 

Exfiltration: Many APT29 malware have capabilities for the exfiltration of 
data from the victim machine to attacker controller infrastructure, ranging from 
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individual files to lists of files (Faou, Tartare, & Dupuy, 2019; Levene, Falcone, & 
Wartell, 2015; Tivadar, BALÁZS, & Istrate, 2013). The malware used by APT29 
can perform exfiltration via HTTP, FTP, and WebDav protocols (F-Secure, 2015a). 
APT29 often uses encryption in its exfiltration techniques, either by encrypting 
the data to be exfiltrated or exfiltrating via an encrypted connection (Barnett, 2021; 
Hirvonen, 2014; Mandiant, 2022b). The group has also used additional tech-
niques outside their malware for exfiltration. APT29 has exfiltrated data by map-
ping OneDrive as a network share, using a native API offered by a legitimate 
service, and downloading data staged to a victim’s email server with a HTTP 
request (Cash, Meltzer, Koessel, Adair, & Lancaster, 2020; Microsoft 365 De-
fender Team, 2020; Microsoft Threat Intelligence Center, 2021c). 

Impact: APT29 was identified using an impact technique in the compromise 
of Solarwinds. During the compromise the group inserted malicious code into 
the source code of the product, which was then delivered to victims (Microsoft 
Threat Intelligence Center, 2020b). One APT29 malware has a specific module for 
Denial-of-service attacks, however there is no indications that the group has used 
the tool to perform denial-of-service attacks (F-Secure, 2015a). 

Objectives: APT29’s objectives have been identified as the stealing of vari-
ous forms of information from their victims (Hirvonen, 2014; Polish Military 
Counterintelligence Service & CERT-PL, 2023; Symantec, 2017). It has also been 
suggested that APT29 aims specifically for long term persistence in the victim 
system to allow their objectives to be met (F-Secure, 2015a; Microsoft Threat In-
telligence Center, 2021c; Wolfram, Hawley, McLellan, Simonian, & Vejlby, 2022). 
APT29 has been identified stealing specifically politically sensitive information 
as well as information relating to intellectual property (National Cyber Security 
Centre UK, 2020; Wolfram, Hawley, McLellan, Simonian, & Vejlby, 2022).  

4.2.2 ATP29’s kill chains 

APT29 kill chains were identified using the same method as with APT28. In total 
the same 64 publications about APT29 were examined as for the previous section 
and from them 13 kill chains were identified. These publications consisted of re-
ports, whitepapers, and articles which were studied to identify the longest and 
most complete kill chains depicting APT29’s operations. As many of the reports 
consisted of analysis of malware capabilities instead of thorough incident reports, 
the identification of the kill chains required some interpretative analysis in some 
cases, similar to the analysis of APT28 kill chains. Here, too, the interpretations 
made will be marked with a strikethrough. The 13 identified kill chains are listed 
in the table (Table 2) marked C2-1, C2-2 etc. in no particular order. Using the 
same visualization method as in the earlier section, the kill chains show the se-
quence of events within one realized attack, the group’s described tendency, or 
capability to attack. The sequence of events is described by indicating the occur-
rence of a TTP by a number representing the UKC phase the TTP belongs to. The 
numbers and the UKC phase they represent are included in the leftmost column 
in the table. The sequence of events begins at the top row of each column with 
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events unfolding down the column. A black line was included in the table to 
note the point at which one system was considered as compromised and com-
mand & control connection is established, and the initial compromise phase was 
over. 

APT29’s kill chains had almost identical initial steps with two kill chains 
being the outliers. One of the outlier kill chains (C2-8) included a reconnaissance 
step that could be identified before resource development, delivery, and social 
engineering. The other outlier kill chain (C2-6) began with resource development 
and delivery, before including impact techniques. All the other kill chains started 
with the same steps: resource development, delivery, and social engineering be-
fore deviating as the kill chain advanced. However, the types and methods for 
resource development, delivery, and social engineering differed somewhat be-
tween the kill chains. 

Almost all the identified APT29 kill chains had spear phishing through 
email as the initial attack path. However, there was some variance in how the 
spear phishing was done: some attacks were done with a malicious document 
that contained an exploit within the email attachment (C2-1, C2-10, C2-13), while 
some attacks used different packaged or archived file as the email attachment, 
which then contained the malicious files (C2-2, C2-3, C2-4, C2-7, C2-8). In some 
attacks links were used within the emails or in decoy files that led to a malicious 
download (C2-9, C2-11, C2-12). 

The attacks that used a malicious document with exploits (C2-1, C2-10, C2-
13) also took advantage of social engineering. Social engineering was used to get 
the victim to open the initial email or email attachment. Attacks which did not 
use exploits often relied on additional social engineering, initially to trick the vic-
tim to open the links or documents and then separately to execute malicious pro-
grams or perform other unsafe actions (C2-2, C2-3, C2-8, C2-9, C2-11, C2-12). 

In the remaining kill chains the initial access vector was uncertain (C2-5, C2-
6). However, in the C2-5 kill chain a malicious document was used, and it was 
suspected to have been sent via email as well, so for the purpose of this analysis 
the initial attack path for C2-5 will be considered to be spear phishing. The un-
certain kill chains also include the Solarwinds compromise kill chain (C2-6) 
where the initial attack vector into the final victim network was through the sup-
ply chain attack, but the attack vector into Solarwinds itself is unknown. The So-
larwinds compromise continues from the unknown initial delivery by impacting 
the Solarwinds source code (C2-6). It should also be noted that APT29 has been 
known to conduct some other attacks without email as the initial access vector 
(Jenkins, Sarah, Parnian, & Bienstock, 2021; Lehtiö, 2014).  

After initial access was gained, the kill chains continued in varying order 
starting with defense evasion (C2-2, C2-3, C2-6, C2-7, C2-8), additional delivery 
where another payload is extracted from the initially delivered material (C2-4, 
C2-9, C2-11, C2-12), or code execution following exploitation or social engineer-
ing (C2-1, C2-5, C2-10, C2-13). The C2-7 kill chain is the only one identified that 
did not include additional delivery and C2-6 was the only one that did not in-
clude execution in the initial attack phase. These steps are often followed by the 
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setting up of persistence (C2-4, C2-5, C2-9 C2-10), performing discovery tech-
niques (C2-1, C2-2, C2-6, C2-7, C2-13), and additional occurrences of delivery, 
social engineering, or defense evasion (C2-3, C2-8, C2-12). If execution has was 
not reached earlier, execution is usually reached here (C2-2, C2-3, C2-8, C2-11, 
C2-12) before ending the initial attack phase by connecting to the command & 
control server. 

Almost all APT29’s kill chains include the delivery of further payloads after 
the command & control stage, only two kill chains being the outliers (C2-6, C2-
12). Often the kill chain was advanced further only if the victim was deemed in-
teresting enough (Faou, Tartare, & Dupuy, 2019; Polish Military Counterintelli-
gence Service & CERT-PL, 2023; Symantec, 2017). For most identified kill chains, 
the delivery of additional payloads or tools leads to execution (C2-1, C2-2, C2-3, 
C2-4, C2-8, C2-9, C2-10, C2-11). For other kill chains, the execution is preceded 
by other steps, performing persistence techniques for C2-7 and defense evasion, 
persistence, connections to command & control server, and second occurrence of 
defense evasion for C2-5. In the remaining kill chain additional discovery is per-
formed before delivering another payload through the command & control 
server and only then reaching execution (C2-13). 

Some kill chains end after reaching execution (C2-3, C2-8, C2-9, C2-11, C2-
13), with some ending after first performing collection and exfiltration (C2-1, C2-
10, C2-12). One kill chain ends after credential access and collection (C2-4). The 
remaining kill chains have a more unique path. 

The longest APT29 kill chain C2-2 continued after the initial attack phase 
with delivery and execution as mentioned earlier, which were then followed by 
performing persistence techniques before delivering another additional payload 
from a command & control server. This leads to execution, privilege escalation, 
and credential access into lateral movement which allowed APT29 to perform the 
final steps of collection and exfiltration. 

For the kill chain C2-5 the initial attack phase was followed by more defense 
evasion and the delivery of another payload. This payload was used for addi-
tional persistence and performed additional defense evasion. Command & con-
trol server was contacted again before more defense evasion techniques were 
performed. This was followed by execution that led APT29 to perform the final 
steps of collection and exfiltration. 

The Solarwinds compromise depicted in C2-6 continued from the initial at-
tack phase by credential access techniques which led to lateral movement. This 
was followed by persistence and discovery before additional credential access 
techniques were performed that led to privilege escalation. APT29 then per-
formed collection, exfiltration, and finally adding their final persistence. 

The last unique kill chain C2-7 performed additional delivery, persistence, 
and execution after the command & control server connection like other kill 
chains. This was followed by discovery, additional execution, and the delivery of 
yet another payload via command & control server which was then followed by 
execution as the final step. 
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TABLE 2 Identified APT29 kill chains2 

  

C2-
1 

C2-
2 

C2-
3 

C2-
4 

C2-
5 

C2-
6 

C2-
7 

C2-
8 

C2-
9 

C2-
10 

C2-
11 

C2-
12 

C2-
13 

1 Reconnaissance 2 2 2 2 2 2 2 1 2 2 2 2 2 

2 
Resource Develop-
ment 

3 3 3 3 3 3 3 2 3 3 3 3 3 

3 Delivery 4 4 4 4 4 17 4 3 4 4 4 4 4 

4 Social Engineering 5 7 7 3 12 7 7 4 3 5 3 1 5 

5 Exploitation 12 3 3 7 3 3 12 7 4 12 4 3 12 

6 Persistence 7 4 4 12 7 10 10 3 7 3 7 4 3 

7 Defense Evasion 3 12 7 6 6 7 8 4 12 6 12 7 10 

8 C&C 10 10 12 8 8 8 3 7 6 7 8 3 7 

9 Pivoting 7 8 6 3 7 13 6 12 10 10 3 4 10 

10 Discovery 6 3 10 12 3 14 12 8 8 8 12 12 8 

11 Privilege Escalation 8 12 8 13 6 6 10 3 3 3   8 10 

12 Execution 3 6 3 15 7 10 12 12 12 12  15 8 

13 Credential Access 12 8 12  8 13 8 8  15  16 3 

14 Lateral Movement 15 3   
7 11 3   

16   
12 

15 Collection 16 12   12 13 12       
16 Exfiltration  11   15 15        
17 Impact  13   16 16        
18 Objectives  14    6        

   15            

   16            

4.3 Turla (also known as: Snake, WhiteBear, Venomous Bear, Wa-
terbug, Uroburos, Pacifier APT) 

Turla is one of the longest operating APT groups identified as it has been con-
nected to one of the earliest known APT campaigns, “Moonlight Maze”, that be-
gan at the latest in 1996 (Federal Bureau of Investigation et al., 2023; Guerrero-
Saade, Raiu, & Rid, 2018). Before this connection was made it was widely thought 
that the group had only begun its activities in 2004 (Leonardo, 2020; Office of 
Information Security Securing One HHS & Health Sector Cybersecurity Coordi-
nation Center, 2022; Unterbrink, 2021). Like previous groups Turla has also been 
identified with multiple different names, with Turla seeming to be the most 
prominent name for the group. Turla has also been named “Snake” by BAE 

 
2 References: C2-1:Raiu, Soumenkov, Baumgartner, & Kamluk, 2013, C2-2: Wolfram, Hawley, 
McLellan, Simonian, & Vejlby, 2022, C2-3: Harbison & Renals, 2022, C2-4: F-Secure, 2015b, C2-5: 
Faou, Tartare, & Dupuy, 2019, C2-6: Microsoft 365 Defender Team, 2020, C2-7: Microsoft Threat 
Intelligence Center, 2021d, C2-8: Cash et al., 2021, C2-9: QiAnXin Technology, 2022, C2-10: 
Tivadar, BALÁZS, & Istrate, 2013, C2-11: Microsoft Defender Security Research Team, 2018, C2-

12: Microsoft Threat Intelligence Center, 2021b, C2-13: ESET, 2014b  
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Systems, “Venomous Bear” by Crowdstrike, “Waterbug” by Symantec, “Uro-
buros” by G Data, and “Pacifier APT” by Bitdefender (BAE Systems, 2014; Bitde-
fender, 2015b; Crowdstrike, 2022d; Rascagnères, 2014; Symantec, 2016). The 
WhiteBear alias was given by Kaspersky to a group believed to be a subgroup of 
Turla (Kaspersky Labs, 2017). Interestingly Crowdstrike has recently removed 
mentions of “Venomous Bear” from their lists of adversaries. 

Turla has been connected to multiple high-profile attacks on specific gov-
ernment entities such as the US Central Command, Finnish and Austrian Foreign 
Ministries, German Foreign Office, and the French Armed Forces (Faou, 2020a). 
The group has been noted as being particularly careful and selective in its target 
selection and often specifically targets governmental organizations such as min-
istries of foreign affairs, embassies, consulates, as well as defence and military 
organizations, and research and education organizations (Faou, 2020a; Federal 
Bureau of Investigation et al., 2023; Kaspersky, 2023c; Kaspersky Labs, 2014a). 
These targeted organizations are from most regions of the world with a noted 
focus on Europe, the Middle East, Central Asia, and the United States (Google 
Threat Analysis Group, 2023). 

Like the previous groups Turla has been connected to the Russian govern-
ment by multiple organizations. Some organizations like the cyber security com-
panies Kaspersky, Proofpoint, and Crowdstrike going only as far as noting that 
the group is Russian-speaking or Russian-originating, while Google and cyber 
security company Sekoia.io attributing the group more specifically to the Russian 
Federal Security Service FSB (Couchard & Arquillière, 2022; Crowdstrike, 2022d; 
Google Threat Analysis Group, 2023; Huss, 2017; Kaspersky Labs, 2019). Govern-
ments have also connected Turla to the FSB. In a joint advisory multiple govern-
mental organizations from the United States, United Kingdom, Canada, New 
Zealand, and Australia have attributed Turla to a specific unit within the FSB 
(Federal Bureau of Investigation et al., 2023). In a separate publication, the Esto-
nian foreign intelligence service has also connected Turla to the FSB and even 
named the same unit (Välisluureamet, 2018). 

Turla has been known to perform attacks where the goal has been to collect 
sensitive information from carefully selected targets while maintaining their ac-
cess and staying undetected (Faou, 2019; Faou, 2020a; Federal Bureau of Investi-
gation et al., 2023). This information collection often appears to be done for espi-
onage purposes (Faou, 2020b; Federal Bureau of Investigation et al., 2023; Haw-
ley, Roncone, McLellan, Mattos, & Wolfram, 2023; Office of Information Security 
Securing One HHS & Health Sector Cybersecurity Coordination Center, 2022). 

Turla has used many custom malware in its operations. These include first 
stage malware like Tavdig or Skipper that the group uses to perform initial re-
connaissance and deploy tools or additional malware, second stage malware like 
Carbon or Gazer which can be used to ensure persistence or to steal sensitive 
information from the victim, rootkit malware like Snake that are specifically de-
signed to be very difficult to detect and remain hidden to steal information, mal-
ware specifically targeting email servers and clients, and even one Android mal-
ware (ESET, 2017a, 2017b, 2018, 2019; Federal Bureau of Investigation et al., 2023; 
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Kaspersky Labs, 2014a; Leonard, 2022). The group has also used some open-
source tools like Mimikatz and Metasploit as well as taking advantage of code 
from an open-source project (GovCERT.ch, 2016). 

There are some indications that the operators and developers for Turla are 
not the same people. The governmental organizations from the United States, 
United Kingdom, Canada, New Zealand, and Australia that attributed Turla to a 
unit inside FSB, consider the Snake malware to have been developed by FSB of-
ficers from a specific FSB office in Rayzan while the operation of the malware is 
done from another FSB office (Federal Bureau of Investigation et al., 2023). As 
noted in the APT29 section, some similarities were identified with a malware 
used by APT29 and another malware used by Turla. Additional similarity was 
also found with Turla and APT28, as Turla has used a technique in almost an 
identical way as APT28 (Kaspersky Labs, 2018b; Kucherin, Kuznetsov, & Raiu, 
2021). 

Turla has often been described as particularly innovative and willing to 
evolve its tools and techniques (Bartholomew, 2017; Cyware, 2020; Greenberg, 
2023). This can be seen in some of the unique ways the group has operated, for 
example: Turla has taken over infrastructure of another APT group and used it 
to expand their foothold for their own operations, registered expired command 
& control domain names for a generic common malware to gain control of it, and 
used satellite-based internet links to maintain anonymity (Hawley, Roncone, 
McLellan, Mattos, & Wolfram, 2023; National Cyber Security Centre UK, 2017; 
Tanase, 2015). In addition to being described as very selective in its targeting, the 
group has also been described as particularly stealthy, even being willing to re-
move their own tools and lose control of a compromised device to avoid being 
detected (ESET, 2018b, 2019a; Faou, 2020a; Kaspersky Labs, 2018b). 

4.3.1 Identified TTPs 

The capabilities, tactics, techniques, and procedures of Turla were analysed 
through various reports, articles, and whitepapers that describe attacks per-
formed by Turla, malware used by Turla and the group itself. For this purpose, 
65 different publications were studied to identify Turla’s usage of, or capability 
to use, the TTPs divided into phases of the Unified Kill Chain. The TTPs listed 
and categorized below represent the totality of TTPs that Turla has used, or has 
the capability to use, not any specific attacks. 

Reconnaissance: Turla has been identified performing different reconnais-
sance activities to research its victims. The group has used externally hosted im-
age files embedded into documents to identify potential victims and to gain in-
formation about their systems (Couchard & Arquillière, 2022). Turla has also 
used watering hole attacks to perform profiling of possible victims and their de-
vice as well as attempting to track the future web browsing activities of possible 
victims (FireEye, 2015c). Turla has also scanned for devices infected by APT34, 
an Iranian APT group, to identify potential victims for themselves as they took 
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over the infrastructure of APT34 (National Security Agency & National Cyber 
Security Centre UK, 2019). 

Resource Development: In every Turla operation some form of resource 
development was present. For most attacks this means the development of the 
malware that was used, as many malware used by Turla are actively developed, 
sometimes for years (ESET, 2017a, 2017b, 2019; Federal Bureau of Investigation 
et al., 2023). Other resource development methods that were identified include 
setting up a satellite internet infrastructure, compromising and setting up web 
sites that are used for watering hole attacks, crafting malicious documents, and 
buying domain names for typosquatting or command & control use (Couchard 
& Arquillière, 2022; Faou, 2020c; Hawley, Roncone, McLellan, Mattos, & Wolfram, 
2023; Symantec, 2016; Tanase, 2015). 

Delivery: Turla has used multiple delivery methods in its attacks to gain 
access into the victim networks and devices. One of the earlier Turla malware, 
named agent.btz, is a self-replicating and self-spreading malware. Agent.btz can 
spread itself through removable storage devices such as USB-drives and through 
shared network drives (Shevchenko, 2008). Other more common delivery meth-
ods for Turla are spear phishing emails that include malicious attachments and 
watering hole attacks that can deliver different exploits or malicious installers 
which the user is tricked into executing (Faou, 2020c; Kaspersky Labs, 2014a; Sy-
mantec, 2016). The group has also taken over the infrastructure of another APT 
group and used it as a delivery method to its victims (National Security Agency 
& National Cyber Security Centre UK, 2019). Turla has also used their own initial 
access malware to deliver more sophisticated malware, lateral movement tools, 
or various scripts after an initial compromise (ESET, 2018c; Faou & Dumont, 2019; 
Kaspersky Labs, 2014a). Turla has also used certutil.exe to deliver additional 
tools on a compromised machine (Symantec, 2019).  

Social Engineering: In many operations Turla has taken advantage of social 
engineering tricks to confuse or trick victims into performing certain actions. The 
group has used social engineering often in conjunction with different email at-
tachment files. Turla has for example used file names that create a sense of ur-
gency, double file extensions like “document.doc.js”, and created malicious doc-
uments that try to trick the victim into enabling macros in a Word document by 
claiming the document is “protected” and enabling macros is required to open it. 
(Bitdefender, 2015b) Turla has also used decoy documents to trick a victim while 
a malicious file has also been delivered (Huss, 2017). Additionally, the group has 
also tricked victims into running malicious installers which install a legitimate 
program as well as their malware (Faou, 2020c; Symantec, 2016). 

Exploitation: Turla has used some exploits to gain code execution, deploy 
their malware, bypass security features, or in some cases to perform privilege 
escalation. The group has used exploits by creating malicious documents, includ-
ing them into their watering hole websites or malware, or by using additional 
tools (BAE Systems, 2014; Kaspersky Labs, 2014a; Symantec, 2016). Two of the 
vulnerabilities that Turla has been known to exploit were zero-day vulnerabili-
ties at the time. One zero-day exploit known to be used by Turla was for Adobe 



64 

Acrobat which was abused by creating a malicious PDF document that was sent 
to a victim as an email attachment. The group then used another exploit in com-
bination to gain escalated privileges. (Symantec, 2016) The security feature by-
pass Turla performed was achieved by the Snake malware exploiting a vulnera-
bility in the virtualization software Virtual Box (BAE Systems, 2014). Turla also 
used exploits with their watering hole attacks. The watering hole attacks have 
attempted to exploit a known Java vulnerability, but also some unknown exploits 
for Flash and Internet Explorer (Kaspersky Labs, 2014a). Turla has also exploited 
a similar zero-day vulnerability as APT28, both groups used malicious docu-
ments which targeted similar zero-day vulnerabilities in Microsoft Office (Jiang 
et al., 2017). 

Persistence: Turla has used a wide variety of persistence methods, one mal-
ware used by Turla even has six different modes to set up persistence. The group 
also has two malware likely designed specifically to stay hidden and maintain 
persistence if their primary malware is identified and removed. (ESET, 2017; 
Faou & Dumont, 2019; Unterbrink, 2021) Besides using malware, the group has 
also used many other techniques to maintain persistence, like setting up a trig-
gerable reverse shell, stealing existing accounts’ passwords, or creating new ac-
counts (Faou, 2020a; Federal Bureau of Investigation et al., 2023). 

Defense Evasion: Turla has been identified using different forms of defense 
evasion in their operations. Some of the defense evasion techniques identified are 
more direct, like the sophisticated way Snake malware bypasses a kernel security 
feature called PatchGuard by abusing a vulnerable driver, or the way KopiLu-
wak malware checks for the existence of Kaspersky antivirus programs on a com-
promised device (BAE Systems, 2014; Huss, 2017). Other techniques Turla has 
used include creating malicious services that masquerade as legitimate ones, us-
ing living off the land methods like certutil.exe to execute commands, using ste-
ganography to hide command & control messages inside files, exfiltrating data 
only during a specified time of day, malware communicating to the command & 
control server by injecting into legitimate processes, encrypting communications 
to and from their command & control server, hiding malware related files, sign-
ing their malware, and even using Instagram posts as a proxy to a command & 
control server in a similar way to APT29 (BAE Systems, 2014; Bitdefender, 2015b; 
Boutin, 2017; Faou, 2019; Federal Bureau of Investigation et al., 2023; Kaspersky 
Labs, 2014a; National Cyber Security Centre UK, 2017). 

Command & Control: Turla uses command & control servers in their oper-
ations and the malware used by Turla often even have alternative capabilities to 
connect to command & control servers should one fail (Faou, 2020a; G Data Se-
curityLabs, 2014; Levene, Falcone, & Halfpop, 2017). With the Snake malware 
Turla has created its own custom communication method that works on top of 
multiple different network protocols. These include lower-level protocols like 
TCP, UDP, and ICMP as well as higher level protocols like HTTP, SMTP, and 
DNS. (Federal Bureau of Investigation et al., 2023) Turla also has multiple mal-
ware with the capability for the infected devices to communicate directly, in a 
peer-to-peer fashion, with other devices infected by the same malware. This 



65 

allows for command & control communication to and from infected systems that 
are not directly connected to the internet. (Accenture, 2020; ESET, 2017b; Federal 
Bureau of Investigation et al., 2023) This communication is often achieved via 
named pipes (Accenture, 2020; ESET, 2017b). Turla also has one malware with 
capabilities for communication over the FTP protocol (Levene, Falcone, & Half-
pop, 2017). 

The group has often used compromised servers for command & control 
purposes, but in some cases also as proxy command & control servers that relay 
the traffic to the real command & control servers (Kaspersky Labs, 2014a; Levene, 
Falcone, & Halfpop, 2017). As mentioned earlier, Turla has also innovated some 
ways they do command & control, they have used satellite-based Internet links 
to increase anonymity, used data hidden inside PDF or JPG files to issue com-
mands and to exfiltrate data, and used legitimate services like Instagram or 
Github for their command & control infrastructure (Boutin, 2017; ESET, 2018b, 
2019a; Faou, 2020b; Kaspersky Labs, 2014a; Levene, Falcone, & Halfpop, 2017). 

Pivoting: Turla has used the technique of tunnelling traffic through already 
compromised systems in some of its operations. This was done in some cases to 
contact the command & control server, to exfiltrate data out of a system, or in 
some cases to obfuscate the real command & control server (GovCERT.ch, 2016; 
Kaspersky Labs, 2014a). Some malware used by Turla also have features specifi-
cally to perform pivoting through other machines (Accenture, 2020; Federal Bu-
reau of Investigation et al., 2023). 

Discovery: Within its operations Turla has often been identified performing 
wide ranging discovery techniques to gain information about the compromised 
system and to give a unique “fingerprint” to compromised systems (Kaspersky 
Labs, 2014a, 2019). The group has often simply used various scripts and native 
operating system commands to perform this information gathering (Bartholo-
mew, 2017; G Data SecurityLabs, 2014). Many malware used by Turla have a set 
of discovery techniques or commands that are performed automatically (Barthol-
omew, 2017; Kaspersky Labs, 2014b, 2019). The group has also been identified 
using additional tools to perform discovery, such as network enumeration. This 
has been done using custom tools as well as legitimate tools like dnsquery. (Fed-
eral Bureau of Investigation et al., 2023; GovCERT.ch, 2016; Symantec, 2016) 
Turla has also used discovery techniques to aid in selecting targets for further 
exploitation. This has been done in watering hole attacks where some limited 
information is gathered about the victim’s system, such as browser or plugin ver-
sions (Kaspersky Labs, 2014a). One of the fingerprinting scripts used by Turla 
has been found to have been taken from the BEEF framework, which is a publicly 
available browser exploitation framework (GovCERT.ch, 2016). 

Privilege Escalation: Turla has been known to sometimes perform privilege 
escalation techniques during its operations. In some cases, the group has done 
this by exploiting different vulnerabilities. These include multiple different Win-
dows privilege escalation vulnerabilities and a vulnerability in the virtualization 
software VirtualBox. (Kaspersky Labs, 2014a; Symantec, 2016) The vulnerability 
in VirtualBox allows the attackers to escalate privileges of their Snake malware 
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by installing a kernel mode driver. This allows the malware to stay exceptionally 
well-hidden. (BAE Systems, 2014) Turla has also used the open-source exploita-
tion tool Metasploit, the password stealing tool Mimikatz, as well as the group’s 
own custom tools to perform privilege escalation (ESET, 2018c; GovCERT.ch, 
2016; Symantec, 2016). The group has also used service creation for privilege es-
calation and DLL injection possibly for privilege escalation (Accenture, 2020; 
Federal Bureau of Investigation et al., 2023). 

Execution: Researchers have identified Turla using many methods for code 
execution on compromised devices. To gain the initial execution of their malware, 
the group has often used social engineering, various exploits via malicious doc-
uments, Javascript added into compromised websites, or exploits delivered via 
watering hole websites (Bartholomew, 2017; Bitdefender, 2015b; Kaspersky Labs, 
2014a). The various first stage malware used by Turla are often capable of deliv-
ering and executing additional payloads as well as executing commands received 
from command & control servers (Kaspersky Labs, 2018b, 2019). Some of the mal-
ware and malicious files take advantage of native programs found in Windows 
like wscript.exe, rundll32.exe, cmd.exe, and Powershell as well as the Linux shell 
to in order to execute payloads or run commands sent to them (Bartholomew, 
2017; Faou, 2020a; Levene, Falcone, & Halfpop, 2017; Rascagnères, 2014). 

After the initial execution phase the group has used other living off the land 
capabilities offered by the operating systems to execute code: Python scripts, 
WMI, regsvr32.exe, and PsExec (Faou, 2020; Faou & Dumont, 2019; Kaspersky 
Labs, 2018; Symantec, 2019). Turla has also used legitimate administrative tools 
that are not native to the systems to execute code or commands, such as winrs.exe 
and IntelliAdmin (Kaspersky Labs, 2014a; Symantec, 2019). Turla has used two 
techniques specifically for executing malicious DLL-files, DLL search order hi-
jacking and DLL side loading (Faou, 2020; Federal Bureau of Investigation et al., 
2023b). 

Credential Access: Turla has been known to occasionally use credentials 
stealing during their operations, often to perform lateral movement or to gain 
administrator access (Federal Bureau of Investigation et al., 2023; GovCERT.ch, 
2016; Symantec, 2016). The group has often relied on tools to gain credential ac-
cess. The group has been known to use Mimikatz, a custom password stealing 
tool, an unspecified password hash dumper, and a keylogger. (G Data Secu-
rityLabs, 2014; Kaspersky Labs, 2014a; Symantec, 2016, 2019) Turla has also taken 
advantage of Powershell, batch scripts, and shell scripts for credential access 
techniques (Guerrero-Saade, Raiu, & Rid, 2018; Symantec, 2016, 2019). 

Lateral Movement: Turla has been known to perform lateral movement 
continually, patiently, and persistently by searching for and identifying potential 
systems to compromise before stealing the necessary credentials (Federal Bureau 
of Investigation et al., 2023; GovCERT.ch, 2016). To perform the lateral movement 
the group has relied heavily on stealing passwords and using built-in commands 
and tools like “net use” and WMI (Federal Bureau of Investigation et al., 2023; 
GovCERT.ch, 2016; Kaspersky Labs, 2014a). Turla has also delivered and used 
additional lateral movement tools, namely PsExec, winrs.exe, and IntelliAdmin 
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(Kaspersky Labs, 2014a; Symantec, 2019). The group has also used their own mal-
ware for lateral movement (ESET, 2017b; Faou, 2019). Many of the group’s other 
malware allow for peer-to-peer communication, which allows infected systems 
to communicate with each other to enable lateral movement inside local net-
works, even without direct communication to the command & control servers 
(ESET, 2018; G Data SecurityLabs, 2014).  

Collection: Turla has been known to perform various forms of data collec-
tion after compromising a victim. The malware used by Turla can list files and 
directories, search for files with specific file extensions, steal emails, take screen-
shots, take pictures using the victim’s webcam, collect Wi-Fi information, and 
steal data from removable drives (Bitdefender, 2015b; ESET, 2018b; Faou, 2019, 
2020b; Kaspersky Labs, 2018b; Levene, Falcone, & Halfpop, 2017). Turla has also 
used some additional tools to perform the collection and staging of files, logging 
keystrokes, as well as collecting data from a victim’s database server (Faou, 2020a; 
Federal Bureau of Investigation et al., 2023; Symantec, 2016). 

The group has also been identified collecting information with scripts that 
execute various operating system commands (Guerrero-Saade, Raiu, & Rid, 2018; 
Symantec, 2016). In addition to information collection with scripts or malware, 
the group has been identified collecting information manually (Hawley, Roncone, 
McLellan, Mattos, & Wolfram, 2023). Turla has been known to stage collected 
data for exfiltration by using rar and tar tools to create archives of the data (Guer-
rero-Saade, Raiu, & Rid, 2018; Hawley, Roncone, McLellan, Mattos, & Wolfram, 
2023). 

Exfiltration: During its operations Turla has been known to exfiltrate the 
sensitive information they have stolen (Federal Bureau of Investigation et al., 
2023; Symantec, 2016). Many of the group’s malware has specific capabilities to 
facilitate exfiltration and to make it difficult to detect (Bartholomew, 2017; ESET, 
2018b; Faou, 2020b; Federal Bureau of Investigation et al., 2023; Tanase, 2015). 
This includes the capability to exfiltrate individual files and files from a specified 
directory as well as an API like function included into the group’s Kazuar mal-
ware that makes it possible to request files from a compromised system (ESET, 
2017b; Huss, 2017; Levene, Falcone, & Halfpop, 2017). The malware used by Turla 
can exfiltrate data via HTTP, SMTP, and ICMP protocols (G Data SecurityLabs, 
2014; Huss, 2017). Some Turla malware can also exfiltrate stolen data by embed-
ding data into PDF or JPG files, which are then sent via email to the group (ESET, 
2018b; Faou, 2019). The group often encrypts the data that is exfiltrated or en-
crypts the communication between the command & control servers and their 
malware (Bitdefender, 2015b; Hawley, Roncone, McLellan, Mattos, & Wolfram, 
2023; Kaspersky Labs, 2014a). One malware used by Turla has been identified 
using the victim’s browser and its cache to perform data exfiltration in a unique 
way (Bitdefender, 2017). 

Turla has also used techniques that do not rely on the capabilities of their 
malware to perform exfiltration. The group has taken advantage of Dropbox, 
OneDrive, Box, and Gmail as services where data is exfiltrated to (Faou, 2020a, 
2020b; Faou & Dumont, 2019; Symantec, 2019). Turla has used shared network 
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drives, wget, a standalone custom tool, and the official API of a legitimate service 
to exfiltrate data to these legitimate services (Faou, 2020a, 2020b; Symantec, 2019). 
The group has also performed additional steps to make their exfiltration tech-
niques difficult to detect, such as only exfiltrating only during specific times of 
the day and using proxy servers during the exfiltration (Faou, 2019; Symantec, 
2016). 

Objectives: The objectives for Turla’s operations have been identified as the 
collection and stealing of sensitive information from its victims (National Cyber 
Security Centre UK, 2017; Vergeer, de Mik, Sahertian, van Dantzig, & Zheng Hu, 
2017).  Turla has been identified stealing information regarding international re-
lations as well as other sensitive information relating to diplomatic communica-
tions (Federal Bureau of Investigation et al., 2023). 

4.3.2 Turla’s kill chains 

Turla’s kill chains were identified using the same method as with the previous 
sections regarding APT28 and APT29. In total the same 65 publications about 
Turla and its operations were examined as for the TTP section previously and 
from them 13 kill chains were identified. These examined publications consisted 
of reports, whitepapers, and articles and they were studied to identify the longest 
and most complete kill chains depicting Turla’s operations. Because some of the 
reports consisted of analysis of malware capabilities instead of thorough incident 
reports, the identification of the kill chains required some interpretative analysis 
in some cases, in the same way as with the reports regarding APT28 and APT29. 
In the same way as with APT28 and APT29 kill chains, these interpretations made 
were marked with a strikethrough line. Additionally, a black line was included 
to demarcate the point at which the compromise of an initial device was complete, 
and the initial compromise phase was considered over. The 13 identified kill 
chains are listed in the table below (Table 3) and were marked C3-1, C3-2 etc. in 
no particular order. Using the same visualization method as in the earlier sections, 
the kill chains show the sequence of events within one realized attack, the de-
scribed tendency of the group, or their capability to attack. The sequence of 
events is described by indicating the occurrence of a TTP by the number repre-
senting the UKC phase the TTP belongs to. The numbers and the UKC phase they 
represent are included in the leftmost column in the table. The sequence of events 
begins at the top row of each column with events unfolding down the column. 

The identified kill chains had mostly similar initial steps. Most kill chains 
(C3-3, C3-4, C3-6, C3-7, C3-8, C3-9, C3-13) began with initial reconnaissance, re-
source development, delivery, and discovery. Most of the remaining kill chains 
(C3-1, C3-2, C3-5, C3-10, C3-11) began with resource development and delivery. 
The only outlier was C3-12 which started from the delivery phase followed by 
social engineering. The techniques used for these steps were different between 
the kill chains. 

Within the identified kill chains, watering hole attacks were the most com-
mon initial attack path (C3-3, C3-4, C3-6, C3-7, C3-8, C3-9, C3-11, C3-13). The 
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watering hole attacks mostly followed a similar initial kill chain pattern: some 
form of initial reconnaissance was performed to identify IP addresses of the tar-
gets and after the victim browsed to a compromised website, a fingerprinting 
script was delivered through the browser to perform initial discovery. This al-
lowed only the desired targets to be forwarded to the malicious content, which 
was delivered through exploits (C3-3, C3-7, C3-9) in some cases or by various 
malicious installers that the victim was social engineered into running (C3-4, C3-
6, C3-8, C3-13). The watering hole attack that did not fit this description (C3-11) 
was lacking the initial reconnaissance, but otherwise had a similar initial kill 
chain with a malicious Adobe Flash installer being served from a watering hole 
site. Half of the watering hole attacks included defense evasion before connecting 
to the command & control servers (C3-4, C3-6, C3-8, C3-9), in other attacks the 
command & control servers were connected to after execution (C3-3, C3-7) or af-
ter the initial discovery (C3-11, C3-13). 

In addition to watering hole attacks, the group has used spear phishing for 
its initial attack path (C3-1, C3-2, C3-5) as well as two initial delivery methods 
that are similar to supply chain attacks (C3-10, C3-12). In the identified spear 
phishing attacks, the group used both malicious documents, which included an 
exploit that allowed for code execution (C3-1, C3-5), as well as social engineering 
to trick a user to open a malicious installer (C3-2) to reach execution. Two of these 
attacks (C3-1, C3-2) continued with Turla performing discovery and defense eva-
sion techniques, before reaching out to the command & control server, with the 
C3-1 kill chain also including privilege escalation before discovery. In the remain-
ing spear phishing kill chain (C3-5), the attackers moved from execution directly 
to connecting to the command & control server. 

The two attacks that are similar to supply chain attacks include Turla creat-
ing malicious installers masquerading as legitimate software that were spread in 
an unknown way (C3-10), though the nature of the software the installers were 
masquerading as suggest they might have been simply shared publicly. The re-
maining attack (C3-12) was done by registering the command & control domain 
name of a commodity malware, which allowed Turla to gain control of the de-
vices infected by the malware. In the case of the malicious installers (C3-10), the 
group social engineered the victim to run one of the malicious installers, leading 
to execution and connecting to the command & control server after persistence 
was gained. In the remaining kill chain (C3-12), the attack begun as an infected 
USB drive was delivered to a victim and the victim was social engineered to open 
a shortcut file from the USB drive, which led to execution. This was followed by 
the malware performing persistence and defense evasion techniques, before 
Turla registered the command & control domain name used by the malware and 
actually gained control. 

After the initial attack phase in the phishing and watering hole attacks, the 
group commonly performed discovery and delivery techniques in varying or-
ders (C3-1, C3-2, C3-5, C3-6, C3-7, C3-8, C3-9) and in some cases privilege esca-
lation prior to performing the discovery techniques (C3-3, C3-4). In the remaining 
kill chains (C3-10, C3-11, C3-12, C3-13), Turla performed delivery, social 
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engineering, persistence, and execution in varying orders before discovery tech-
niques were performed. Notably, discovery techniques were identified in every 
kill chain after the connection to command & control servers. 

Some kill chains finished in a straightforward manner after these steps.  The 
previous steps were followed up by credential access, which led to lateral move-
ment, collection, and exfiltration, before finally delivering an additional payload 
as the final step (C3-1, C3-2). For some kill chains an additional and final payload 
was delivered after the lateral movement, but before the final steps of collection 
and exfiltration were performed (C3-5, C3-6, C3-7). 

In most of the remaining kill chains, additional defense evasion and com-
mand & control connection was performed after the discovery step (C3-3, C3-4, 
C3-13), in some cases also including persistence techniques (C3-8, C3-9). Two of 
these kill chains then finished similarly to the earlier kill chains, credential access 
was performed, which led to lateral movement, and the final steps of collection 
and exfiltration (C3-8, C3-9). For one kill chain (C3-13), collection was only pre-
ceded by execution. The other kill chains (C3-3, C3-4) required an additional de-
livery before performing the similar finishing steps, credential access into lateral 
movement, followed up by collection, exfiltration, and the final step of delivery 
of a final payload. 

The remaining kill chains (C3-10, C3-11, C3-12) progressed from the discov-
ery step with connection to command & control servers and delivery, in varying 
order. This was followed with execution, which finished one kill chain (C3-11), 
collection and execution followed by exfiltration to finish another kill chain (C3-
12), and the final kill chain included execution followed by another connection to 
command & control servers before collection (C3-10). 
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TABLE 3 Identified Turla kill chains3 

  

C3-
1 

C3-
2 

C3-
3 

C3-
4 

C3-
5 

C3-
6 

C3-
7 

C3-
8 

C3-
9 

C3-
10 

C3-
11 

C3-
12 

C3-
13 

1 Reconnaissance 2 2 1 1 2 1 1 1 1 2 2 3 1 

2 Resource Develop. 3 3 2 2 3 2 2 2 2 3 3 4 2 

3 Delivery 5 4 3 3 4 3 3 3 3 4 10 12 3 

4 Social Engineering 4 12 10 10 5 10 10 10 10 12 8 6 10 

5 Exploitation 12 10 5 4 12 3 5 3 5 6 4 7 8 

6 Persistence 11 7 3 3 8 4 3 4 12 8 3 2 4 

7 Defense Evasion 10 8 12 12 3 12 12 12 7 12 12 8 12 

8 Command & Control 7 10 8 7 10 7 8 7 8 3 6 3 3 

9 Pivoting 8 3 11 8 13 8 3 8 10 6 3 12 10 

10 Discovery 10 13 10 11 14 3 10 10 3 10 12 10 7 

11 Privilege Escalation 3 14 7 10 3 10 13 3 6 3 10 8 8 

12 Execution 13 15 8 7 15 13 14 6 7 8 8 3 3 

13 Credential Access 14 16 10 8 16 14 3 7 8 12 3 12 12 

14 Lateral Movement 15 3 3 10  3 15 8 13 8 12 15 15 

15 Collection 16  13 3  15 16 13 14 15  16  
16 Exfiltration 3  14 13  16  14 15     
17 Impact   15 14    15 16     
18 Objectives   16 15    16      

    3 16          

     3          

 

 
3 References: C3-1: Kaspersky Labs, 2014a, C3-2: Kaspersky Labs, 2014a, C3-3: Kaspersky Labs, 
2014a, C3-4: Kaspersky Labs, 2014a, C3-5: Symantec, 2016, C3-6: Symantec, 2016, C3-7: Symantec, 
2016, C3-8: GovCERT.ch, 2016, C3-9: GovCERT.ch, 2016, C3-10: Kaspersky Labs, 2019, C3-11: 
Faou, 2020c, C3-12: Hawley, Roncone, McLellan, Mattos, & Wolfram, 2023, C3-13: Boutin, 2017  
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The TTPs identified from the reports and the identified kill chains will be used to 
compare the APT groups in this section. The relationships, themes, patterns, dif-
ferences, and similarities between the groups identified from the analysis will be 
the basis that is used to answer the research questions. The analysis will focus on 
comparing the identified TTPs and kill chains. 

5.1 TTP analysis 

5.1.1 Reconnaissance 

Only a few different reconnaissance techniques were identified overall, possibly 
because reconnaissance, especially before an attack has taken place, is difficult to 
identify. The reconnaissance techniques that were identified between all the 
groups were mostly similar. APT28 and APT29 both have been identified scan-
ning for vulnerabilities in systems they are planning to target while Turla has 
been identified scanning for devices compromised by another APT group (Na-
tional Cyber Security Centre UK, 2020; National Security Agency & National 
Cyber Security Centre UK, 2019; Trend Micro, 2020). APT29 has also been iden-
tified using tracking links to perform reconnaissance and Turla has been identi-
fied using a spear phishing document simply for reconnaissance, which are 
somewhat similar techniques (Barnett, 2021; Couchard & Arquillière, 2022). 

5.1.2 Resource Development 

Resource development techniques were often not specified in reports as it is not 
easy to identify steps the groups have taken prior to an attack, but every group 
was found to have performed some resource development. Even if the techniques 
are not visible to researchers or defenders, these techniques are required to create 
the malware, phishing emails, and malicious sites that are used by the groups. 

5 ANALYSIS 
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The resource development techniques that were identified were mostly common 
between the groups. Each of the groups has been found to have set up domain 
names, in some cases specific typosquat domain names (Couchard & Arquillière, 
2022; FireEye, 2014; Recorded Future, 2022). All groups have also been known to 
create phishing documents and various malware (Bitdefender, 2015b; ESET, 2016; 
FireEye, 2017; F-Secure, 2015a; Kharouni et al., 2014). APT28 and Turla have also 
been known to set up malicious watering hole websites (ESET, 2014a; Faou, 2020c; 
FireEye, 2017; Kaspersky Labs, 2014a).  

5.1.3 Delivery 

Some more variance was found in delivery techniques. All groups used some 
common delivery methods, but the use of email was clearly the most common 
initial delivery technique as it was used multiple times by all groups (Adair, 2016; 
ESET, 2016; Symantec, 2016). After an initial delivery all groups have also used 
their first stage malware or the access, they have gained to deliver additional 
malware or tools to the victim environment (ESET, 2018a; Faou, Tartare, & 
Dupuy, 2019; Kaspersky Labs, 2014a). In addition to email and first stage mal-
ware delivery, APT28 and Turla have used watering holes and infected USB-
drives for the initial delivery of malware or other malicious objects (Calvert, 2014; 
Faou, 2020; FireEye, 2017; Hawley, Roncone, McLellan, Mattos, & Wolfram, 2023). 
Turla and APT28 have also both used certutil.exe to deliver their tools or malware 
to compromised devices (Lee & Falcone, 2018; Symantec, 2019). Some similarity 
can also be seen with APT28 and APT29, both have used stolen credentials and 
password spraying as initial access methods (Jenkins, Sarah, Parnian, & 
Bienstock, 2021; Mandiant, 2022; Microsoft Threat Intelligence Center, 2020; 
Mueller, 2019).  

Uniquely among the groups APT29 has used supply chain attacks as a de-
livery method multiple times (F-Secure, 2015a; Lehtiö, 2014; Ramakrishna, 2021). 
Though Turla and APT28 have also been identified using legitimate software that 
has been infected with their malware. It is however not clear if the malicious soft-
ware was delivered to a victim in a way to fit the supply chain attack method or 
if it was delivered by another method (ESET, 2016; Kaspersky Labs, 2019; Syman-
tec, 2016). Turla has also been known to use some unique delivery methods, the 
group has taken over the infrastructure of another APT group and used it to gain 
access to their victims and in another attack registered an expired command & 
control domain name of a commodity malware to take control of victims of the 
malware (Hawley, Roncone, McLellan, Mattos, & Wolfram, 2023; National Secu-
rity Agency & National Cyber Security Centre UK, 2019) 

5.1.4 Social Engineering 

Social engineering techniques were reported among all groups, as the groups 
used various social engineering techniques in many attacks and in very similar 
ways. The groups all used social engineering techniques to trick their victims into 
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opening malicious documents, links, emails, or as a decoy after a malicious file 
has been opened or delivered (Faou, 2020c; F-Secure, 2015a; Hirvonen, 2014; 
Huss, 2017; Kharouni et al., 2014). Turla also used social engineering to trick vic-
tims into downloading and running a malicious installer that was masquerading 
as legitimate software (Kaspersky Labs, 2014a). 

5.1.5 Exploitation 

Exploitation techniques varied noticeably between the groups, with APT28 being 
identified using the most exploits, followed by APT29, and Turla having been 
connected to only a few exploits. APT28 has been connected to the exploitation 
of many zero-day vulnerabilities, using as many as six in one year alone (ESET, 
2016). The use of exploits with various malicious documents is the most common 
way of exploitation among the groups. All groups have used various vulnerabil-
ities with Adobe and Word documents to achieve code execution. (ESET, 2014a, 
2016; F-Secure, 2015a; Jiang et al., 2017; Kaspersky Labs, 2014a) All of the groups 
have also exploited various Windows vulnerabilities to perform privilege escala-
tion (ESET, 2016, 2022; Kaspersky Labs, 2014a). 

Some overlap can also be identified between individual groups. APT28 and 
Turla were both identified using two similar zero-day vulnerabilities with mali-
cious Microsoft Office documents (Jiang et al., 2017). The groups have also used 
watering hole attacks in similar types of attacks with malicious websites exploit-
ing browser or other web-based vulnerabilities to achieve their initial compro-
mise. However, the specific vulnerabilities the groups have used were different. 
(ESET, 2016; FireEye, 2017; Kaspersky Labs, 2014a) APT28 and Turla have both 
also used different vulnerabilities to avoid operating system defense features 
(BAE Systems, 2014; Ilascu, 2018). 

APT28 and APT29 have also shown some similarities in exploitation. The 
groups have exploited the same Microsoft Word code execution vulnerability by 
using malicious documents and exploited the same Microsoft Exchange vulner-
ability (Cash, Meltzer, Koessel, Adair, & Lancaster, 2020; ESET, 2014a, 2014b; Na-
tional Security Agency, Cybersecurity & Infrastructure Security Agency, Federal 
Bureau of Investigation, & National Cyber Security Centre UK, 2021). One over-
lap was also identified between Turla and APT29, both have used the same priv-
ilege escalation vulnerability in Windows operating systems (F-Secure, 2015a; Sy-
mantec, 2016). 

As APT28 exploited the most vulnerabilities, the group also has exploited 
some unique vulnerabilities. The group was the only one to exploit a Firefox vul-
nerability, as well as a Java privilege escalation vulnerability, and a UEFI vulner-
ability (ESET, 2016; Hacquebord, 2017; Ilascu, 2018).  

Other unique findings among the groups were found from APT29, the only 
group to have exploited a vulnerability in Apple iPhones. The group used a ma-
licious website that hosted an exploit to a vulnerability in iPhones (Microsoft 
Threat Intelligence Center, 2021b). Additionally, APT29 exploited a wide selec-
tion of network devices and network software mostly unique among the group, 
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with Microsoft Exchange exploitation being in common with APT28 (Cash, Melt-
zer, Koessel, Adair, & Lancaster, 2020; National Cyber Security Centre UK, Cy-
bersecurity & Infrastructure Security Agency, Federal Bureau of Investigation, & 
National Security Agency, 2021). 

5.1.6 Persistence 

The use of persistence techniques was mostly similar between the groups, still 
some variance could be identified. All groups employed some similar persistence 
techniques like abusing start up folders, making registry modifications, creating 
or modifying services, and creating scheduled tasks (ESET, 2016; Hacquebord & 
Remorin, 2020; Hirvonen, 2014; Huss, 2017; Levene, Falcone, & Halfpop, 2017; 
Microsoft Threat Intelligence Center, 2021d; Raiu, Soumenkov, Baumgartner, & 
Kamluk, 2013; Unterbrink, 2021). However, not all persistence techniques were 
found among all the groups. For example, APT29 and Turla both have used WMI 
and account creation for persistence, while APT28 has not (Crowdstrike, 2022c; 
Faou, 2020a; Faou & Dumont, 2019; Faou, Tartare, & Dupuy, 2019). APT28 and 
Turla share the use of rootkits for persistence, while APT29 has not been identi-
fied using them (BAE Systems, 2014; ESET, 2016; Ilascu, 2018). 

5.1.7 Defense evasion 

Defense evasion techniques showed some notable differences between the 
groups. All the groups used some common defense evasion techniques, such as 
checking for antivirus products, using code obfuscation, encrypted or encoded 
payloads, encrypted or encoded communication, and using legitimate seeming 
names for their tools or files to blend into the compromised environment (Baum-
gartner & Raiu, 2015; Crowdstrike, 2022; ESET, 2014, 2016; Faou, 2020; Faou & 
Dumont, 2019; Federal Bureau of Investigation et al., 2023; FireEye, 2014; Lee & 
Falcone, 2018; National Security Agency, Cybersecurity & Infrastructure Security 
Agency, Federal Bureau of Investigation, & National Cyber Security Centre UK, 
2021; Raiu, Soumenkov, Baumgartner, & Kamluk, 2013; Symantec, 2017; Telsy, 
2020).  Additional similarity can be seen in the use of legitimate online services, 
such as Twitter, Dropbox, Google Drive, or Instagram to act as a command & 
control server, or a proxy to the command & control servers. It should however 
be noted that APT29 was identified using this technique as early as 2011, has used 
this technique often, and has been identified using multiple different services 
while APT28 and Turla have only been identified using the technique in individ-
ual cases. (Boutin, 2017; FireEye, 2015b; Hacquebord & Remorin, 2020; Harbison 
& Renals, 2022) 

Beyond these similarities, APT29 stands out from the other groups as 
APT29 has a very wide range of techniques they have used for defense evasion 
that neither APT28 nor Turla have been identified using. For example: using IP 
addresses and hostnames that match the victim network, disabling security soft-
ware, using domain generation algorithms (DGA), using domain fronting, using 
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HTML smuggling, using unique folder and file names for each compromise, and 
using multiple user accounts for different stages of a compromise (Dunwoody, 
2017b; FireEye, 2020; Mandiant, 2022b; Microsoft Threat Intelligence Center, 
2020b, 2021c; Wolfram, Hawley, McLellan, Simonian, & Vejlby, 2022).  

Despite APT29 having used many unique defense evasion techniques, some 
overlap can be seen. APT29 and Turla have both have signed some of the mali-
cious files the groups have used (Faou, Tartare, & Dupuy, 2019; Kaspersky Labs, 
2014a). APT29 and Turla have both also used a technique called “timestomping” 
to falsify or obfuscate timestamps that have been created and steganography to 
obfuscate the communications between their malware and their command & con-
trol servers (Faou, 2019; Faou & Dumont, 2019; FireEye, 2015b; Wolfram, Hawley, 
McLellan, Simonian, & Vejlby, 2022). Turla also has used some unique techniques: 
they have used their Snake rootkit to hide files and to capture network traffic, as 
well as operating some of their malware only during local office hours (BAE Sys-
tems, 2014; Faou, 2020a; Faou & Dumont, 2019). 

APT28 and Turla also have some technique overlap, both groups have em-
ployed process injection techniques to allow their malware to connect to the com-
mand & control server through browsers used by the victim. Both groups have 
also exploited vulnerabilities to avoid defense features (BAE Systems, 2014; ESET, 
2016; Ilascu, 2018). APT28 and APT29 also share two techniques, both groups 
have been known to disable logging and clear logs to avoid detection (Mandiant, 
2022b; Mehta, Leonard, & Huntley, 2014; Mueller, 2018). 

5.1.8 Command & control 

All the groups use some similar command & control communication techniques. 
Each group has been known to often use the HTTP protocol for communications 
between their malware and the command & control servers, often encrypting or 
encoding their communications (ESET, 2014b; Faou, 2020a; Lee, Harbison, & Fal-
cone, 2018). The groups have all also been identified using systems that have 
likely been compromised, as well as legitimate services like Google Drive, Insta-
gram, Dropbox, and Twitter as their command & control servers or proxies to 
their command & control servers (Boutin, 2017; Crowdstrike, 2022c; FireEye, 
2015b; Hacquebord & Remorin, 2020; Levene, Falcone, & Halfpop, 2017; Secu-
rityScorecard, 2022). All three groups also have the capability for communicating 
to their command & control servers by using the FTP protocol (F-Secure, 2015a; 
Hacquebord & Mercês, 2015; Levene, Falcone, & Halfpop, 2017). APT28 and 
Turla both have capabilities for communicating with the SMTP protocol which 
APT29 has not shown to have (ESET, 2016; G Data SecurityLabs, 2014). APT29 
and Turla both have the capability to use DNS for their command & control com-
munication and have used named pipes to forward communication inside local 
networks (Accenture, 2020; ESET, 2017b; Faou, Tartare, & Dupuy, 2019; Federal 
Bureau of Investigation et al., 2023; PwC, 2020). 

Some unique aspects can be identified between the groups. APT28, for ex-
ample, has their Xtunnel malware specifically designed to act as a tunnel between 
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the command & control server (ESET, 2016). The group also has the capability to 
communicate over the POP3 protocol (Anthe et al., 2015). Uniquely APT29’s Cos-
micDuke malware has the capability to use the WebDav protocol for its com-
mand & control communication and the group has also used TOR for their com-
mand & control communication (Dunwoody, 2017b; F-Secure, 2015a). Turla has 
the widest selection of network protocols that the group has used for its com-
mand & control communication. For Turla’s Snake malware they have built their 
own communication method that can be transferred over TCP, UDP, and ICMP 
as well as more common protocols used by other groups, HTTP, DNS, and SMTP 
(Federal Bureau of Investigation et al., 2023). Turla is also unique in their use of 
satellite communications for command & control and multiple Turla malware 
have the capability to communicate between each other in a peer-to-peer manner 
to reach the command & control server (Accenture, 2020; ESET, 2017b; Federal 
Bureau of Investigation et al., 2023; Tanase, 2015). 

5.1.9 Pivoting 

Not many different pivoting techniques were identified among the groups, 
though all groups were found to have used some. APT28 has been identified us-
ing Xtunnel for pivoting on multiple occasions (Guarnieri, 2015; Mueller, 2019; 
Secureworks, 2017). APT29 has used pivoting techniques that do not rely on its 
own malware: the group has been identified using SSH tunneling on a compro-
mised device and cobalt strike beacons for pivoting purposes (Barnett, 2021; 
Crowdstrike, 2022c). Turla on the other hand has not been identified using any 
specific pivoting techniques, though the group has been known to perform piv-
oting via some unspecified methods (GovCERT.ch, 2016; Guerrero-Saade, Raiu, 
& Rid, 2018; Kaspersky Labs, 2014a).  

The groups all had some pivoting capabilities built into their malware. The 
main purpose of APT28’s Xtunnel is to allow for pivoting (ESET, 2016). Multiple 
Turla malware also have the capability for tunnelling command & control traffic 
through them to allow for pivoting (Accenture, 2020; ESET, 2017b; Federal Bu-
reau of Investigation et al., 2023). APT29’s FatDuke and MiniDuke malware have 
some pivoting features (Faou, Tartare, & Dupuy, 2019). 

5.1.10 Discovery 

All groups have performed various discovery techniques and certain overlap is 
found. Often the discovery techniques identified from the groups were per-
formed using each group’s own malware. The groups all have malware that can 
perform discovery through built-in commands or specific features (Bitdefender, 
2015b; ESET, 2016; Tivadar, BALÁZS, & Istrate, 2013). Some overlap can be iden-
tified as APT28 and Turla malware also perform discovery through invoking op-
erating system commands with cmd.exe, which was not identified from APT29 
(Bartholomew, 2017; ESET, 2018a). Another similarity between APT28 and Turla 
can be seen, both groups have used malicious Javascript embedded into websites 
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multiple times to perform discovery (Anthe et al., 2015; Boutin, 2017; ESET, 2014a; 
Faou, 2020c). 

More similarities can be identified between Turla and APT29: both groups 
have used living off the land methods to perform discovery, though APT29 has 
often specifically used Powershell commands which Turla has not used for dis-
covery purposes (Cash, Meltzer, Koessel, Adair, & Lancaster, 2020; Crowdstrike, 
2022c). Turla has instead often used native operating system commands and tools 
for discovery, which APT29 has also done (Crowdstrike, 2022c; Hawley, Roncone, 
McLellan, Mattos, & Wolfram, 2023; Kaspersky Labs, 2014a). 

Both APT29 and Turla have also been known to use a variety of additional 
tools to perform discovery, though there is no overlap on the actual tools used. 
APT29 has been identified using AdFind, BloodHound, SharpView and Cobalt 
strike for discovery purposes (ANSSI, 2021; ESET, 2022). Turla on the other hand 
has used tools like ShareEnum as well as some unknown custom tools for dis-
covery (GovCERT.ch, 2016; Symantec, 2016). Turla has been known to also use 
batch scripts and VBScript scripts that contain operating system commands to 
perform discovery (GovCERT.ch, 2016; Kaspersky Labs, 2014b; Symantec, 2016). 

5.1.11 Privilege escalation 

Privilege escalation techniques showed some differences between the groups. 
Clear similarities between all the groups were limited to all groups using Mimi-
katz to steal privileged credentials as well as other methods for stealing privi-
leged credentials (Anthe et al., 2015; GovCERT.ch, 2016; Microsoft 365 Defender 
Team, 2020). A less specific similarity was also identified between the groups as 
each group also used their own, though unspecified, tools specifically for privi-
lege escalation (Benchea, Vatamanu, Maximciuc, & Luncaşu, 2015; ESET, 2022; 
Symantec, 2016). Another similarity was that each group also exploited various 
vulnerabilities for privilege escalation, however only one vulnerability was 
found that was common between Turla and APT29 (F-Secure, 2015a; Symantec, 
2016). 

Unique privilege escalation techniques from APT28 were the use of Re-
sponder to steal privileged credentials, DLL search order hijacking, process in-
jection, malicious document which had a privilege escalation exploit built-in, a 
Java privilege escalation vulnerability, and the creation of new privileged ac-
counts (ESET, 2016; Hacquebord, 2017; Kaspersky Labs, 2018a; Lee, Harbison, & 
Falcone, 2018; Smith & Read, 2017; Suiche, 2017). 

APT29 could be identified using some unique living off the land techniques 
that use built-in features and tools. These include abusing shortcut modification, 
path interception by search order hijacking, exploiting the “sticky keys” feature, 
dumping LSASS process memory by using the task manager to steal credentials, 
and forging tokens with a stolen certificate (Dunwoody, 2017b; Jenkins, Sarah, 
Parnian, & Bienstock, 2021; Mandiant, 2022b). One of these living off the land 
techniques used by APT29 was also in common with APT28: both groups 
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achieved privilege escalation by creating scheduled task (ESET, 2019; Jenkins, Sa-
rah, Parnian, & Bienstock, 2021). 

Turla was the group with least privilege escalation techniques identified. 
The group did, however, have some unique aspects: the group used the 
Metasploit tool and service creation for privilege escalation (Accenture, 2020; 
ESET, 2018c). 

5.1.12 Execution 

All groups performed some similar execution techniques to achieve their initial 
code execution. The use of malicious documents with exploits or social engineer-
ing techniques were common among all of the groups (Bitdefender, 2015b; Fal-
cone, 2018; Harbison & Renals, 2022; Kaspersky Labs, 2014a; Lee & Falcone, 2016; 
Raiu, Soumenkov, Baumgartner, & Kamluk, 2013). The groups have also simi-
larly used their malware to execute additional payloads or commands sent from 
command & control server, often the malware execute these with built-in pro-
grams like rundll32.exe or cmd.exe (ESET, 2019; Faou, Tartare, & Dupuy, 2019; 
Shevchenko, 2008; Trend Micro, 2015; Wolfram, Hawley, McLellan, Simonian, & 
Vejlby, 2022). Similarly, the groups have all used malicious Powershell com-
mands, specifically by embedding Powershell into shortcut files in order to per-
form the initial code execution, as well as through other ways to perform addi-
tional code execution after a compromise (Dunwoody, 2017a; Dunwoody et al., 
2018; Falcone, 2018; Faou, 2020a; Hacquebord & Remorin, 2020; Kaspersky Labs, 
2018b). Interestingly, APT28 and Turla have been identified using almost identi-
cal Powershell code in these shortcut files (Kaspersky Labs, 2018b). Similarity can 
also be seen in the use of additional tools to perform code execution on remote 
machines. The tools however do not match between the groups: APT28 has used 
Winexe and Remcom, APT29 has used Sharp-SMBExec while Turla has used 
Winrs.exe and IntelliAdmin (Anthe et al., 2015; ESET, 2022; Kaspersky Labs, 
2014a; Secureworks, 2017; Symantec, 2019). 

 Beyond these similarities in tactics and techniques by all groups, some ad-
ditional similarities can also be seen between individual groups. Turla and 
APT28 have both used regsvr32.exe to get their malicious code to run (ESET, 
2018b, 2019). Both groups have also used malicious Javascript and exploits em-
bedded into websites to perform some code execution (Anthe et al., 2015; 
Kaspersky Labs, 2014a). 

APT29 and Turla have both used PsExec and WMI to execute commands at 
later stages of a compromise and wscript.exe to run malicious scripts or code 
(Bartholomew, 2017; Crowdstrike, 2022c; Faou, Tartare, & Dupuy, 2019; 
GovCERT.ch, 2016). APT29 and Turla have both also used DLL side loading and 
DLL search order hijacking techniques to execute their malicious DLLs (Faou, 
2020b; Federal Bureau of Investigation et al., 2023; Harbison & Renals, 2022; 
Nafisi, 2021).  

APT29 has the most unique execution techniques among the groups. These 
are mostly various living off the land techniques that the group has used after 
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the initial execution phase. These include using SMB tools, remote WMI, local 
and remote task creation, and a built-in “Run command” feature in Azure (Jen-
kins, Sarah, Parnian, & Bienstock, 2021; Nafisi, 2021). The Solarwinds compro-
mise also included two unique code execution methods by APT29. The group 
inserted their code into legitimate parts of the Solarwinds product, which loaded 
the malicious code along with the legitimate code (Microsoft Threat Intelligence 
Center, 2020b). Another unique method was the creation of an “Image File Exe-
cution Options Debugger” value for dllhost.exe, which was executed occasion-
ally during normal operations, which caused APT29’s malicious code to run (Mi-
crosoft Threat Intelligence Center, 2021c). 

Turla also has unique code execution techniques, as the group has used the 
Linux shell and Python interpreter to execute commands through their malware 
(Baumgartner & Raiu, 2014; Faou, 2020c). 

5.1.13 Credential Access 

Techniques and methods used for credential access had only limited similarities 
between the groups. All groups have used various keyloggers to steal passwords 
and the Mimikatz tool to steal various passwords or password hashes (Anthe et 
al., 2015; Crowdstrike, 2022c; ESET, 2014a; GovCERT.ch, 2016; Hirvonen, 2014). 
Beyond these, only similarities between individual groups can be identified. Mal-
ware used by both APT28 and APT29 have been used to steal passwords and 
cookies. Both groups have also used Responder, tried to bruteforce accounts, 
added or modified accounts, and used various living off the land methods to gain 
password hashes from the LSASS process. (Bitdefender, 2015a; Crowdstrike, 
2022c; F-Secure, 2015a; Jazi & Santos, 2022; Jenkins, Sarah, Parnian, & Bienstock, 
2021; Microsoft, 2020; Microsoft Security Response Center, 2021; Microsoft Threat 
Intelligence Center, 2021d; National Security Agency, Cybersecurity & Infra-
structure Security Agency, Federal Bureau of Investigation, & National Cyber Se-
curity Centre UK, 2021; Smith & Read, 2017; Trend Micro, 2020) Both APT28 and 
APT29 have also been identified stealing information from internal repositories, 
though only APT28 has been known to steal passwords specifically (Crowdstrike, 
2022c; Suiche, 2017). Only one similarity can be identified between Turla and an-
other group: both Turla and APT29 have used some unspecified custom pass-
word stealing tools (Mandiant, 2022b; Symantec, 2016). 

Beyond these techniques, APT29 has used multiple techniques unique 
among the groups. These include kerberoasting, forging tokens, precomputing 
cookies, and stealing passwords from email boxes or directly from the filesystem 
of a compromised device (Cash, Meltzer, Koessel, Adair, & Lancaster, 2020; Mi-
crosoft, 2020; Microsoft Threat Intelligence Center, 2021c; National Cyber Secu-
rity Centre UK, Cybersecurity & Infrastructure Security Agency, Federal Bureau 
of Investigation, & National Security Agency, 2021; Wolfram, Hawley, McLellan, 
Simonian, & Vejlby, 2022). APT29 has used some unique tools for credential ac-
cess. The group has used a tool called DSInternals and the group’s own custom 
tools, one for stealing credentials from Solarwinds Orion databases and another 
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tool for stealing ADFS certificates (Crowdstrike, 2022c; Mandiant, 2022b; Syman-
tec, 2021b). In one instance, APT29 has been suspected of purchasing stolen cre-
dentials from a third party (Jenkins, Sarah, Parnian, & Bienstock, 2021). 

Unique technique could also be identified from APT28 as the group has 
been phishing specifically for credential access (Trend Micro, 2020). Turla on the 
other hand has been unique in using Powershell, batch scripts, and shell scripts 
for credential access (Guerrero-Saade, Raiu, & Rid, 2018; Symantec, 2016, 2019). 

5.1.14 Lateral Movement 

Lateral movement methods used by the groups are mostly similar. All groups 
have been known to use stolen credentials to allow them to move laterally (Anthe 
et al., 2015; Crowdstrike, 2022c; GovCERT.ch, 2016). However, APT29 has been 
noted as using a unique technique of employing multiple sets of stolen creden-
tials for different stages or purposes during a compromise (Crowdstrike, 2022c). 
The groups have also all used some living off the land methods for lateral move-
ment. For APT28 this means adding new accounts as well as using the Windows 
native command “net use” to map network shares, the latter of which is a tech-
nique that is in common with Turla (GovCERT.ch, 2016; National Security 
Agency, Cybersecurity & Infrastructure Security Agency, Federal Bureau of In-
vestigation, & National Cyber Security Centre UK, 2021; Suiche, 2017). APT29 
and Turla also have one common living off the land lateral movement technique, 
the use of WMI (GovCERT.ch, 2016; Microsoft Threat Intelligence Center, 2021c). 
In addition to these techniques, APT29 has used many other living off the land 
techniques that are unique among the groups. APT29 has been known to use SSH 
tunneling, remote scheduled task creation, RDP tools, SMB tools, and the creation 
of new certificates for lateral movement (Crowdstrike, 2022c; Jenkins, Sarah, Par-
nian, & Bienstock, 2021; Wolfram, Hawley, McLellan, Simonian, & Vejlby, 2022). 

In addition to living off the land methods, all groups have some lateral 
movement features in their own malware. These features differ between the 
groups. For example, APT28’s Xtunnel is an independent proxy tool, which cre-
ates a tunnel between infected machines to allow for easier lateral movement, a 
similar feature is also included in APT29’s FatDuke (ESET, 2016; Faou, Tartare, 
& Dupuy, 2019). For Turla, many of their malware have peer-to-peer functional-
ity, which allows infected instances to communicate with each other allowing for 
further lateral movement (ESET, 2017b; Federal Bureau of Investigation et al., 
2023). The groups also have in common the use of various tools that are used for 
lateral movement. However, the used tools themselves mostly differ. APT29 has 
used PsExec, Mimikatz and SMB beacon from Cobalt Strike for lateral movement 
(Crowdstrike, 2020; Faou, Tartare, & Dupuy, 2019; Wolfram, Hawley, McLellan, 
Simonian, & Vejlby, 2022). Turla has also used PsExec for lateral movement, sim-
ilar to APT29, and the legitimate remote execution tools winrs.exe and IntelliAd-
min (Kaspersky Labs, 2014a; Symantec, 2019). APT28 has used legitimate remote 
execution tools Winexe and Remcom, as well as the password stealing tool 
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Mimikatz, the latter of which is a tool also used by APT29 in terms of lateral 
movement (Anthe et al., 2015; Guarnieri, 2015; Secureworks, 2017). 

A unique technique among the groups was identified from APT28 as they 
have used an exploit for lateral movement (Smith & Read, 2017). 

5.1.15 Collection 

The techniques for data collection are largely similar across the groups. The mal-
ware used by all of the groups have features that support various ways of col-
lecting data. The malware mostly has overlapping collection features, such as the 
ability to list directory contents, take screenshots, search for files with specific file 
extensions, and collect files from removable drives (Calvert, 2014; ESET, 2016; 
Faou, 2020; FireEye, 2014; F-Secure, 2015a; Hirvonen, 2014; Kaspersky Labs, 2015; 
Levene, Falcone, & Halfpop, 2017). There are, however, some differences to be 
seen in the features. APT28 and APT29 have capabilities for logging keystrokes, 
automatically searching for files with specific filenames, as well as stealing 
browser data in their malware (Calvert, 2014; Hirvonen, 2014; Jazi & Santos, 2022). 
Turla and APT29 malware both have the capability to steal Wi-Fi passwords 
(Hirvonen, 2014; Kaspersky Labs, 2018). Malware used by Turla has unique ca-
pabilities specifically for stealing emails and taking pictures with the webcam of 
an infected device (ESET, 2018b; Faou, 2019; Levene, Falcone, & Halfpop, 2017). 
ATP29 has a custom malware designed to steal a specific type of ADFS token 
signing certificates (Mandiant, 2022b). 

More similarity can be seen, as the groups use a common technique of cre-
ating archived files to stage the collected information for exfiltration. Interest-
ingly, the groups seem to prefer different tools for this purpose. APT28 has been 
known to use WinRAR, APT29 has used 7-Zip, and Turla has used rar as well as 
tar tools (Cash, Meltzer, Koessel, Adair, & Lancaster, 2020; Guerrero-Saade, Raiu, 
& Rid, 2018; Hawley, Roncone, McLellan, Mattos, & Wolfram, 2023; National Se-
curity Agency, Cybersecurity & Infrastructure Security Agency, Federal Bureau 
of Investigation, & National Cyber Security Centre UK, 2021). 

All of the groups are also known for performing some manual data collec-
tion, though the techniques between the groups differ somewhat. APT28 and 
APT29 share the technique of manual data collection from shared network drives, 
internal information repositories, and email inboxes of their victims (Bienstock, 
2022; Crowdstrike, 2022c; National Security Agency, Cybersecurity & Infrastruc-
ture Security Agency, Federal Bureau of Investigation, & National Cyber Security 
Centre UK, 2021; Suiche, 2017). Uniquely, APT29 has also collected data from 
cloud storage and code repositories (Mandiant, 2022b). 

All the groups have used some living off the land methods for collection 
purposes. APT28 and Turla have executed operating system commands with the 
use of scripts to perform various data collection tasks (Guarnieri, 2015; Symantec, 
2016). Turla has also been known to run some of the same commands manually 
(Hawley, Roncone, McLellan, Mattos, & Wolfram, 2023). APT29 has used Pow-
ershell, browser features, as well as operating system tools like ntdsutil and 
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Procdump to perform data collection on its victims (Crowdstrike, 2022c; Jenkins, 
Sarah, Parnian, & Bienstock, 2021).  

Uniquely, Turla has also used multiple standalone custom tools to perform 
collection. As Turla’s malware does not have capabilities to log keystrokes the 
group has relied on separate tools for that purpose (Federal Bureau of Investiga-
tion et al., 2023). Additionally, the group has used a separate custom tool to steal 
data from a victims database (Faou, 2020a). 

5.1.16 Exfiltration 

The exfiltration techniques used were largely similar between the groups. All of 
the groups have malware with capabilities for exfiltrating individual files as well 
as multiple files (Calvert, 2014; ESET, 2016; Huss, 2017; Levene, Falcone, & 
Wartell, 2015; Tivadar, BALÁZS, & Istrate, 2013). The different malware from the 
groups have the use of the HTTP protocol for exfiltration in common (F-Secure, 
2015; Hacquebord & Mercês, 2015; Huss, 2017). In addition to the HTTP exfiltra-
tion capabilities, APT28 malware have the capability to exfiltrate via the IMAP 
protocol, APT29 malware have the capabilities to use FTP and WebDav protocols, 
and Turla malware can use TCP, UDP, ICMP, and DNS protocols, as well as 
named pipes for exfiltration (Federal Bureau of Investigation et al., 2023; F-Secure, 
2015a; G Data SecurityLabs, 2014; Jazi & Santos, 2022). Each group also has mal-
ware which include some method of encrypting the stolen data or the exfiltration 
traffic (Bitdefender, 2015b; ESET, 2018; Hirvonen, 2014). 

Individual groups also have some exfiltration techniques in common. Both 
APT28 and Turla have used emails as an exfiltration method and both groups 
have taken advantage of a victim’s email server to send the exfiltrated data on-
ward (ESET, 2018b; Faou, 2019; FireEye, 2014). Both groups have also used proxy 
servers for data exfiltration (Mueller, 2019; Symantec, 2016). APT29 and Turla 
have both used shared network drives and existing APIs offered by legitimate 
services to exfiltrate data out (Faou, 2020a, 2020b; Microsoft 365 Defender Team, 
2020; Microsoft Threat Intelligence Center, 2021c). APT28 and APT29 also use 
some similar exfiltration techniques. Both groups have staged stolen data on a 
victim’s internet facing email server, where it has been exfiltrated from with sim-
ple web requests. Both groups have also used innocuous file names and exten-
sions for data that has been prepared for exfiltration, most likely as a way to avoid 
detection. (Cash, Meltzer, Koessel, Adair, & Lancaster, 2020; Microsoft Threat In-
telligence Center, 2021; National Security Agency, Cybersecurity & Infrastruc-
ture Security Agency, Federal Bureau of Investigation, & National Cyber Security 
Centre UK, 2021) 

More similarities can be identified in the use of legitimate services to assist 
in exfiltration: the groups have all used various legitimate services as a place to 
exfiltrate their data to. However, the services used are not similar between the 
groups. APT29 and Turla have both used OneDrive while APT28 has used 
Google Drive to exfiltrate their data to (Faou, 2020a; Hacquebord & Remorin, 
2020; Microsoft Threat Intelligence Center, 2021c). Turla has also used Dropbox, 
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Box, and Gmail email boxes for data exfiltration (Faou, 2020a, 2020b; Symantec, 
2019). APT29 on the other hand has uniquely taken advantage of services like 
Trello, Notion, Firebase, and Twitter (Raiu, Soumenkov, Baumgartner, & Kamluk, 
2013; Recorded Future, 2023).  

Some unique methods can also be identified. Turla has used various exfil-
tration methods to avoid detection. The group has done automatic exfiltration at 
specific times of day to avoid attention and has used steganography to hide ex-
filtrated data into files (Faou, 2019). Turla has also used a unique method of stor-
ing data into browsers local cache before its exfiltrated by the browser (Bitde-
fender, 2017). 

5.1.17 Impact 

No clear similarity can be seen in the use of impact techniques among the groups. 
APT28 is the only group that has been identified performing overt impact tech-
niques, such as denial-of-service, defacement, and sabotage attacks (FireEye, 
2017; Suiche, 2017). APT29 was also identified using one impact technique; how-
ever, it was more covert and designed to stay hidden, as the group inserted ma-
licious code into their victim’s systems (Microsoft Threat Intelligence Center, 
2020b). Turla was not identified performing any impact techniques. 

5.1.18 Objectives 

The objectives identified for each group were mostly similar. All of the groups 
have the stealing of sensitive information as their most common objective (ESET, 
2018a; National Cyber Security Centre UK, 2017; Polish Military Counterintelli-
gence Service & CERT-PL, 2023). All groups have been identified attempting to 
steal broadly similar information, they all target similar targets and appear to be 
mainly interested in politically relevant and sensitive information (Federal Bu-
reau of Investigation et al., 2023; FireEye, 2017; Wolfram, Hawley, McLellan, Si-
monian, & Vejlby, 2022). 

Uniquely among the groups, APT28 has been known to purposefully leak 
some of the information stolen by the group to achieve their strategic goals 
(FireEye, 2017). Another unique aspect from APT28 is them performing some 
sabotage-type operations where the objective has been to destroy data, possibly 
also to cause alarm in the victims (FireEye, 2017; Suiche, 2017). In one instance, 
APT28 has also been suspected of attempting to assist the Russian military with 
the help of their malware (Meyers, 2016). 

5.2 Kill chain analysis 

The kill chains that were identified are broadly similar across the groups. Most 
kill chains begin with similar steps, include similar TTPs, progress in broadly 
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similar ways, and end in similar ways. However, some overarching themes and 
notable findings can be identified from the whole kill chains as well as some spe-
cific parts of the kill chains. When analysing the kill chains as a whole, several 
findings and themes could be seen. For example, APT28 kill chains are slightly 
shorter than APT29 and Turla kill chains. APT29 kill chains appear to have more 
variance in which TTPs were used and in which order, as well as including more 
occurrences of defense evasion techniques than in APT28 and Turla kill chains. 
Additionally, in Turla kill chains more discovery steps can be identified than in 
APT28 and APT29 kill chains. Most identified kill chains from all groups end 
with collection and exfiltration, however in only one kill chain from the ones that 
were studied was the objective of the attack identified. 

5.2.1 Initial attack paths 

Many of the attacks identified had similar initial attack paths. The most common 
initial attack path was spear phishing using malicious documents with the sec-
ond most common initial attack path being various watering hole attacks. 
APT28’s identified initial attack paths can be divided into three categories: spear 
phishing to deliver malicious documents (C1-1, C1-2, C1-4, C1-6, C1-7, C1-10, C1-
11, C1-13), spear phishing to direct victims into a watering hole site (C1-8, C1-12), 
and spear phishing for credentials (C1-9) with the remaining two kill chains hav-
ing an unknown delivery method (C1-3, C1-5). For APT29, the initial attack paths 
consisted of almost entirely of spear phishing to deliver malicious documents in 
various ways (C2-1, C2-2, C2-3, C2-4, C2-5, C2-7, C2-8, C2-9, C2-10, C2-11, C2-12, 
C2-13) with supply chain attack being identified in one kill chain (C2-6). Turla on 
the other hand, used watering hole attacks (C3-3, C3-4, C3-6, C3-7, C3-8, C3-9, 
C3-11, C3-13), spear phishing to deliver malicious documents (C3-1, C3-2, C3-5), 
and initial attack methods similar to supply chain attacks (C3-10, C3-12) as initial 
attack paths. 

5.2.2 Compromise phase 

The beginning of the initial compromise phase is mostly similar for each group, 
besides some individual kill chains. Each group has been known to perform some 
initial reconnaissance, though Turla has been identified using reconnaissance in 
more kill chains than the other groups. Notably for Turla kill chains, reconnais-
sance was only found in the group’s watering hole attacks: in these watering hole 
attacks unknown reconnaissance methods were used to identify ranges of IP ad-
dresses which they considered interesting. Almost all remaining kill chains begin 
with resource development followed by delivery. In the cases where reconnais-
sance steps were found, the following steps were resource development and de-
livery. All APT28 kill chains and almost all APT29 kill chains include social engi-
neering after the initial delivery step, while in Turla kill chains the delivery phase 
is often followed by discovery, though in some Turla kill chains social engineer-
ing can also be seen. The only outlier to the trend of kill chains beginning with 



86 

reconnaissance or resource development was Turla’s C3-12 kill chain: the kill 
chain begins with delivery and only includes resource development later in the 
kill chain. In this attack, Turla registered an expired domain name used by a com-
mon malware after the victims were already infected by the malware. 

After these initial steps, further differences can be identified. In APT28 kill 
chains, the attacks move quickly to execution, often with the help of social engi-
neering or exploitation. APT28 attacks use exploitation more than the other 
groups, though the group also uses social engineering even where exploitation is 
taken advantage of. APT29 appears to compensate for the relative lack of exploi-
tation techniques with more occurrences of social engineering, with multiple kill 
chains including two or three occurrences of social engineering. Turla kill chains 
only include exploitation or social engineering, not both. This could be at least 
partly due to APT28 and APT29 favouring malicious documents whereas Turla 
uses watering hole attacks more often. 

 With APT28’s relatively short kill chains, additional techniques such as 
persistence or defense evasion are not seen in many kill chains before execution 
is reached. APT29 kill chains, on the other hand, include more steps before exe-
cution. These commonly include additional delivery, social engineering, defense 
evasion, or persistence techniques. Notably in multiple kill chains, APT29 has 
multiple occurrences of defense evasion techniques before execution and before 
command & control server is contacted. Turla kill chains, on the other hand, com-
monly include discovery techniques before execution. This can be seen most 
clearly in the watering hole attacks where initial discover is performed with Ja-
vascript as a potential victim first visits a malicious website. 

After execution has been reached, the kill chains are again more similar 
across the groups: defense evasion and persistence are the most common tech-
niques before reaching out to the command & control server. 

5.2.3 Actions after the compromise 

After the initial compromise stage, not many clear similarities can be identified 
from the kill chains of the groups. Instead, the kill chains for all groups appear to 
be more unique, even when only comparing within the groups. Some limited 
similarities can still be identified. All groups can be identified performing addi-
tional delivery, as the groups send additional tools or malware to the compro-
mised environment. APT28 and APT29 show some similarity, as the groups only 
rarely perform the additional steps at this point that can often be seen from Turla, 
such as discovery, privilege escalation, credential access, or lateral movement. 
However, some individual APT28 and APT29 kill chains do include additional 
steps at this stage, such as the ones mentioned earlier, but also defense evasion, 
persistence, and command & control connections. APT28 and APT29 kill chains 
instead generally reach their final steps quickly after reaching the first connection 
to the command & control server. APT28 and APT29 have in common the final 
steps being collection and exfiltration in most cases. APT29 kill chains also in 
some instances end their kill chain with execution. 
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Turla kill chains differ slightly from APT28 and APT29 as noted above. In 
all Turla kill chains, discovery can be identified after the command & control is 
reached, even in the cases where discovery has already been performed in an 
earlier stage. Turla kill chains also include more occurrences of credential access 
and lateral movement than APT28 and APT29. In addition, Turla kill chains often 
include multiple occurrences of delivery, even at this stage, with some kill chains 
even ending with the delivery of a final payload. Though, in most cases, Turla 
kill chains also end with the same steps of collection and exfiltration, similar to 
APT28 and APT29 kill chains. 
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In this chapter the results will be discussed. The findings from the earlier chapters 
will be used to answer the research questions that were specified for this thesis. 

6.1 Modus operandi of Russian connected APT groups 

The APT groups studied for this thesis operate by using a wide selection of tactics, 
techniques, and procedures. The groups are persistent and capable of breaching 
even major organizations. The groups are also capable of many types of attacks. 
Though, when the objective of attacks could be identified, it was almost always 
the collection of various forms of sensitive information. As an exception to this, 
APT28 has been known to also perform some individual sabotage operations and 
to purposefully leak some information they have stolen in order to reach their 
objectives. These outlier attacks could not be identified in kill chain form. APT29 
and Turla have only been known to perform operations where the apparent ob-
jective has been to covertly steal information. From the reports describing the 
groups and their operations, almost all phases of the Unified Kill Chain were 
covered by the TTPs used by all of the groups. APT28 and APT29 both have used 
various TTPs from all the different phases of the Unified Kill Chain; from Turla’s 
attacks no impact TTPs were identified. 

The analysis made it possible for typical kill chains and techniques used by 
each group to be identified. These were described in further detail in Chapter 5. 
In typical attacks, APT28 develops a malicious office document that is delivered 
via email to the victims. The email message or the malicious document typically 
uses some social engineering techniques, such as an embedded decoy document 
that is shown to a victim. The document also commonly includes an exploit that 
often targets a vulnerability in an office application, which then allows the group 
to execute their malware. This is often followed by the malware performing de-
fense evasion, such as hiding files related to the malware, or persistence tech-
niques, such as adding registry keys, before it connects to the group’s command 

6 RESULTS 
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& control server. Then APT28 typically sends additional payloads to the compro-
mised system. These payloads are often more sophisticated custom malware. 
Sometimes at this stage, the group performs privilege escalation, which is often 
done via credential access techniques by using tools like Mimikatz, followed by 
lateral movement to expand their access. The typical APT28 kill chain ends with 
execution of additional code, collection of data, and exfiltration of the collected 
data. 

Typical APT29 attacks begin with the development of a malicious docu-
ment that is then emailed to their victims. The malicious document is often an 
HTML file that contains an ISO file, which actually contains the malware files. 
The embedding of malicious files into other files is a common defense evasion 
technique used by APT29. In some cases, the malicious document has also been 
an office document with a decoy and an exploit. The malicious files usually em-
ploy some social engineering tricks, such as a shortcut file masquerading as a 
document that the user is tricked into opening. This then allows the group to 
have their malware be executed. At this point the malware typically performs 
persistence techniques, such as adding registry keys, and sometimes additional 
defense evasion techniques, like checking for the existence of antivirus software, 
before connecting to the command & control server. From the command & con-
trol server, APT29 often delivers additional payloads, which are generally addi-
tional custom malware or even commercial tools like a Cobalt Strike beacon. The 
additional payloads are sometimes used to execute additional commands at this 
stage. After this phase, the group sometimes performs credential access, often 
with living off the land methods or in some cases with tools like Mimikatz. The 
group sometimes uses the gained credentials to escalate privileges. The attacks 
then often end with APT29 collecting and exfiltrating data. 

Turla attacks typically include reconnaissance of the desired victims before 
a watering hole website is prepared. As the victims browse to the watering hole 
site, malicious Javascript is delivered to the victim’s browser, which performs 
some initial discovery, attempting to identify the victim’s device. If the victim is 
deemed interesting and suitable, an exploit can be used to execute Turla malware, 
or the victim can be convinced to download and execute a malicious installer 
with social engineering techniques. This could be, for example, showing the vic-
tim a message telling them an update is required. These techniques then allow 
the execution of the group’s malware. The malware then often performs defense 
evasion like checking for antivirus software. After these steps, the malware con-
nects to the command & control server. From the command & control server, 
Turla often commands the malware to perform additional discovery techniques, 
often with a set of predetermined operating system commands, in order to iden-
tify the victim device and their network further before more payloads are sent or 
additional actions are taken. If additional payloads are sent, they are often more 
advanced custom malware or additional tools to perform further steps, which are 
commonly credential access and lateral movement. Generally, after credential ac-
cess and lateral movement are performed, the final steps in the attack are the 
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collection and exfiltration of data. Sometimes one final additional payload is sent, 
in the form of a final malware to maintain persistence in the victim environment. 

6.2 Similarity of Russian connected APT groups 

The groups that were studied operate in broadly similar ways, though some dif-
ferences were identified. The groups share a large portion of the TTPs they use, 
but each group has also used some unique TTPs. For example, similarity can eas-
ily be seen among all the groups in the use of some common and freely available 
tools, such as Mimikatz and Powershell. In addition to tools, similarities can be 
found in tool-independent techniques, such as taking advantage of scheduled 
tasks or startup folders to gain persistence, or using code obfuscation and en-
crypted communications for defense evasion. 

Some specific differences between the TTPs used by the groups can be seen 
by noting some of the tools the groups use. Each of the groups has their own set 
of custom malware and tools, each with specific and different capabilities, tech-
nologies, and identifying artifacts. Interestingly, even beyond their own custom 
tools, the groups favour some different tools to perform the same tasks: APT28 
using WinRAR, APT29 using 7-Zip, and Turla using rar and tar tools to create 
archived files before exfiltration. Beyond the use of different tools, the clearest 
differences in TTPs between the groups can be seen in delivery techniques and 
exploitation. 

The different delivery methods show that APT28 and Turla have more var-
iance in their delivery methods, whereas APT29 relies almost completely on 
email as their delivery method. APT29 has only performed individual attacks 
where they take advantage of the supply chain attack method as an alternative 
to email. Both APT28 and Turla have used watering hole attacks multiple times. 
APT28 has also been known to use stolen credentials as a delivery method and 
Turla has used the infrastructure of another APT group as a delivery method. In 
another attack, Turla registered an expired command & control domain name for 
a commodity malware to take control of its victims. 

 The supply chain attacks of APT29 appear to be a unique aspect of the 
group. While both APT28 and Turla have performed some attacks that have some 
aspects of supply chain attacks, only APT29 has been confirmed performing mul-
tiple attacks that are clearly supply chain attacks. However, despite these differ-
ences in the delivery techniques, a clear trend can be seen as all the groups rely 
heavily on email as their delivery method of malicious objects to the victim and 
as an initial attack method. 

The differences identified in exploitation techniques show that out of the 
studied groups APT28 is the most willing and able to use a wide variety of ex-
ploits, even using multiple zero-day exploits in a relatively short period of time. 
While all groups exploited some vulnerabilities, APT28 was identified as having 
abused most exploits and in the largest variety of products. 
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In addition to specific tools and TTPs from single UKC phases, some differ-
ences can be identified from the totality of the kill chain phases. During multiple 
kill chain phases, APT29 was identified as using many living off the land meth-
ods for various purposes, such as discovery, privilege escalation, execution, cre-
dential access, and lateral movement. While these living off the land techniques 
used by APT29 were not all or even mostly unique to the group, APT29 can be 
identified using these methods the most. 

A similar trend can be identified in the way Turla has differentiated itself. 
The group has used some innovative techniques, such as employing the unique 
delivery methods described earlier, using satellite connections for command & 
control traffic, using steganography to perform particularly stealthy exfiltration, 
and targeting email servers and clients with custom malware made to target 
these software specifically. 

The kill chains that were created from the reports show that the operations 
these groups perform mostly have a similar structure. The attacks typically begin, 
progress, and end in a broadly similar manner and they mostly follow the phases 
of the Unified Kill Chain. However, as with the TTPs there are some differences 
and themes that can be identified. 

Most of APT28’s kill chains are slightly shorter than the other groups and 
they reach execution in fewer steps than other groups. This is often done by using 
exploitation techniques, of which there are more occurrences of, than in APT29 
or Turla kill chains. 

APT29 kill chains show that the group, possibly as a compensation for the 
relative lack of exploitation techniques, performs more social engineering tech-
niques than either APT28 or Turla. APT29’s kill chains also include more defense 
evasion techniques than the other groups, as most kill chains include two occur-
rences of the techniques and even up to four occurrences in one kill chain. The 
kill chains from APT29 also appear less uniform than APT28 and Turla. 

Turla kill chains show that the group uses discovery techniques more than 
APT28 and APT29. Most Turla kill chains notably include occurrences of discov-
ery techniques not only before, but also after the command & control server is 
contacted. This could be partly due to the way Turla uses watering hole attacks, 
but a similar pattern can be seen in some spear phishing attacks. Turla kill chains 
also showed more occurrences of reconnaissance techniques at the beginning of 
the kill chains. More occurrences of credential access and lateral movement can 
also be seen in Turla kill chains than in APT28 or APT29 kill chains. 

Beyond the aspects found from TTPs and kill chains, more findings can be 
gleaned directly from the data that was studied. The groups have attacked some 
of the same victims. In the most notable case, APT28 and APT29 both having 
compromised the DNC networks simultaneously, apparently unaware of each 
other (Crowdstrike, 2020). In separate incidents, Turla has also been known to 
have attacked some of the same victims as APT29 and targeted some of the same 
victims as APT28 (Faou, 2020b; Kaspersky Labs, 2018c). Interestingly, in one case, 
researchers have even identified all three groups to have compromised the same 
devices (Faou, Tartare, & Dupuy, 2019). Additionally, some technical similarities 
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were found in the code of some custom malware used by APT29 and Turla. The 
similarities were identified in Sunburst, which has been connected to APT29, and 
Kazuar, which has been connected to Turla. (Kucherin, Kuznetsov, & Raiu, 2021) 
Turla has also used Powershell embedded into shortcut files in an almost identi-
cal way to APT28 (Kaspersky Labs, 2018b). 
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The goal of this thesis was to study the way APT groups operate. More specifi-
cally the thesis was meant to broaden the understanding of how APT groups op-
erate on a technical and tactical level, as well as to compare the way these groups 
operate. There exists a large amount of information about APT groups that has 
been published by the cyber security industry, but this has not yet been taken 
advantage of in peer-reviewed cyber security research. Three APT groups that 
have been connected to Russia were chosen to be studied because APT groups 
connected to Russia have been identified as particularly active, they have been 
connected to some of the most high-profile attacks, and additionally, there is a 
lot of information available on these APT groups (Council on Foreign Relations, 
2022; Greenberg, 2019). To reach the goal of this study, two research questions 
were chosen with additional sub-questions for each: 

 
1. How do APT groups connected to Russia operate?  

• What tactics, techniques, and procedures do Russian connected APT 
groups use? 

• How are these tactics, techniques, and procedures used by the 
groups (in attacks/operations)? 

2. Do APT groups connected to Russia operate in a similar manner?  

• Are the tactics, techniques, and procedures used by Russian con-
nected APT groups similar between the groups? 

• Are the tactics, techniques, and procedures used by Russian con-
nected APT groups used in a similar way between the groups? 

  
To answer these research questions, qualitative content analysis research method 
was chosen. Content analysis was performed by breaking down the research and 
analysis process into five steps. First an initial reading of the available data was 
done to get familiar with the data and to identify what will be the units of mean-
ing. Following this, the units of meaning, which in this case were descriptions of 

7 CONCLUSION 
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TTPs used by the groups, were found, noted, and highlighted from the data. Af-
ter this the units of meaning were coded. This meant that the identified TTPs 
were categorized into the kill chain phases described in the UKC. Following this 
step, the data was then further categorized by organizing the found TTPs into kill 
chains to add additional context and structure to the data. For this modelling 
phase, the kill chain phases described in UKC were used. Each of these kill chains 
signifies specific attacks identified from each group, their capabilities, or tenden-
cies. The final step of the analysis consisted of using the kill chains and TTPs 
which were identified and created using the data, to find relationships, themes, 
patterns, differences, and similarities between the groups and the ways the oper-
ate. This analysis then allowed the research questions to be answered. 

The data that was used for the thesis was collected from public sources and 
mostly consisted of various reports, whitepapers, and articles from various cyber 
security vendors, industry researchers, governmental organizations, and some 
limited academic sources. The data was collected by searching for literature re-
garding the specific APT groups from search engines such as Google, Google 
Scholar, and JYKDOK as well as taking searching from industry information re-
positories such as Malpedia, MITRE ATT&CK knowledge base, and VX-Under-
ground. 

Before analysing the data, the concept of Advanced Persistent Threats 
(APTs) was discussed, described, and defined. The process of APT attribution 
and problems relating to it were also discussed during this section. Additionally, 
various models and frameworks that have been used to model APT groups and 
APT attacks were studied to identify a suitable model that could be used to study 
the chosen APT groups. Ultimately, the Unified Kill Chain (UKC) was chosen for 
the analysis stage of this thesis. 

Following this, the coding and categorization of the data was conducted. 
The collected data was coded and categorized following the steps outlined in the 
research methodology. Using this coded and categorized data, each APT group 
was described before describing the TTPs that were identified for each group. 
The kill chains that were created for each group following the Unified Kill Chain 
framework were also described at this stage. 

The next step was analysis of the data that was now coded and categorized 
into TTPs and kill chains. The analysis of TTPs was done by comparing TTPs 
used by each group which had been categorized into the phases of the Unified 
Kill Chain. The kill chains were analysed by comparing kill chains from the 
groups as wholes and as individual parts divided into separate stages of the kill 
chains. Finally, the analysis that was performed was used to produce the findings 
of the study and answer the research questions that were set for this thesis. 

7.1 Discussion of the results 

The findings of this study show that the APT groups that were studied use a wide 
selection of tactics, techniques, and procedures during their operations which 
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were described at length. The groups are not limited to only a single type of at-
tack and are capable of using different TTPs when necessary. The identified ob-
jectives from the groups suggest that the groups focus almost entirely on the 
stealing of sensitive data from their chosen victims. Out of the studied groups, 
only APT28 has performed individual attacks that appear to have had objectives 
other than stealing sensitive data. This could indicate that APT28 is slightly more 
aggressive or less careful in their operations than APT29 or Turla, as sabotage 
operations or attacks where stolen information is leaked are bound to be noticed 
by the victim. It could also simply suggest that APT28 has different tasking than 
APT29 and Turla. 

The typical attacks for each APT group were described using the kill chains 
and the TTPs. APT28 and APT29 generally relying on spear phishing attacks via 
email, which use different types of malicious documents, while Turla typically 
uses watering hole attacks, which take advantage of social engineering or ex-
ploits. The kill chains from all the groups typically culminate in the collection and 
exfiltration of data. This coincides with finding of the objectives that were iden-
tified from the TTPs and the attributions of the APT groups to various intelli-
gence services. 

The findings from both the kill chains and TTPs show that the groups oper-
ate in broadly similar ways. The groups share many TTPs, and the kill chains 
were seen as mostly similar. There are also similarities outside the TTP and kill 
chain analysis, as the groups have been identified targeting and successfully at-
tacking the same victims in multiple cases. This could suggest that the groups 
share interests, or the groups have been tasked with similar goals in mind. Addi-
tionally, similarities in the code of their custom tools have been found. This could 
suggest that the groups share at least some developers. This has all but been con-
firmed as each of the specific Russian state organizations that these APT groups 
have been connected to—Russian military intelligence agency GRU, Russian For-
eign Intelligence Service SVR, and the Russian Federal Security Service FSB — 
have been known to have worked with and have contracts with the same com-
pany, “NTC Vulkan” (Antoniadis et al., 2023). 

Despite these similarities, some differences as well as some general themes 
could be identified from the TTPs and kill chains. The clearest differences in TTPs 
could be identified in the delivery and exploitation techniques. 

The differences in exploitation techniques showed that APT28 was the most 
prolific user of exploits. The group used exploits in most of its attacks and was 
also connected to exploits that targeted the widest selection of products. This 
could be identified from both the TTPs and kill chains. Another finding showing 
that APT28 kill chains are slightly shorter than the other groups could also be 
related to this finding. If the use of exploits allows APT28 to skip some steps in 
their kill chains, it could mean that APT28 kill chains are shorter specifically due 
to the use of exploits. As exploits to vulnerabilities are sometimes sold on the 
black market, the heavy use of exploits by APT28 could suggest they access to 
the biggest budget of the groups. It could also suggest that APT28 has the most 
expertise regarding exploitation of vulnerabilities or lacks expertise in other areas. 
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The delivery method analysis showed that APT28 and Turla both had more 
variety in their delivery methods while APT29 relied almost exclusively on spear 
phishing via email. However, in the remaining kill chain, APT29 was identified 
using supply chain attack as a delivery method, unique among the groups. This 
same delivery method was also seen in the TTPs of more APT29 attacks, showing 
it is not a one-off. Turla was also identified using some unique and innovative 
delivery methods not seen elsewhere. Turla took over the infrastructure of an-
other APT group and in another attack registered an expired domain name used 
for the command & control of a commodity malware, using both methods to gain 
access to new victims. Despite the differences, a trend within delivery methods 
could be identified across the groups. The use of malicious emails is a method 
that all of the groups use heavily and one that some groups would almost cer-
tainly be struggling without. This could be a potentially sensible point of focus 
for defenders. 

Some differences and themes were also seen in TTPs across multiple phases 
of the UKC. In what can be seen as a theme, APT29 used various living off the 
land techniques in multiple kill chain phases much more than the other groups. 
This could suggest that APT29 values staying undetected more than the other 
groups, as additional tools could increase the risk of being detected. This sugges-
tion is strengthened by the reports that often note that APT29 is particularly 
stealthy and has a high level of operations security. This is also supported by a 
similar finding that APT29 also uses defense evasion techniques more than 
APT28 and Turla. 

A general theme could also be seen regarding Turla. The group has used 
some techniques that have been described as particularly innovative and are 
unique among the groups. These techniques include the unique delivery tech-
niques described earlier, the innovative way of using satellite connections for 
command & control infrastructure, using steganography to perform particularly 
stealthy exfiltration, and using custom malware that specifical targets email serv-
ers and client software. 

Additional findings regarding Turla from the kill chains show that they in-
clude more use of discovery techniques than other groups that were studied. 
Turla could also be seen performing more initial reconnaissance in their kill 
chains. These findings could suggest that Turla is very specific when it is select-
ing its victims. This is supported by some reports noting that Turla is indeed par-
ticularly careful and selective in its targeting. Turla kill chains also include more 
credential access and lateral movement techniques. This could suggest that Turla 
is not only after specific victims, but also after very specific information, instead 
of stealing whatever is available, which could require additional lateral move-
ment. 

These findings show that organizations looking to defend against specifi-
cally Russian connected APT groups must be able to defend against many tech-
niques. This can also be seen as possible opportunities to detect attacks by these 
groups. However, focusing on email security should be a top priority for these 
organizations, as this covers a very important delivery method for both APT28 
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and APT29, with Turla also using emails in at least some of their attacks. For 
defenders looking to defend against Turla attacks, particular focus could be put 
into updating web browsers as soon as updates are available and training the end 
users to be vary of watering hole attacks, as some of the watering hole attacks use 
social engineering. 

All of the groups also often employ various social engineering techniques. 
This could be another potential area of focus by training the members of organi-
zations extensively to look out for, and to be aware of, social engineering tech-
niques. As all of the groups also focus largely on stealing sensitive information, 
the most valuable information inside these organizations should be secured with 
extraordinary care. 

7.2 Limitations of the research 

The main limitation in this research is the data that was collected and analysed. 
The data used for this thesis could possibly disproportionately highlight certain 
tactics, techniques, or procedures, or alternatively understate or miss certain tac-
tics, techniques, or procedure which are harder to identify. The data could also 
include a disproportionately small or large amount of information regarding a 
certain group, when compared to the other groups. 

As peer-reviewed research about APT groups is not readily available, it was 
necessary to largely rely on data provided by vendors of various cyber security 
products and other industry organizations. The cyber security vendors have their 
own commercial interests and motives that might not coincide with publishing 
their findings accurately and without biases. The various information sources 
used for this thesis also might have differing views on what constitutes a specific 
tactic, technique, or procedure, and in these aspects the reports and the data 
might not be entirely comparable. Additionally, the different naming conven-
tions used by various information sources are possible sources of misunderstand-
ings or mistakes. For this study, it was assumed that the naming conventions 
used by different sources are accounted for in the collation of data in MITRE 
ATT&CK knowledge base and Malpedia. Should there be some misattribution, 
unintended overlap, or other mistakes in the names, some findings in the study 
will possibly have been faulty. 

Another possible limitation of the research was the interpretative analysis 
that was necessary for the analysis of the TTPs and kill chains. This makes exact 
replication of the research difficult. To aid any replication studies, further de-
scriptions and references to the kill chains can be found in the appendix. 

The thesis also did not take into account the time when the various tech-
niques were used or when attacks were performed. This could lead to certain 
tactics, techniques, procedures, or types of attacks being attributed to groups 
which are no longer in the repertoire of said groups. This might also cause the 
results of the research to not give an accurate representation of the current 
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capabilities of the groups that were studied, or the tactics, techniques, procedures, 
or types of attacks currently favoured by the groups. 

7.3 Suggestions for future research 

Future research could be directed to studying APT groups that have been at-
tributed to multiple different countries to identify possible similarities or differ-
ences between the groups attributed to different countries. Future research could 
also be conducted with different and possibly some more standardized set of 
data, if such data becomes available at a later date. Another possible avenue for 
future research could be creating a model or framework specifically for compar-
ing APT groups. Future research could also be done on how the TTPs used by 
certain APT groups or types of attacks performed by the groups have evolved as 
time goes by or if they remain the same. 
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APPENDIX 1 ADDITIONAL KILL CHAIN REFERENCES 

TABLE 4 Additional kill chain references 

Kill chain Reference Description 

C1-1  ESET, 2018a Spear phishing attack conducted by APT28 us-
ing the Sednit malware ecosystem. 

C1-2 Kharouni et al., 2014 Spear phishing campaign conducted by APT28. 

C1-3  Jazi & Santos, 2022 Malicious document attributed to APT28 and 
the attack that was conducted with it. 

C1-4  Smith & Read, 2017 Spear phishing campaign conducted by APT28 
with GAMEFISH. 

C1-5 Creus, Halfpop, & Fal-
cone, 2016 

Malware connected to APT28 and its capabili-
ties. 

C1-6  Lee, Harbison, & Fal-
cone, 2018 

Spear phishing campaign conducted by APT28 
with SofacyCarberp. 

C1-7  Lee & Falcone, 2018 Spear phishing campaign conducted by APT28 
with Zebrocy. 

C1-8 Anthe et al., 2015 [p.4] Spear phishing attack conducted by APT28 lead-
ing to a watering hole attack. 

C1-9  Mueller, 2018 [p.6] Spear phishing attack conducted by APT28 lead-
ing to credential access. 

C1-10 Falcone & Lee, 2016 Spear phishing campaign conducted by APT28 
with Carberp. 

C1-11 ESET, 2016 [p.18] Spear phishing attack conducted by APT28 with 
Seuploader. 

C1-12 ESET, 2016 [p.20] Spear phishing attack conducted by APT28 lead-
ing to a watering hole attack with Seuploader. 

C1-13 ESET, 2019 Spear phishing campaign conducted by APT28. 

C2-1 Raiu, Soumenkov, 
Baumgartner, & Kam-
luk, 2013 

Spear phishing attack conducted by APT29 us-
ing Miniduke. 

C2-2  Wolfram, Hawley, 
McLellan, Simonian, & 
Vejlby, 2022 

Spear phishing campaign conducted by APT29 
using ROOTSAW (EnvyScout). 

C2-3  Harbison & Renals, 
2022 

Spear phishing campaign by APT29 using En-
vyScout. 

C2-4 F-Secure, 2015b Spear phishing attack conducted by APT29 us-
ing CozyDuke.  

C2-5  Faou, Tartare, & 
Dupuy, 2019 [p. 12] 

Spear phishing campaign conducted by APT29 
using MiniDuke. 

C2-6  Microsoft 365 Defender 
Team, 2020 

Supply chain attack conducted by APT29 using 
Solorigate (SUNBURST). 

C2-7 Microsoft Threat Intel-
ligence Center, 2021d 

Spear phishing attack conducted by APT29 us-
ing EnvyScout. 

C2-8  Cash et al., 2021 Spear phishing campaign conducted by APT29. 

C2-9  QiAnXin Technology, 
2022 

Spear phishing attack conducted by APT29 us-
ing EnvyScout. 

C2-10 Tivadar, BALÁZS, & Is-
trate, 2013 

Spear phishing attack conducted by APT29 us-
ing MiniDuke. 
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C2-11  Microsoft Defender Se-
curity Research Team, 
2018 

Spear phishing attack conducted by APT29 lead-
ing to malicious download. 

C2-12  Microsoft Threat Intel-
ligence Center, 2021b, 

Spear phishing campaign conducted by APT29. 

C2-13 ESET, 2014b Spear phishing attack conducted by APT29 us-
ing MiniDuke. 

C3-1  Kaspersky Labs, 2014a Spear phishing campaign conducted by Turla 
using malicious PDF files. 

C3-2  Kaspersky Labs, 2014a Spear phishing campaign conducted by Turla 
using malicious installers. 

C3-3 Kaspersky Labs, 2014a Watering hole campaign conducted by Turla 
leading to exploits. 

C3-4  Kaspersky Labs, 2014a Watering hole campaign conducted by Turla 
leading to malicious installers. 

C3-5  Symantec, 2016 [p. 5] Spear phishing campaign conducted by Turla 
using malicious PDF files. 

C3-6 Symantec, 2016 [p. 6] Watering hole campaign conducted by Turla 
leading to malicious installers. 

C3-7  Symantec, 2016 [p. 17] Watering hole campaign conducted by Turla 
leading to exploits. 

C3-8  GovCERT.ch, 2016 [p. 
8] 

Watering hole campaign conducted by Turla 
leading to malicious installers. 

C3-9 GovCERT.ch, 2016 [p. 
8] 

Watering hole campaign conducted by Turla 
leading to exploits. 

C3-10  Kaspersky Labs, 2019 Attack mimicking a supply chain attack by Turla 
with malicious installers. 

C3-11 Faou, 2020c Watering hole campaign conducted by Turla 
leading to malicious installers. 

C3-12 Hawley, Roncone, 
McLellan, Mattos, & 
Wolfram, 2023 

Turla registering a domain name used by a com-
modity malware to attack its victims.  

C3-13  Boutin, 2017 Watering hole campaign conducted by Turla 
leading to malicious installers. 
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