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Abstract 

Challenges of chemical dynamics have been encountered in the present study 

consisting of five publications, where a theoretical approach has been chosen 

to clarify the observations gathered by magnetic and optical spectroscopies in 

solid rare gases. Detailed understanding of the events at a microscopic level is 

necessitated for control over the basic processes occurring in the solids. The 

knowledge of atom trapping sites and dynamics gained here is of both practical 

and academic importance in this research field of chemical physics. 

In this thesis a combined quantum chemical - classical mechanics approach 

is adopted. First, accurate ab initio electronic structure methods are used for 

the atom pairs present in the system in order to parametrize the interaction 

energies and spectroscopic quantities. Second, the pairwise information is used 

in molecular dynamics simulations, which yields the time-averaged effects of the 

surrounding medium on the dopant atom. 

The electron paramagnetic resonance spectra of H, Li, Na, and B atoms in 

rare gas solids are simulated by a novel combination of computational tools, 

and the results agree well with the experiments. Definite assignments for trap­

ping in various lattice geometries with distinct symmetries and volumes have 

been achieved, and the developed methodology seems promising for future use 

in studies of more complex cases. Atomic dynamics plays a crucial role in the 

optical studies, and the present simulations have been successful in associating 

the experimental observations and the temperature dependent atomic motion to 

specific trapping configurations of matrix isolated B and S atoms. In particular, 

both thermal and photoinduced recombinant emissions of S2 have been inter­

preted with the aid of simulations, and the B atom optical transitions perturbed 

in the solids have been assigned on the basis of the knowledge of computed po­

tential energy curves, simulated energetics, and combinatory magnetic effects. 
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HF-SCF Hartree-Fock self-consistent field, molecular orbital method. 

MCSCF Multiconfiguration SCF, generalization. 

CASSCF Complete active space SCF, special MCSCF case. 

CISD Single and double excited configuration interaction. 

ix 

MRCI +Q Multireference configuration interaction+ Davidson correction for quadru­

ple excitations. 

CCSD(T) Single and double excitation Coupled Cluster extended with perturbative 

estimation of connected triple excitations. 

QCISD Quadratic CISD, size-extensive amendment of the CI model. 

MBPT Many-body perturbation theory. 

MP M0ller-Plesset PT. 

RS Rayleigh-Schrodinger PT. 

FC Fermi contact, isotropic hyperfine interaction. 

SD Spin dipolar, anisotropic hyperfine interaction. 

MD Molecular Dynamics, deterministic simulation method. 

PES Potential energy surface(s). 

DIM Diatomics-in-Molecules, method for PES construction. 
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Chapter 1 

Introduction 

Chemical dynamics in condensed matter forms a branch of chemistry and physics 

that deals with a wide range of processes from simple atomic diffusion to the 

broad field of chemical reaction dynamics. Because of the many-body nature 

of these interactions an understanding of the events at a molecular level is the 

challenge in this frontier of science. A convergence of quantitative modelling 

and interpretation of various processes is attained by a synergy of experimen­

tal and theoretical tools. A prediction of accelerated progress [1] for the field 

in the future is supported by the two most incisive methods: ultrafast laser 

spectroscopy and large-scale simulations with computers. The wealth of photo­

physics and spectroscopy has been exploited as basic research, carried out for 

the pursued definite characterization of the chemical dynamics, to reveal the 

details hidden in the electronic structure of a particular system under study. 

Experimental methods at one's disposal range from optical absorption or emis­

sion based techniques to more seldom used electron paramagnetic resonance 

(EPR) spectroscopy. Moreover, and most important in the view of the present 

study, microscopic description of the observed spectroscopy and dynamics can 

be pursued at first-principles level by advanced theoretical methods nowadays 

feasible due to the increased computer power and the development of new effi­

cient algorithms. 

Rare gases (Rg) condensate in cryogenic conditions and form more or less or­

dered structures, namely, glassy crystalline or light scattering powderous solids 

that are generally termed as matrices. The inertness of the matrix atoms to 

chemical reactivity is reflected in their other common name, the noble gases. 

1 
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As such, they provide a versatile medium for the study of fundamentals in 

elementary physico-chemical processes. In particular, doping these matrices 

with atomic or small molecular impurities constitutes an experimental tech­

nique called matrix isolation (2], which allows a detailed exploration of a variety 

of issues of key importance for our understanding of the microscopic behaviour 

of the chemical events of interest. For example, recombination of chemical in­

termediates, energy transfer and charge transfer reactions, atom transfer and 

tunnelling are prototypical processes amenable to such scrutiny. 

The control over many-body events in chemical dynamics, such as reactions and 

diffusion, is more easily attained in these structurally well-defined atomic cry­

ocrystal hosts than for example in liquids. As a practical example, the possibility 

of chemical energy storage in cryogenic solids by trapping reactive atoms, radi­

cals or chemical intermediates, and controlling their subsequent recombination 

by thermal annealing, is opened by the increased knowledge of the mentioned 

properties. The advanced propellant systems named "high energy density ma­

terials" serve as a representable example of applications long carried out in the 

field of matrix isolation (2] which still are under active debate and develop­

ment [3-5]. The work in this area is aimed at increased propellant densities and 

specific impulses of astronautical fuels such as impurity doped solid H2. 

The information gathered from experiments in solids is subject to perpetual 

averaging processes of dynamic and sructural origin. Therefore, as the spec­

troscopic methods become blunted in this respect, the need for theoretical aid 

in interpretation becomes evident. On the other hand, cryocrystals provide an 

ideal testing ground for the accuracy of theoretical treatments. The fundamental 

problems in condensed matter physics, such as lattice dynamics, isotropic and 

anisotropic interactions, impurity effects, phase transitions, etc., are all issues 

related to cryocrystals themselves f6, 71, whereas matrix isolation science is more 

directed at molecular phenomena and solvent effects in these solids [l]. Either 

way around, the theoretical approaches encounter challenging obstacles due to 

the immense number of interacting species and degrees of freedom that need to 

be considered. This is the reason why purely quantum mechanical approaches, 

that is, solving the time-dependent Schrodinger equation by some affordable 

way, are rarely used in large-scale simulations and, instead, various approxi­

mations of semi-classical nature are usually employed. A thorough discussion 

of the experimental and theoretical aspects of the chemical physics in rare gas 

solids has been presented in a recent review article (1]. 
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Finally, it should be mentioned that the role of rare gases as inert solvents has 

recently been changed by the fact that these stable atoms also form compounds 

and show enhanced reactivity [8-10]. This interesting novel chemistry is not 

limited to low temperature matrices alone. The first gas phase observation of 

the molecule HXeI belonging to the set of molecules synthetized by the Helsinki 

matrix group was reported recently [11]. The progress in this direction opens 

a new avenue in matrix isolation: studying rare gas containing molecules, in 

addition to the old function of matrices as merely passive stabilizing media. 

The aim and the motivation of the present study as a whole has been twofold. 

First, to provide a theoretical interpretation of the measured atomic and molec­

ular data gathered by optical and magnetic spectroscopy. Second, and more 

general, to test the applicability of certain methodological approximations in 

theoretical work, in terms of both efficiency and reliability, considering interac­

tions and observables in large periodic systems in the condensed phase. 

The main emphasis in this work is on the magnetic interactions since EPR 

seems conceptually ideally suited for exploring the nature of trapping of matrix 

isolated atoms. The power of the EPR technique is in elucidating details of 

the electronic structure of the open shell species in question. This originates 

from the fact that EPR transitions depend on the electronic ground state only 

and are very sensitive to small changes in the environment of the paramagnetic 

impurity. 

Initially, the need for theoretical investigation arose from the EPR measure­

ments in Rg matrices (Ne, Ar, Kr, Xe) that were recently carried out in our 

laboratory [12-14], and by several authors (15-18] before us. The effect of the 

lattice geometry on the spin density and, therefore, on the magnetic proper­

ties of an impurity atom trapped in sites of various character, was the problem 

to be solved, or at least, qualitatively explained. The study expanded from 

the isotropic case, both in electrostatic and magnetic hyperfine interactions, to 

cover also anisotropicity characteristics of 2 P atoms in terms of potential energy

matrices and tensoral magnetic properties. A step beside the main line of this 

study was taken to a molecular case where recombination of photolytically pro­

duced separated S atoms was studied. This investigation was connected to the 

experimental observations by the Helsinki matrix group [19] and pertained to 

the results of short-range separation of the fragments of photolyzed NO obtained 

in our laboratory (20]. 

The five articles which form the body of this thesis may be partitioned into 
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isotropic, in-between, and anisotropic cases, where the first group is made up of 

papers I and II that consider the dynamics of the isotropic 2
S state atoms H,

Li, and Na using a scalar interaction method. The in-between case is the study 

of S+S recombination dynamics, in paper III, that is anisotropic in nature but 

was handled isotropically with a single potential energy surface (PES). Finally, 

the last group consists of papers IV and V where the dynamics and properties 

of 2 P state B atom in a lattice environment were rigorously described.

The most distinct separation in treatment, common to all the above mentioned 

three cases, is obviously the division of the system into quantum mechanical 

and classical portions. That is, all the as-accurate-as-possible quantum chemical 

parameters were calculated for atom pairs, and then used as inputs in subsequent 

classical dynamics part, which extends the treatment to the full scale of the 

lattice. 

During the present series of studies more insight into atomic trapping and diffu­

sion has been gained by theoretical investigation. The adopted methodology has 

helped to finally interpret experimental spectra, both magnetic and optical, with 

significant certainty. A profound understanding of the matrix effects on spectral 

observables and the way they are reflected in the perturbed spin densities and 

electronic states has been achieved. The developed procedure for including the 

hyperfine properties in a simulation and accounting for the motional averaging 

in the solid host lattice is applied probably for the first time here. The results 

are promising, and the methodology seems applicable for future use in extended 

and more complex studies. 

The outline of the thesis is the following: The theoretical background is es­

tablished in Chapter 2 by first discussing briefly the concepts of the applied 

quantum chemical methods for computing the potential energy curves. Then, 

the origin of the magnetic parameters and their connection to spin Hamiltonian 

formalism and experiment is presented. The classical molecular dynamics (MD) 

simulaliurn; that utiliz.e the ab 'tndio data as input is described in Chap. 3. The 

main results are given in Chap. 4, where more detailed case-specific portrayal 

is offered. The concluding remarks appear in Chap. 5. 



Chapter 2 

Quantum chemical methods 

One of the main challenges in condensed matter physics, and also in theoretical 
chemistry, is the need to find good, workable approximations to the many­

body problem that contains the essence of the physics involved in the particular 
problem, and to obtain as accurate solutions as possible. Ab initio methods 
are the most unbiased tools in theoretical chemistry, and truly independent 

of the experiment they seek to model. Without any additional extensions to 

the postulates of basic quantum and relativistic mechanics, these methods can 
closely approximate and explain the majority of static features of molecular 

physics and chemistry. 

The approach in the present study for deriving the final computational results 
relies on accurate pair-information that can be obtained by various techniques. 

Because only diatomic calculations need to be performed, the most advanced 
quantum chemical methods available are computationally feasible. In particu­
lar, the Coupled Cluster and Multireference Configuration Interaction (MRCI) 
methods, although very different in nature, are both regarded [21-24] as highly 
accurate techniques yielding results close to the full Cl (FCI) limit. 

The magnetic interactions considered in this thesis are related to the resonance 
effecs which form the basis of the EPR spectroscopy. They arise from the 

coupling of the electron spin magnetic moment to an external magnetic field and 
to the nuclear spins in the system. The origin of these effects can be unraveled 

by relativistic1 treatment of quantum mechanics and they are manifested as 

1 Although, as discussed on p. 15, relativity is not necessarily required.

5 
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the fine and hyperfine structures, respectively. The actual numerical treatment, 

however, may be carried out in the nonrelativistic regime using ordinary one­

component wavefunctions and operators in a perturbative manner. 

2.1 Computing the energy 

The theoretical foundation for most molecular energy evaluations in quantum 

chemistry is the nonrelativistic time-independent Schrodinger equation that is 

formulated within the Born-Oppenheimer approximation of fixed nuclei [25). 

The antisymmetry requirement of the fermion statistics ( the Pauli exclusion 

principle) is fulfilled by the determinantal form of the many-electron wavefunc­

tion (Slater determinant), or by using occupation number representation of the 

second quantization [24, 26, 27]. The resulting matrix eigenvalue equations of the 

Hartree-Fock molecular orbital (MO) approximation constitute the zero-order 

solution to the electronic problem [27]. It is not intended to dwell upon the 

details of these basic issues here, but merely to discuss some important matters 

that influence the accuracy of the results. 

The Hartree-Fock self-consistent field (HF-SCF) method is a mean field assump­

tion that does not account for electron correlation. The interest in quantum 

chemistry is mainly in energy differences, e.g. in binding energies that are only 

a fraction of the total energy of a system; hence it becomes essential to include 

these higher-order effects into the model when accurate results are needed. This 

translates into filling the energy gap Eexact - EHF by post-HF electron correla­

tion methods designed for this purpose. 

Most of the applied methods can be characterized as being either variational 

or perturbational. The advantage of the former is the guaranteed existence of 

bounds for the energy. The CI (and HF) methods provide an upper bound 

to the exact energy of the system, whereas many-body perturbation theories 

(MBPT) usually have an oscillatory convergence or they may even diverge [24, 

28]. Coupled Cluster methods are also nonvariational (in the usual formulation) 

but they behave more smoothly [23). More crucial than the variational nature 

of the method is, however, the concept of scaling. 

A method that gives linear scaling for energy of N noninteracting systems is 

correct, and the proper scaling of the energy with the number of all correlated 

particles is thus termed size-extensivity [29). This is a property that truncated 
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Cl methods generally lack, while t.he ahove mentioned other methods satisfy 

it. A somewhat more pragmatic criterion is the property called size-consistency 

[30], which requires that the energy of two infinitely separated systems is the 

sum of the individual system energies. This corresponds to correct dissociation 

of a molecule to atomic fragments which, again, is a serious problem with Cl 

methods. 

Another aspect in the treatment of electron correlation is the division into dy­

namic and static effects. The former is attained by generating excited electron 

configurations out of the reference function and including them into the wave­

function with proper weight. The single configuration description for reference 

becomes inadequate when static correlations predominate. Instead, a simul­

taneous optimization of both self-consistent orbitals and coefficients of several 

configurations (multiconfiguration method [31]) that are important for a quali­

tative description of the reference function, can be used. 

The choice of approach for a particular case is also dependent on the electronic 

state one needs to calculate. The perturbative methods described above are 

of ground state nature and can give only the lowest state of a particular spin 

and symmetry. Basically, the same argument applies for the Coupled Cluster 

methods, although a means to describe excited states within the scheme is 

provided by the equation-of-motion Coupled Cluster (EOM-CC) method [32]. 

This is not discussed further or used in the present work. With the (MR)CI 

methods, however, the excited states are straightforwardly given as eigenvalues 

of the variational diagonalization problem in the spanned configuration space. 

The essence of MO theory is in the construction of N-particle and one-particle 

spaces. The discretization of the one-particle space to a finite set of basis func­

tions is a fundamental approximation and defines the limit of accuracy that 

can be computationally gained. In most cases the N-particle space expanded 

as a set of linear combinations of basis functions must also be truncated. This 

produces the methodological hierarchy that converges toward the full Cl limit. 

In the present study of matrix isolated atoms and molecules special attention 

must be focussed on the basis sets due to the weak interactions and large in­

teratomic distances involved. The basis sets must contain adequately diffuse 

functions to account for the fluctuations of the electron clouds in van der Waals 

(vdW) region. The incompleteness of the basis, however, artificially increases 

the binding strengths, which in these complexes may even be of comparable 

magnitude to the actual interaction, and needs therefore to be taken care of. 



8 

This basis set superposition error (BSSE) (33] is most conveniently corrected by 
the counterpoise procedure (CP) (34]. 

Magnetic properties, as can be seen from their operator form in Section 2.2, 
depend heavily on the wavefunction at or near the nuclei. This puts an addi­
tional demand on the Gaussian-type basis functions as they must fulfill the cusp 
condition at the nucleus. When absolute values are aimed at, the usual solution 
is to augment the basis set with tight functions and possibly uncontract the 
inner region of the standard set. In a more specialized approach one utilizes 
Hiller-Sucher-Feinberg operators instead of the delta function (35, 36] for the 
evaluation of the spin density. However, when relative values are sought, as in 
the present study, it is essential to add diffuse functions to account for the effect 
of matrix perturbations mediated via the outer part of the wavefunction on spin 
density. 

2.1.1 Coupled Cluster and Configuration Interaction 

The above methodological Jifforeuce Llw.L affed8 Lhe 8i:t,e-exLeu8ivity i8 inher­
ent in the procedure that generates the particle-hole excitations within the N­
electron space in Cl and Coupled Cluster schemes. Namely, the linear parametri­
zation of the Cl wavefunction (27], 

(2.1) 

as compared to the exponential ansatz of the Coupled Cluster theory (37], 

(2.2) 

is deficient since it does not yield correct quantum mechanical description for 
many-body interactions if 6 is truncated in the usual way: 

6 = 
61 + 62 + ...

- "'caat a. + ! "'cabat ata·a· + · · ·- L i a ' 4 L ij a b J ' 

ia ijab 

(2.3) 

This form produces the singles and doubles Cl (CISD) wavefunction where cor­
respondingly excited determinants having holes in the occupied space (i, j) and 
electrons promoted to the virtual space ( a, b) are included with expansion co­
efficients cf, cfj. The creation and annihilation operators of the second quanti­
zation al, ai act on the Fermi vacuum (HF-reference function) ket vector l<I>o)
producing the excited configurations. In this formulation, the Cl method then 
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comprises the va.ria.t.ional optimization of these coefficients subject to the inter­
mediate normalization constraint (<1>0 IIJ!cr) = 1, i.e., the minimization of the 
expectation value of the energy. The technical solution to this eigenvalue prob­
lem consists of diagonalization of the Hamiltonian matrix in the configuration 
basis, or it may be accomplished by special iterative techniques (24]. 

The Coupled Cluster operator e'I', on the other hand, expands with a similar
truncation as above to give 

IIJ!cc) = (1 + 1'1 + 1'2 + 1'3 + ...
1 A2 A A 1 A3 

+ 2! T1 + T2T1 + 3! T1 (2.4) 
1 '4 1 A •2 A A 1 A2 

) + 4?1 + 2?
2T1 + T3T1 + 2?2 + ... l<I>o)

which includes disconnected wavefunction components as operator products, 
where the total cluster operators are (38]: 

and generally 

ia 

,f,2 = ! '°' t'· · - ! '°' t abat ata ·a·1' - 2 � •J - 4 � ij a b J i 

ij ijab 

(2.5) 

(2.6) 

(2.7) 

The truncation at a specific excitation level gives the hierarchy of the Coupled 
Cluster techniques, e.g., CCSD, CCSDT, etc. Due to the disconnected terms 
the Coupled Cluster state contains contributions from all the excitation levels 
in the FCI wavefunction even when truncated, as can be seen in the following 
comparison for C = ei' - 1:

61 = 1'1 

A A 1 A2 
C2 = T2 + 

2
T1 

A A A A 1 '3 
C3 = T3 + T2T1 + 

6 
T1 

A A A A 1 A •2 1 '2 1 '4 
C4 = T4 + T3T1 + 

2
T2T1 + 

2
T2 + 24 T1 , 

and is therefore always size-extensive, whereas CI methods become fatally flawed 
for large systems. Furthermore, the deficiency of the CI methods can be related 
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to the lack of multiplicative separability of the wavefunction for noninteracting 
subsystems (e.g. largely separated A and B) 1'11) -A l'11A)l'11s) and, therefore, to 
the lack of additively separable energy E -A EA +Es. 

A convenient and preferred way Lo obLain Ll1e CouµleJ Clu1::1Ler e11ergy a11J am­
plitude equations is to proceed with similarity-transformed Hamiltonian fI =
e-t fI et formed by left-multiplying the Schrodinger equation, and then by pro­
jecting with respect to the reference and excited determinants. This gives

(<T>o le-t fiei'
l<T>o) = E 

(<T>':'b ... le-i'fiei'
l<T>) = 0 

iJ... 0 , 

(2.8a) 

(2.8b) 

where the energy expression (2.8a) is decoupled from the nonlinear amplitude 
equations (2.8b), meaning that the cluster amplitudes tfj-:: can be obtained 
independently of the energy. This formulation is necessitated for extending 
the Coupled Cluster theory beyond the calculation of energies. The Hausdorff 
expansion for evaluating fI does not give an infinite series, but the five term 
expansion 

e-i'fiei' =H + [iI,i'] + � [[iI,i'] ,i'] + ;, [f ffI, i'l , i'l , i'l

+ :, [ [ [ [ iI, i'] , i'] , i'] , i'] ,
(2.9) 

that truncates naturally due to the (anti-)commutation properties of the cluster 
operator T and the electronic Hamiltonian, which in second-quantized form is 
written as [27] 

(2.10) 

This involves matrix elements for the one-electron component in the Hamilto­
nian, hpq = (plhlq), and (pq l lrs) = (pqlrs) - (pq lsr) is the antisymmetrized two­
electron part including all Lhe elecLro11-elet:trou interaction integrals. The gen­
eral spin-orbital indices in (2.10) refer to both occupied and virtual subspaces .  
Derivation of the analytical expressions for the amplitudes and the energy then 
comprises the evaluation of the commutators of creation/ annihilation opera­
tor products. The tedious commutator algebra can be significantly reduced by 
Wick's theorem and normal ordering, and even further by diagrammatic tech­
niques [38]. Without entering into the details, it is inherent in these techniques 
that termwise size-extensivity is ensured, which allows all kinds of truncations 
to be made for the cluster expansion. 
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The close connection to many-body perturbation theory with M0ller-Plesset 
(MP) partitioning allows one to evaluate the MPn energies along with the Cou­
pled Cluster calculation [39, 40]. As the CCSDT method is computationally 
far too expensive at present, it is no surprise that perturbative estimates for 
inclusion of connected triples contributions have been developed. The method 
called CCSD(T) is presently the most accurate one, being at the same time a 
computationally feasible, single reference method [41]. It includes terms that 
can be related by perturbational analysis up to fifth order excitations and works 
even in cases with substantial static correlation effects [23, 38]. 

When excited states having lower energy roots in the same symmetry are consid­
ered, or static correlation effects require several configurations for the reference, 
a balanced description is attained by a multiconfiguration self-consistent field 
(MCSCF) based method. The MCSCF wavefunction 

M 

l'11Mc) = I:C1l<I>1) (2.11) 

is a truncated linear CI expansion that contains the essential number of M

configurations to give qualitatively correct description of the electronic structure 
and, for example, all possible dissociation pathways. The difference with the 
CI methods is that the orbitals are also relaxed in addition to the expansion 
coefficients CJ, that is, the variational energy minimization [24] 

(2.12) 

contains the parametrization 

M 

j,-.;,C) = exp(-k) Lc1l<I>1), (2.13) 

where the orbital rotation operator exp(-k) carries out unitary transformations 
among the spin-orbitals. The selection of included configurations I <I> 1) is autom­
atized in complete active space SCF (CASSCF) method, that generates a full 
CI expansion in a chosen set of molecular orbitals. Usually this is taken to be 
the valence space. 

To recover as much of the correlation energy as possible, as in a single refer­
ence case, it is essential to go beyond multiconfiguration SCF scheme and to 
solve the dynamical correlation problem. The MRCI approach approximates the 
wavefunction as an expansion in all singly and doubly excited configurations (ex­
ternal) with respect to a set of chosen reference configurations (internal). This 

I

I
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can be written as [42-44] 

IWMRCI) = L c1l�1) + L cf,Il�f,1) + L cf1�,Il�f1t1), 
I ta,I tuab,I 

(2.14) 

where the indices (t, u) refer to the internal valence orbitals occupied in the MC­
or GAS-reference fuudiou. A more efficient formulation which avoids the rapid 
increase of the basis size with number M is the so-called internally contracted 
MRCI [44-46]. Instead of selecting excitations from each reference configuration, 
it constructs configurations by applying excitation operators to the reference 
wavefunction as a single entity. Therefore, the number of configurations becomes 
independent of NI an<l <lepen<lR only on t.he number of internal and external 
orbitals. This reduces the size of the CI expansion by one or two orders of 
magnitude. 

Two methods have been used to approximatively attain size-extensivity in the 
present study when the Coupled Cluster has not been applicable. With MRCI 
calculations, a multireference analogue of the simple Davidson rescaling cor­
rection [47, 48] has been routinely applied for approximating the disconnected 
quadruple excitations. This has the effect of removing the contributions from 
unlinked dia/:!:rams that enter the Cl matrix elements and are absent in CC equa­
tions by construction. Another treatment is adopted in quadratic configuration 
interaction (QCI) methods. The QCISD, for example, is derived by adding a 
few of the terms in the et power series expansion to the CISD in order for it to 
approach size-extensivity in a rigorous manner [49]. 

2.1.2 Basis sets 

The description of one-particle spaces in the present set of studies is based on 
the so-called correlation-consistent basis sets of Dunning and co-workers [50]. 
These basis sets have become one of the standard functions due to their extensive 
benchmark testing [51]. The acronym x-aug-cc-p VXZ reads x times diffusively 
augmented correlation-consistent polarized valence X-tuple zeta basis set, where 
the cardinal number X takes values D, T, Q, 5, . .. for doubly, triply, quadruply, 
quintuply, etc., split sets. When it is important to account explicitly for the 
core correlation in a property evaluation, the basis sets named cc-pCVXZ are 
utilized for their additional flexibility. 

As the number of basis functions (M) and, therefore, integrals to be calculated 
and stored, increases rapidly when extensive basis sets are used, it is plausible 
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to describe the core region effectively by a single function or potential. This 
is called effective core potential (ECP) or pseudopotential (PP) method, and 
is usually applied to heavy atoms. In addition to the reduced computational 
effort that scales at least as M

4
, incorporation of scalar relativistic and spin­

orbit effects important for heavy atoms can be carried out efficiently. In the 
present work the chosen potentials for Rg atoms are the relativistic ECP's of the 
Stuttgart group [52]. These potentials represent the Rg8+ core, containing the 
spin-orbit parametrization, whereas the valence part is described by contracted 
[4s 4p 3d lf] set of Gaussians that was further augmented by a { spdf} set of 
optimized diffuse functions in paper I. Nicklass et al. [52] give the following 
form for the pseudopotential part 

(2.15) 

where the core charge Q = 8 for Rg atom, P,, denotes a projection operator on 
spinor spherical harmonics centered at Rg atom 

l 

Pi= L IYim)(Yiml, (2.16) 
m=-l 

and the pseudopotential parameters E1k and f31k are adjusted to represent the 
scalar-relativistic all-electron energies. The spin-orbit operator has the form [52] 

1/4 (") = 

1

� 2�Vso,1(ri) R l··S·R so i 
� 2l + l 1 , , 1
1=1

(2.17) 

with l i and Si denoting the orbital angular momentum and spin operator of 
the ith valence electron. The difference � Vso ,1 of the radial parts of the two­
component relativistic pseudopotentials VPP,1,1+1;2 and Vpp,1 ,1_1;2 is written in 
terms of Gaussian functions as 

� Vso ,1(ri) = L �Elk 
e-f3ikrt.

k 

(2.18) 

The exponential parameters are the same as above in (2.15), hence only the lin-
ear parameters �Elk are least-squares optimized to reproduce spin-orbit split­
tings of the reference data. 

2.2 Computing the magnetic properties 

Paramagnetic resonance studies carried out in the microwave frequency range 
(109-1011 Hz) belong to the domain of EPR spectroscopy. It involves magnetic 
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dipoles of electrons that originate from permanent magnetic moments due to 

the electron spin and orbital motion. The two paramagnetic resonance effects of 

concern for the present study are the electronic Zeeman and hyperfine interac­

tions. The former is basically a coupling between the electron magnetic moment 

and the external magnetic field, mediated by the g-factor, or more generally, by 

a second-rank (3 x 3) g-tensor, where the orbital contributions introduce the en­

vironmental anisotropy into the description. The phenomenological expression 

for the Zeeman energies leading to the resonance condition can be written as 

(2.19) 

where µB is the Bohr magneton, and the g-tensor having elements gab in terms 

of Cartesian axes a, b E { x, y, z} parametrizes the orientational dependence of 

the resonance. Quite similarily, the hyperfine interaction between the electron 

and nuclear spins is mediated by the traceless A-tensor, 

hv ex S ·A· I, (2.20) 

which contains the isotropic Fermi coutad (FC) and the anisotropic spin dipolar 

(SD) contributions. The relevant Hamiltonian terms for describing the tensors1 g 

and A are needed to give an expliciL couuediu11 Letweeu experimentally derived 

parameters and molecular structure. To clarify these matters, the energy levels 

showing Zeeman and isotropic hyperfine splittings are drawn in Fig. 2.1 for 

8 = 1/2, I = 1/2 case according to the Breit-Rabi solution, in which the 

magnetic Hamiltonian is diagonalized in the basis of spin states lms m1) [18]. 

These properties are spin-dependent and arise naturally from the relativistic 

theory which is roughly sketched in the following. The traditional approach for 

arriving at the practical expressions that parametrize the interactions is to start 

from the four-component Dirac equation, to apply the minimal substitutions 

(Lorentz gauge) for the field-dependent operators, and to reduce the equations to 

a two-component form (Pauli limit) by decoupling the electronic and positronic 

components. Generalization to the many-particle case is carried out by the 

Breit formalism, which after a similar reduction to nonrelativistic form leads to 

the so-called Breit-Pauli (BP) equation that at least to a good approximation 

explains all the interactions between matter (molecules) and electromagnetic 

field [53, 54]. However, radiative corrections of quantum electrodynamics are 

needed to bring the free electron g-value from the predicted number of 2 to the 

correct 9e of 2.0023193. 
1 Actually interaction matrices, in general. The term tensor is valid here, nevertheless.
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Figure 2.1: The Breit-Rabi levels for lms m1) states of an electron interacting 

with a nucleus with spin ½ as in H atom. The allowed magnetic dipole transition 

is split due to the hyperfine coupling. 

It should be noted that a revised point of view to the origin of the spin and 

the magnetic moment of the electron is provided by the Levy-Leblond equation, 

which results as a nonrelativistic limit of the Dirac equation by a change of 

the metric in the four-component spinor space [55, 56). It was shown by Levy­

Leblond [57] that the electron spin is perfectly consistent with a Galilei-invariant 

(i.e. nonrelativistic) field theory, and that the corresponding equation arises also 

from group theory of spin-half particles which describes the spin correctly and 

also accounts for its gyromagnetic ratio g = 2. Therefore, it is not necessary to 

consider the electron spin as a genuine relativistic effect. 

Taking into account all the Breit-Pauli terms linear in B or S, as Eq. (2.19) 
suggests, one ends up with a Hamiltonian that has seven terms contributing to 

the g-tensor, 

H9 = Hsz + HRMC-sz + Hac-sz(le) + Hac-sz(2e) 

+ Hso(le) + Hso(2e) + Hoz.
(2.21) 

These terms are identified as spin-Zeeman operator, relativistic mass correc­

tion to the spin-Zeeman, one- and two-electron spin-Zeeman gauge corrections, 

one- and two-electron spin-orbit terms, and orbital-Zeeman operator, respec­

tively [54). The spin-Zeeman operator, geµnS • B, is the dominant part of the 

interaction, whereas the rest produce the deviation from the free electron value 

ge. Thus, the g-tensor may be expressed in the form g
ab 

= geoab +/;:;.g
ab, where 
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D.
g

ab are the components of the g-shift (58). The hyperfine components are al­
ready present in the BP equation, given that electron magnetic moment vector 

-geµBS is replaced by a nuclear one, µI< = gI<µNII<, where µN is the nuclear
magneton, I is the total nuclear angular momentum, i.e., nuclear spin, and 9K
is the g-factor specific to the nucleus K.

Since the magnetic effects are generally very small compared to other energet­
ics in the low external fields of an EPR measurement, the perturbation the­
ory is conceptually well suited for quantifying the effects of the correspond­
ing operators. In this approach, the electronic problem is first solved to give 
a reasonable (nonrelativistic) field-free description of the system as discussed 
in Section 2.1, and then the magnetic operators are used in the Rayleigh­
Schrodinger perturbation theory (RSPT) to produce the induced small changes 
in the energy. The perturbed Hamiltonian is conveniently expressed in a form 
H = Ho+.\ V = Ho+.\P1 +.\2P2 . The first- and second-order energy corrections 
in terms of complete set of eigenfunctions {w;0)} are thus (26, 27) 

(2.22) 

(2.23) 

where (\J.i j , Ej ) are the field-independent solutions. All the operators affecting 
the tensors g and A in the linear approximation are of P1 -type, since the per­
turbation in the former is only the external magnetic field and in the latter 
the nuclear field. In addition, the terms that appear quadratic in the second­
order contribution are dropped. The reasoning for using the RSPT also applies 
for derivative techniques where the field-effects are handled as responses of the 
:,y:,tern to the perturbation. While the above expressions are perfectly valid 
for exact wavefunctions, the response approach holds strictly for approximate 
wavefunctions also (26), 

��
i 

I
A=

O 
= (\J.i�

O
)IP1I\J.i�

O) ) + 2 ( e:r IHol\J.i�
O) ) (2.24) 

and is used with the aid of a Lagrangian function for calculation of the hyperfine 
properties in the present set of studies. 

The hyperfine FC and SD properties are calculated along with the energy evalua­
tion from normalized spin densities by standard methods [58,59). The evaluation 
of the g-tensor is, however, more laborious for it requires a detailed knowledge 
of the electronic structure of both ground and excited states. However, the 
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problem can be avoided using the response equations of the propagator meth­

ods since the excited states are then handled only implicitly, and no truncation 

in the sum-over-states expansion shown in Eq. (2.23) is needed [60,61]. 

Two commercial program packages were used for computing the wavefunction 

and several properties, as cited in the original articles, throughout this study. 

All the MRCI and related computations were carried out with the MOLPRO 

set of codes [62], as well as the RHF-based (spin-restricted open shell) Coupled 
Cluster energy calculations. The hyperfine calculations were performed with the 

GAUSSIAN package [63), with various levels of theory, however, all based on an 

UHF-reference (unrestricted) description. It is noted that the open shell UHF 

determinant is not a pure spin state and it suffers from the spin contamina­

tion, i.e. the expectation value of S2 becomes higher than the correct 0. 75 for a 
doublet, which may affect the computation of magnetic properties. However, a 
quantitative investigation on the extent of this effect in open shell Coupled Clus­
ter wavefunctions has shown that modestly spin contaminated reference states 

are not a valid concern [64]. A popular method of removing unwanted higher 

multiplicity states is to project them out with a suitable projection operator. 

2.2.1 Fine structure 

The term fine structure in the context of the electronic Zeeman effect can be 

rationalized in two ways. First, it is a splitting of energy levels as the Kramer's 

degeneracy is lifted in the presence of magnetic field. Secondly, a large con­

tribution to the g-shift originates from spin-orbit interaction that is generally 

termed as a fine structure correction to the nonrelativistic energy. 

The operators in Eq. (2.21) for molecular g-tensor evaluation have been only 

recently included in the ab initio level calculations [65]. In the present study it 
was sufficient just to concentrate on the dominating second-order contribution. 

The three correction terms in Eq. (2.21) all appear as first-order, since their 

contribution to the second-order leads to quadratic dependence on S or B or 

both. Therefore, only the spin-orbit and orbital-Zeeman operators are effective, 

and the bilinear perturbation formula is [54, 58] 

E _ 2" (\JlolHsol\Jln)(\JlnlHozl\Jlo) 
Zeeman - � E _ E 

, 
n#O 

O n 

(2.25) 

where the matrix elements between ground 1'110) and excited lllin) states are 

calculated with the MRCI wavefunctions. 
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The spin-orbit operator is written in terms of the fine structure constant a = 
e2 /(fie) = 1/137.036 (in Gaussian units) as 

and the orbital-Zeeman term is given by 

afi N 
Hoz = --- "B · liC, 

2me L.J 
i=l 

(2.26) 

(2.27) 

where the indices i, j and K refer to summation over electrons and nuclear 
centres, respectively. The orbital-Zeeman term is gauge-dependent, since the 
angular momentum operator liC = (ri - C) x Pi is defined in terms of some 
arbitrarily chosen computational origin C. The computed matrix elements can 
be directly related to the g-shift components Cl.g

ab provided they are considered 
in a spin-field dimension reduced form [65]. 

The calculations described above are utilized in the paper IV. 

2.2.2 Hyperfine structure 

The hyperfine interaction splits the Zeeman energy levels further; thus addi­
tional resonances occur in the spectrum at different field strengths. The fine 
structure contributions arise in a Coulombic field of pure point charges, whereas 
the nuclear magnetic moments generated from the internal nucleon structure 
give Lirtlt to a<l<litional effects orders of magnitude smaller than those of the 
fine structure. Hence the term hyperfine. 

The Breit-Pauli equation gives the following Hamiltonian for the hyperfine in­
teractions that are of present interest: 

(2.28) 

including a sum of two first-order contributions corresponding to the dipolar 
and Fermi contact terms. There are also correction terms that enter into the 
A-tensor description, but those are generally considered negligible [54].
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The interface between experimental and theoretical work in EPR is based on 
the so-called spin Hamiltonian (sH) formalism. This model allows the measured 
data to be analyzed in terms of a small number of parameters, which can be 
interpreted by the theoretical approach as well. The idea is to write an effective 
Hamiltonian that comprises only spin operators, the external magnetic field, and 
measurable parameters, and to produce the same energy levels, when solved in 
a basis of pure spin states { Im. m1) }, that Eq. (2.28) gives with calculated 
wavefunctions. 

The spin Hamiltonian can be written for the present case (S = 1/2) as 

H. = µBS • g • B - µNL 9I< B • h< + S • L Al( • h<, 
J( J( 

(2.29) 

which upon diagonalization produces the magnetic field values for transition. 
On the other hand, this operator is subject to the first-order relation (58] 

(2.30) 

where the sH matrix elements must be in correspondence with the theoretical 
ones. This equivalence can indeed be satisfied [54]. So, for the Fermi contact 
part in the perturbation expression, one gets (in spherical tensor form) 

where 

(w�IHFclWo) = 

8
; geµBµN L9I<Ds(rI<)

J( 

X I:,(-l)m (m�ISmlms)(m�II::\ilm1) 
m 

H (l) - � I Aisos I s,FC - L..J 1 K • I< , 

J( 

and the isotropic coupling constant is (in Hz) 

(2.31) 

(2.32) 

(2.33) 

i.e., proportional to the normalized spin density D s ( r I<) evaluated at the nu­
cleus. The dipolar interaction, written in tensor product form as

Hso = 3geµBµN L9I< I:,(-l) mruJ[riI< x Tif{]�:n[si x JK]�l, 
I< i,m 

(2.34) 
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can be treated in a similar manner and gives in a Cartesian representation the 

spin operator 

H(l) "' hAdip s II( s,SD = � K,ab a b , 

K,ab 

where the anisotropic coupling constant is 

(a,b=x,y,z) (2.35) 

(2.36) 

The spherical tensors in the above expressions reflect merely the Wigner-Eckart 

theorem 11tiJi7,ecl in the clerivation of these relations (59]. The one-particle re­

duced spin density function Ds(r) yields the excess density of up-spin over 

down-spin electrons, given in terms of basis functions and expansion coefficients 

that define the spin density matrix, i.e., discretized representation of the Sz 

operator used, by L-µv(Ds)µv</Jµ (r)<g(r). 

Spin density is the key variable in these ab initio calculations. It is affected by 

spin polarization and electron correlation effer.t8, ancl reflects the environmental 

structure in the vicinity of the paramagnetic species. It is also noted that the 

FC term is a s-wave contribution, whereas the SD term ner.essitates non-7,ero 

orbital angular momentum. 

These matters were discussed in papers I, II, and IV. 



Chapter 3 

Molecular dynamics 

simulations 

In the previous Sections only static, time-independent properties have been 

considered. In due course, dynamics is brought into debate, and the related 

methods are discussed. While the magnetic properties under investication are 

still the static ones, i.e. no spin-relaxation phenomena or other dynamical as­

pects of magnetic resonance are examined, the dependence of these parameters 

on atomic motion and configurations in finite (low) temperatures is explored by 

molecular dynamics (MD) simulations. 

Very generally, molecular dynamics methods are devised to yield time averages 

of the physical quantities, approximately representing the experimentally ob­

servable values in a macroscopic time scale. Fortunately, the limited simulation 

time interval (picosecond scale) is usually sufficient, provided that the system 

samples the phase space to a reasonable extent. Thus, the physically correct 

thermodynamic description can be produced. The simulation of an infinite lat­

tice corresponding to a macroscopic size scale is achieved by means of periodic 

boundary conditions. Therefore, the size of the system can be limited to the 

order of 102-103 explicitly defined atoms in a simulation. 

In this Chapter the features of classical dynamics are pointed out at a general 

level and the assumption of pairwise additivity is discussed as it results from the 

use of quantum mechanical input data calculated for diatomic systems (previous 

Chapter). The symmetry of the electron density, i.e. the effect of an orbital 

21 
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angular momentum of the impurity atom, is stressed as it affects the adopted 

means of representation. In other words, the directional nature of chemical 

bonding and noncovalent interactions is considered in some detail. 

In order to understand many chemical and physical processes it is essential lo 

know the potential energy surfaces (PES). The set of PES is usually solved 

within the BO approximation and they depict the interatomic forces at various 

molecular electronic states. The symmetries of the states and the topologies 

of the surfaces define the static and dynamic behaviour of the system and its 

spectroscopic properties . 

The fact that the whole polenlial euergy :,urface mu:,l be known iu dynami­

cal studies is a computational bottleneck since the nuclear motion is usually 

handled relatively effortlessly by classical equations of the Newtonian dynam­

ics. Progress in this area has been made by schemes [66, 67] based on density 

functional theory. These are, however, essentially ground state methods and, 

unfortunately, inadequately suited for studies on weak van der Waals interac­

tions [68], mainly because of the lack of terms predicting the correct inverse 

power of R distance dependency. Although many processes are well represented 

with a single adiabatic surface, phenomena such as charge and electronic energy 

transfer reactions and nonadiabatic or spin-forbidden transitions necessitate de­

tailed knowledge of the nonadiabatic interactions between states, and need to 

be computed with accuracy and efficiency. 

Keeping these aspects in mind, the advantage of the presently applied method­

ology becomes evident. With accurate diatomic information it is possible to 

economically construct the PES for the whole system, in principle up to the 

exact BO-energy. This lies in the heart of the diatomics-in-molecules (DIM) 

theory [69, 70), initially used for constructing the potential energy matrices, and 

later utilized in MD simulations [71]. Moreover, although they are based on di­

atomic pair interactions, the DIM surfaces do not involve a simple assumption 

of pairwise additivity because of a peculiar mixture of various electronic states 

that is taken into account by rotational, spin coupling, and state mixing ma­

trices [72, 73]. This is particularly profitable when studying chemical dynamics 

dictated by multi-body interactions. An example of this is the condensed phase 

molecular photodissociation, determined by recombination or cage exit of the 

fragments, and dependent on orbital reorientation dynamics [74]. 

The shortcoming of the classical treatment of the nuclear dynamics is, obviously, 

the neglect of quantum effects. In particular, zero point energy that may have 
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a significant contribution to thP. amplitudes of the motion, is absent. Secondly, 
the continuous energy spectrum of nuclear motion and indefinable tunnelling 
are the inevitable, although not very severe, consequences of a classical study. 

3.1 Isotropic case 

Evaluation of forces is the most fundamental stage in the analysis of the de­
terministic equations of motion. Very generally, it can be assumed that the 
forces can be derived from a scalar potential which is a function of nuclear co­
ordinates only. A simple and most frequently used additional condition is the 
pair-additivity. This is connected with the assumption of a single BO-surface, 
which does not hold when e.g. chemical bonds are formed or broken. The use of 
a single PES also implies angular isotropy of the electron density which is not 
always valid in the case of open shell atoms. 

Moreover, the scalar potential neglects vectorial effects such as induction forces. 
The deviation from pair-additivity of Rg atoms, for example, arises from disper­
sion forces due to fluctuating electron distributions, and needs to be correlated 
vectorially, e.g. by the Axilrod-Teller three-body potential [75, 76]. The non­
additivity may also arise from ionic pair contributions which necessitates the 
inclusion of the corresponding excited states in the DIM model [72]. 

In spite of the above, the pair-additive treatment is utilized here, and almost 
always by others too, with l = 0 atoms. This results in a method where the 
numerical integration of the equations of motion, 

vi(t) = vi(t - bt) + 6t [F�A (t - bt) + F�A (t)] /2Mi 

Ri(t + bt) = Ri(t) + vi(t)bt + bt2F�A (t) /2Mi, 
(3.1) 

as in the "velocity Verlet" algorithm (3.1) above, are solved with forces FAA = 
-\?REA. Here, the potential energy is described by a single function of nuclear 
coordinates 

n n 

E({Rn}) = :z:=vRg;-Rg; + :z:=vx-Rgi ' 
i<j 

(3.2) 

that is, the state indices A always referring to a single PES only. Although this 
is strictly valid with closed shell atoms X such as hydrogen or alkali metal in 
Rg lattices (papers I, II), the triplet sulfur (paper III) becomes a more putative 
case if rigorous dependence on the electronic degrees of freedom were sought. 
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The application of the matters addressed above is realized in articles I-III. The
actual simulation uses a sophisticated predictor-corrector integrator together
with other standard algorithms of molecular dynamics [77] implemented in the
MOLDY software [78], that was modified to account for the various asper.ts of
present interest.

3.2 Anisotropic case 

With open shell atoms (l > 0) the anisotropy of electron density and the mul­
tiplicity of electronic states due to the orbital degeneracy, and first of all, the
breaking of this symmetry as a result of static or dynamic environmental effects,
must be accounted for.

Quite generally, the anisotropic potentials can be described by the electrostatic
expansion [79]

N oo 

VMp_ 1 5(r,R1,R2, ... ,RN)= L L VL(r,Rk)PL(r • Rk ), (3.3)
k=lL=O 

where r is the electronic coordinate of an open shell atom X, Rk are the coordi­
nates of the closed shell Rg atom, and PL is a Legendre polynomial that can be
expanded in spherical harmonics. The potential is evaluated as an expectation
value over r in the basis of electronic wavefunctions of atom X.

The simplest case is l = 1, corresponding to a halogen atom (hole in p orbital)
or a Group 13 atom (B, Al, etc.), which can be described on a one-particle basis

lm1) = Yim (m = 1, 0, -1) producing (if spin is neglected) a (3 x 3) matrix. The
matrix elements are

L 

Vmm' = L L 2£
4
: l (Y1ml L Yu11Yim1 ) VL(Rk )Yl,M({h, 1Pk), (3.4)

k L=O,2 M=-L 

where the radial functions V0 and Vi represent the isotropic and anisotropic
parts of X-Rg interaction, and can be written in terms of diatomic states as [79]

1 
Vo = 3 (Vi:; + 2Vn)

5 
Vi= 3(Vi:; - Vn).

(3.5a)

(3.5b)

The matrix elements can be evaluated with the Gaunt formula derived from the



Clebsch-Gordan series [80] 

J d!1yt;n(!1)YLM(!1)Yi1 m1 (!1) = (-l)mf:!' (-� ! l' ) ( l
m' 0 
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L l' ) 
0 0 

where f = J2TTI and the bracketed arrays are the 3j-symbols for vector cou­
pling. The adiabatic surfaces (3) are obtained by diagonalization of the potential 
energy matrix. 

The above described first-order perturbation type approach is actually equiv­
alent to the minimal basis DIM description. This limited basis is valid in the 
present studies, because the explored structures mainly correspond to near­
equilibrium atomic configurations. Therefore, mixing of excited states into the 
three-state minimal basis manifold is negligible and the probability for surface­
hopping transitions is extremely low. Generally, the DIM method is capable of 
handling a wide range of problems, so that the requirements of including ex­
cited states with ionic contributions, and/or treatment of separation into atomic 
fragments, cause no difficulty other than the increased complexity in implemen­
tation. This reflects the fact that DIM is essentially a valence bond theory. 

While the DIM model is reviewed in detail elsewhere (70, 81], a brief outline 
is given here. For a system of N atoms the n-electron Hamiltonian H can be 
partitioned into a sum of atomic and diatomic fragment Hamiltonians, 

N N N 

H = L L HKL - (N - 2) L HK '
I< L>I< I< 

(3.6) 

where HK and HKL are the Hamiltonians for the atom K and the diatomic 
molecule KL, respectively. The total wavefunction \[I l can be expanded in terms 
of a complete set of polyatomic basis functions <I>m, 

(3.7) 

The expansion coefficients f1m and energies E1 are then the eigenvectors and 
eigenvalues of the matrix equation 

Hr = srE, 

where elements of the Hamiltonian matrix H are defined by 

Hmm' = (<I>mlHl<I>m,) 

H;�m' = (<I>mlAHKl<Pm') 

H!�, = (<I>m lAHKLl<Pm'), 

(3.8) 

(3.9) 

,
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since the polyatomic basis functions are constructed as the antisymmetrized 
product of the atomic wavefunctions c/>mv : 

N 

Pm = A IT c/>m,,(n,,_1 + 1, ... , n,,). (�.10) 
11=1 

Here, A is the n-electron antisymmetrizer and n11 is the number of electrons of 
the first v atoms. With linearly independent basis functions <I>m the overlap 
matrix S will have a nonsingular inverse s-1, and the matrix equation can be
written as 

with definitions 

Ar= rE, 

A= s-1 H 

AK = s-1HK 

AKL = g-lHKL

so that A is given exactly by 

N N N 

A= L L AKL - (N - 2) I:AK ' 
K K>L 

and the evaluation of an overlap matrix is thus avoided. 

(3.11) 

(3.12) 

(3.13) 

The basic approximation of DIM lies in selection of the atomic levels that give 
birth to the diatomic states, i.e. the finite number of polyatomic basis functions 
that are used to construct the whole system as a kind of a resonance structure. 
The Hamiltonian matrix A is constructed in a fixed laboratory frame of refer­
ence with the aid of spin coupling T, state mixing B, and rotation matrices R, 
so as to make the transformations from atomic and diatomic functions ( defined 
in a coordinate frame suitable for the diatomic fragment), i.e. potential energy 
curves that are known from ab initio calculations or experiment. For example, 
the fragment Hamiltonian matrix is expressed as (70] 

(3.14) 

where the diagonal matrix V KL contains the known electronic states for the KL 
molecule. It is noted that the non-Hermitian formulation described above, i.e. 
Eq. (3.11), was not the one actually used in practice; the latter relied on the 
perturbational approach in the spirit of Ref. (71]. 
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MD based on the DIM procedure utilizes the usual equations of motion (3.1), 

so that the force is evaluated from (82] 

(3.15) 

where the Hamiltonian matrix elements are differentiated analytically. The dy­

namics can be run on various adiabatic states controlled by forces FAA, FEB , 

etc., or under a transition force, F AB , if nonadiabatic surface hopping is simu­

lated. 

The above procedure is adopted in papers IV and V in the simple perturbation 

type form, and the application to the present case of boron atom in Rg matrices 

is described in Section 4.3. 



Chapter 4 

Main results 

4.1 Hydrogen and alkali metal atom trapping sites 

The experimental background concerning the magnetic properties of spherically 

symmetric 2 S atoms H, Li, and Na is established in articles [12-18]. The theoret­

ical description in papers I and II was aimed at providing a definite assignment 

of the spectral lines to specific trapping sites in rare gas matrices. 

Common to all cases, the EPR transitions appear shifted from their free atom 

gas phase values, either positively or negatively. This is a result of perturbation 

of the spin density by the matrix, and can be explained as follows: In tight 

trapping sites the orbital overlap contracts the impurity atom's electron cloud 

resulting in increased Aiso values, whereas loose sites have the opposite effect of 

diminishing the Aiso due to dispersion interactions that enlarge the clouds. In 

other words, the situation can be viewed in terms of Pauli repulsion and vdW 

attraction, respectively. 

The Fermi contact contribution corresponds to the probability of the unpaired 

electron being found at the nucleus, which in the case of alkali atoms Li(ls22s1 ) 

and Na([Ne]3s1 ) contains an indirect contribution of the inner-shell spin polar­

ization. The computational consequences are, first of all, the need to use an 

UHF reference for polarization, and second, the all-electron correlation with no 

frozen orbitals imposed. 

Calculation of the distance dependent Aiso(R) curves, and especially modelling 

of the negative shift, required analytic spin density matrices which were available 

29 
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at most CCD or MP4(SDQ) correlated levels of theory. The results obtained are 

presented in Fig. 4.1, where the above mentioned two opposite effects are seen to 

prevail in different interaction regions. In addition to these, an abrupt turnover 

occurs at shorter internuclear distances leading rapidly to very large negative 

shift values, which is an indication of extensive shielding of the unpaired electron 

from the nuclei. More precisely, the situation can be described by a contribution 

of a molecular Rydberg state, which gains occupancy by the unpaired electron 

as the interatomic separation decreases. 

The behaviour of the Aiso shift (6.Aiso) can be seen to closely resemble the 

shape of relative interaction energies of the pair of atoms. This follows from the 

fact that the change of the unpaired electron density at the nucleus is directly 

proportional to the vdW interaction energy [16]. As observed from the Fig. 4.2, 

the minima of the 6.Aiso curves are located at slightly larger distances than the 

corresponding potential energy curve minima, but otherwise the interactions 

follow a similar trend. 

The calculated Rg-X energies and experimental Rg-Rg energies were fitted to a 

single analytic potential energy function and used in the MD simulation. The 

MD code was modified to collect the ensemble averages for the hyperfine values, 

Aiso and its standard deviation, by including the computed curves that were 

pairwise summed either in fitted or linearly interpolated form. 

The MD trajectories, carried out in a microcanonical (NVE) ensemble for 20-40 

ps after a short thermalization period, yielded the hyperfine shift values 6.Aiso 

that were compared to the experiment. The results suggest that H atoms do 

trap only in substitutional sites in face centered cubic (fee) Ne lattices, whereas 

in heavier rare gases both octahedral interstitial and substitutional trapping 

structures are thermally stable. The corresponding 6.Aiso values are in good 

agreement with the experimentally derived parameters, except for Xe where only 

a single trapping site has been observed. According to the simulations this can 

be assigned to a nearly undistorted substitutional site. The Xe matrix is rather 

peculiar, since detection of hydrogen atoms being photogenerated from precursor 

molecules has been very difficult by EPR [13], although the number density 

of trapped atoms is expected to be high. Moreover, the spectral analysis is 

complicated due to strong superhyperfine coupling caused by magnetic isotopes 
129Xe and 131 Xe. A possible explanation for the "magnetic transparency" of

the H atoms trapped in tight octahedral positions may be connected to the 

turnover seen in the Aiso curves (Fig. 4.1). As a result of this acute distance 
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Figure 4.1: The distance dependence of the Aiso shifts of the impurity atom 

for diatomic pairs as obtained from MP4SDQ (Rg-H) and CCD (Rg-Li,Na) 

spin densities. The scaling to zero asymptote was obtained by the counterpoise 

procedure. 
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Figure 4.2: The CCSD(T) potential energy curves for Rg-(H,Li,Na) pairs, CP­

corrected for BSSE. 

dependence, the transitions might broaden severely, even beyond recognition. 

The above discussion is, however, only meaningful provided that the calculated 

D1Aiso curves are qualitatively correct, i.e. that the pair-additivity assumption 
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still holds. 

The larger atomic radii of the alkali atoms cause a more dramatic relaxation of 

the surroundings than is found in H/Rg lattices, and it necessitates extended 

trapping sites for stabilization. Experimentally, it has been found that matrix 

preparation affects the trapping structures. In particular, thermal atom sources 

such as the Knudsen oven for alkali atoms mainly lead to multiple substitutional 

trapping as concluded on the basis of the negative �Aiso values, whereas atoms 

generated by laser ablation do trap in single substitutional sites. On the grounds 

of the simulations it is stated that more than six neighbouring vacancies are 

needed to reproduce the observed negative or small positive shifts. The large 

positive shifts, on the other hand, are unambiguously due to trapping in tight 

single substitutional sites. The octahedral site is not stable for trapping in 

Ne and Ar, but is stabilized in Kr and Xe. With the above cited preparation 

methods this is not, however, a probable trapping site. The numeric figures are 

more accurately reproduced for Li/Rg than Na/Rg, where the simulated values 

do not quite reproduce the large shifts. This discrepancy is most likely due to 

the limited accuracy of the calculated �Aiso curves. 

Although the present method may be criticized for its neglect of the zero point 

motion, quantum corrections to the classical picture will not invalidate the con­

clusions obtained. The effect of the zero point motion can be compensated 

by increasing the temperature above the experimental level, as the enhanced 

motion accounts for the zero point amplitude. It can be seen in paper I that 

the temperature-enhanced motion (5-40 K) yields minor modifications to the 

numeric values but leaves the interpretation intact. 

In addition to the above observations, further experiments have been conducted 

for H doped mixed Ne/H2 matrices [83], showing novel trapping structures with 

negative hyperfine shifts. Preliminary simulations were performed with nearest­

neighbour matrix atoms replaced by vacancies or spherical parahydrogen (pH2) 

molecules [84]. The results are given in Table I. It is clearly seen that the 

negative shift is reproduced in a multiple substitutional trapping site, having at 

least four initially placed vacancies at nearest-neighbour positions. The lattice 

rearranges itself if further vacancies are issued, causing a fading of the effect. 

The original hypothesis of the experimentalists, that by adding more H2 the 

negative shift would become more pronounced, is not supported by these simple 

simulations. This is also quite evident according to the calculated pair data 

(H2-H vs Ne-H). 
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Table I: The modelling of the negative Aiso shift for H atom in Ne/H2 matrices as 

obtained from 40 ps MD simulationsa where different number of lattice vacancies 

and subsequent substitutions with pH2 molecules were issued. 

Vacancies H2 molecules 

#Vac A Shift (MHz) #Vac filled A Shift (MHz) 

00 5.98 

01 4.89 01 4.71 

02 3.14 02 4.08 

03 3.00 03 3.55 

04 -1.61 04 3.38 

05 -1.49 05 3.43 

06 -1.46 06 3.68 

07 -1.38 07 4.21 

08 -1.28 08 4.94 

09 -1.33 09 5.04 

10 -1.04 10 4.96 

11 -0.90 11 5.44 

12 -0.87 12 5.91 

Experimental b -1.42 +5.70

a The simulations with vacancies were performed with the MOLDY program 

and the H2 case with a code written in the present study. Literature potential 

pararneten; [85-88] and QCISD/aug-pVQZ calculated Aiso curves were used. 

b The temperatures were 1.5 K at deposition and 4.2 K at recording, and the 

matrix ratio H2/Ne � 10-4-10-5 [83].

4.2 Diatomic sulfur short-range trapping 

The experime11lal Lackgrouml lhat i:,timulate<l the pre:,ent inve:::1tigation of re­

combination dynamics of S2 in solid argon consists of two observations [19]. 

The photogenerated sulfur atoms show thermally activated luminescence at 10-
15 K due to the B" 311u ➔ X 3�; transition of the S2 molecule. Second,

while photoexcited at 456 nm, the S atoms were observed to undergo efficient 

recombination already at 7.5 K. The calculations in paper III were aimed at 

providing a rigorous microscopic description of both thermal and photoinduced 

recombination processes. In order to accomplish this task, accurate full-range 

potential energy curves for S2 and ArS were calculated to define the force field 

_________________________________________________________________________
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to be used in the MD simulations. Transition moments and emission spectra 

were computed for the observable optical bands, and dynamics simulations were 
performed to account for the two distinct recombination mechanisms. 

The calculated electronic states are presented in F ig. 4.3. The transition dipole 

moments for the states indicated were used for generating theoretical spec­

tra. This was accomplished by first numerically solving the nuclear Schrodinger 

equation in these potentials and then evaluating the Franck-Condon integrals 

between the v' = 0 vibronic level and the ground state vibronic manifold. The 

Fermi Golden Rule formula [80] gives the transition probability as 

32 
vV . = -1r3ca(5 29 X 10-11)2 X 106 v3 IRl2 s-1 

Ji 3
• ' ( 4.1) 

where the constants have their standard meanings, v is the transition energy in 

cm-1, and IRI is the vibronically averaged transition moment. The radiative

lifetimes are obtained as

(4.2) 

giving the values of 0.032 µs for the B -+ X and 6.25 µs for the B" -+ X. These 

numbers compare well with the experimental values discussed in paper III. The 

conclusion is that the states are calculated with sufficient accuracy to warrant 

their subsequent use in the MD simulations. 

The thermally induced recombination was studied first by placing the two S 
atoms as nearest neighbours in the lattice. This led to immediate recombination 

even at 1 K simulation temperature. On the contrary, the configuration where 

the atoms were separated by a distance corresponding to one lattice constant was 

thermally stable, and no recombination was observed during the simulation. The 

simulation was, however, able to reproduce the thermal onset of the observed 

S+S glow curve when the reaction barrier was lowered by introducing vacancies 

in the four atom plane perpendicular to the reaction coordinate. By considering 

the different time scales of the experiment and simulation , it was concluded that 

a trapping configuration with one to three properly placed vacancies results in 

recombination upon annealing. Although the simulations were based on the 

ground state surfaces derived from the ArS(311) and S2 (3 I;_n potentials, the

radiative recombination is expected to proceed with similar dynamics via the 

B" state, since all the states correlating to the ground state atoms behave 

congruously at large interatomic distances. The simulations with one excited 

8(1 D) atom showed less effective thermal recombination since the more strongly

bound 1 1 I;+ state yielded stronger trapping according to radial distribution
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Figure 4.3: The electronic states of S2 and ArS calculated by the internally 

contracted MRCI method utilizing CASSCF orbitals. In the upper panel the 

arrows indicate the relevant optical transitions that were also computed as a 

gas phase analogue to the bands observed at recombination. The photolytic 

process is sketched in the lower panel: The excitation at 456 nm (2.75 eV) 

is accompanied with atomic emission to the S(1 D) state, and the relaxation 

proceeds via 1 �+ state allowing for enhanced motion and spin-orbit mediated

return to the ground state. The final step involves the 1.1 eV kinetic energy 

release which is observed as the B" ➔ X emission spectrum due to participation 

of phonons in the recombination process. This was simulated in terms of shock 

waves. 

functions. However, the atomic excitation contributes indirectly to enhanced 

recombination as discussed below. 

In order to unravel the mechanism behind the light induced S+S recombinant 
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emission, two distinct approaches were tested. Local kinetic excitation of a lat­

tice atom next to the trapped S atom pair was efficient in promoting recombina­

tion even in a perfect lattice, provided that the direction was properly chosen. 

The initial energy of this impulse (1.1 eV) was adjusted in accordance with 

the 8( 1 D)-8(3 P) energy separation, the amount released as phonon emission 

in collisional quenching when the 3I;+ / 3II surfaces become populated at their

repulsive walls (see Fig. 4.3). Quite obviously, introduction of lattice vacancies 

in a similar fashion to the thermal study further enhanced the recombination 

cross section. The shock waves arguably generated by the relaxation process 

were shown to propagate long distances in the lattice. For example, a shock 

wave carrying 2.0 eV initial energy was able to induce recombination through 

a chain of five argon atoms in the (110) crystallographic direction. However, 

the available energy of ea. 1 .0 eV is sufficient only in a local process, hence 

long-range trapping does not contribute to the emissions. 

The results of the simulation clearly support short-range trapping as a precursor 

configuration for the observed recombinant emissions. The experimental fact 

that a second glow appears at higher annealing temperatures can be ascribed 

to a trapping configuration with a minimal (1-2) number of vacancies. More 

extended mobility of distantly separated atoms seems a less probable cause for 

the additional luminescence. It is also experimentally observed that some of the 

S atoms remain unreacted at elevated temperatures. 

The present study bears correspondence to the combined EPR and laser induced 

fluorescence (LIF) study of photolytically fragmented NO, where the short­

range trapping to N· • • Rg· • · 0 like structures was shown to be responsible for 

the observed thermoluminescence [20]. While those assignments were made 

possible by the use of magnetic and optical spectroscopy, similar examination is 

not applicable for sulfur atoms due to their transparency in EPR measurement. 

Therefore, the theoretical treatment was required to raise the discussion of S2 

recombination dynamics to a quantitative level. 

4.3 Atomic boron in axially symmetric sites 

The work published in papers IV and V utilizes both magnetic (EPR) and 

optical (UV, LIF) spectroscopy, aided by theoretical investigation, in order to 

characterize trapping of boron atoms in rare gas solids. It is shown that mag­

netic and optical properties clearly offer a complementary pair of probes for 
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investigating structures in solids. In addition to being useful in the structural 

analysis, the properties themselves are of interest for their rather peculiar be­

haviour. When embedded in solid argon, an EPR detectable boron atom (2 P) 

behaves like a 2 �+ state molecular radical species. In practice, this means that 

the orbital angular momentum is quenched and an EPR spectrum characteris­

tic of an axial symmetric species is observed. This is clearly indicated by the 

appearance of the anisotropic hyperfine parameters A.L, An and g-tensor val­

ues g.L, gll (18]. A particularly interesting phenomenon appeared as the matrix 

was changed from Ar to Kr, and further to Xe, in paper IV. This caused the 

g-shift (6.g.L = g.L - ge) to change from negative to positive. The theoreti­

cal analysis revealed that the heavy-element effect, namely the Kr (and Xe)

atom spin-orbit contribution, was responsible for the change of the sign. While

severe matrix perturbation is seen in EPR, as the signals result from strong

quenching, the optical transitions become at the same time heavily blueshifted

from the gas phase position of the 2s23s (2 S) +- 2s2 2p (2 P) absorption. The

extent of the observed blueshifts together with the occurrence of several dis­

tinct bands has confused the assignments (89,901, and only very recently some

clarity has been attained [4J. The renewed discussion gave the core-to-valence

282p2 (2 D) +- 2s22p (2 P) transition as a partial explanation apart from the dif­

ferent trapping site effects suggested earlier. The present simulations predict

less pronounced blueshifts than previously claimed for the 3s +- 2p absorption,

and the new measurements revealed novel absorption bands consistent with the

theory.

In this section the theoretical methods, namely the quantum chemical compu­

t.at.ion of rliat.omic information, the DIM-MD simulation for the description of 

the full system, and the ideas for generating the magnetic and optical spectra, 

are presented and the main results are discussed. 

The many-body problem was approached by calculating pairwise ab initio data 

for all the interactions. First of all, the potential energy curves for the Rg(1 S)­

Rg(1 S) pairs were obtained with CCSD(T) theory. The set of B(2 P)-Rg(1 S)

states {2 �+, 2 llx ,y} or LS-coupled {2 �1;2 , 2 113;2 ,1;2 } were calculated by RHF­

UCCSD(T) or MRCI+Q, respectively, using the MOLPRO code (62]. The excited 

B 
2 �+ state of B(2 S)-Rg relevant to the optically accessed surface was produced 

by MRCI+Q as well. The spin-orbit (Hso) and orbital-Zeeman (Hoz) transi­

tion matrix elements of Eq. (2.25) for g-tensor evaluation were computed with 

unperturbed MRCI+Q wavefunctions. The spin-orbit part was fragmented into 
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valence and core contributions a.nd calculated separately (91). The description 
of the energy separation in Eq. (2.25), that is, the Pz - Px ,y orbital energy differ­
ence, or in other words, the crystal field effect breaking the orbital degeneracy, 
involves the DIM simulations demonstrated below. The hyperfine structure, 
A(R), for the 2�+ and 2II states was computed with UHF-QCISD wavefunc­
tions in the framework of GAUSSIAN package (63). The correlation-consistent 
basis sets of Dunning and co-workers were used for B, whereas the RECPs of 
the Stuttgart group were utilized for Rg. 
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Figure 4.4: Left: The core contribution to spin-orbit matrix elements for B-Rg 
pairs as labeled by the state symmetries, A1 for the (A = 0) ground state and 
B2 for the lowest (A = 1) excited states. This is to be compared with the 
constant valence matrix element value of -5 cm-1. Right: The state-specific 
distance dependence for isotropic Fermi contact coupling. The behaviour of the 
spin-dipolar term is somewhat similar. 

It was observed in the quantum chemical computations that the valence (Breit­
Pauli) spin-orbit matrix elements stay practically independent of the interatomic 
B-Rg distance. The core (RECP) contribution, however, begins to appear as
the overlap increases (Fig. 4.4). This term is of opposite sign as compared to
the valence contribution, and starts to dominate the atomic B value at short
distances, especially with the heavier Kr and Xe. This ultimately explains the
observed flip in the g-shift when the actual environment with many perturbers is
considered. The behaviour of the hyperfine interaction is a result of the change
of the spin density near the nucleus, and is observed to somewhat resemble
the behaviour of the electronic energies in a fashion similar to the isotropic
alkali metal and H atom cases. In the 2� state the increasing orbital overlap
introduces more s-wave nature into the wavefunction, mainly due to the spin-
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polarization effect. In the 211 state the perpendicular perturbation first reduces
the spin density (Fig. 4.4). 

Using the pair potentials as input, the adiabatic potential energy surfaces were 
constructed via minimal basis {JJx,JJ

y
,JJz } DIM scheme [92] 

HmM 

+ 

i<j 

XiYi6.i 
Vi(2II) + Yt 6.i 

YiZi6.i 

XiZi6.i 
YiZi6.i 

Vi (2 II) + zf 6.i 

(4.3) 

where 6.i = Vi(2 �)- ¼(211) and Xi, Yi, Zi denote the direction cosines of the lines 
joining the 2 P atom and 1 S atoms relative to the laboratory frame. Diagonaliza­
tion of the interaction matrix yields the crystal field effect that is used as 6.Eon 

in Eq. (2.25) for estimating the g-shift. The classical (velocity Verlet) simulation 
that used the DIM construct for the evaluation of forces consisted of a B doped 
256 atom fee lattice with periodic boundaries. In order to stabilize the initial 
lattice structures, the system was subject to simulated annealing and velocity­
scaled thermalization prior to collecting the microcanonical ensemble averages. 
The three components of the A matrix, diagonal in the p-orbital frame, were 
collected at every tenth simulation step by using the DIM eigenvectors rk to 
define the directional contributions as follows: 

(4.4) 

where di is the direction cosine and a
k

,j contains the distance dependent FC 
and SD hyperfine (shifts from free atom) data. After summing over all the 
nearby lattice atoms i, the free atom A1. ,11 and Aiso values were added to this
array. Next, the matrix A having the above array values in the diagonal was 
transformed into the fixed reference frame of laboratory where the averaging over 
Ll1e si111ulaLiu11 µeriud was µerforrned. The same DIM formalism was exploited 
in the optical study. The lowest eigenenergy gives directly the magnitude of the 
ground state salvation for the lattice embedded B atom. The excited H 2�+ 

state, on the other hand, is isotropic and the interaction with the lattice atoms is 
a simple pairwise sum over the nearest ones. Therefore, the 3s � 2p absorption 
was represented by recording the energy difference between the lowest energy 
eigenvalue and the potential energy evaluated at the excited B 

2�+ state, and 
adding the free atom 249.75 nm offset. The spectrum was obtained simply 
from the histogram of these data and, since there is no operator involved in 

=



41 

the treatment, it is not a property in the usual sense. The spectral width is 
thus purely a result of thermally driven configurational sampling of the Franck­
Condon region in the trapping cage, with an assumption of a constant transition 
dipole. 
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Figure 4.5: The boron 2p-orbital time correlation functions for a substitutional 
site in Ar host. a) No vacancies, b) one vacancy, c) two vacancies in the unit 
shell issued. The solid line corresponds to the eigenvector of lowest energy and 
dashed lines stand for the xy-frame. 

The DIM procedure lifts the degeneracy of the p orbitals, and depending on the 
relaxed lattice structure, different energetics is obtained. The axial symmetry, 
which is required for a B atom to be detected by EPR and for the concept of 
orbital angular momentum quenching, is in practice equivalent to orbital locking 
in some preferable direction. A convenient means to characterize this matter is 
offered by the orbital autocorrelation function, which in the present case can be 
defined in terms of DIM eigenvectors as 

(4.5) 

The result of the simulations was, as expected, that an axially symmetric lattice 
environment was required to produce the parameters A.1 ,11 and 6.Ezx ,:::j 6.Ezy 

showing axial (cylindrical) character. As an example of the time behaviour of 
the p-orbital orientation, the correlation functions for Ar lattice are presented in 
Fig. 4.5. Without vacancies, the orbital frame is seen to rotate freely and lose its 
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memory of the initial orientation in a picosecond time scale. However, if a single 

nearest-neighbour vacancy is introduced, one of the eigenvectors (z) becomes 

locked and the others (x,y-frame) rotate. Furthermore, an additional vacancy 

yields a configuration where the whole frame is nearly fixed. Similar behaviour 

was observed also for the other two Rg's. The straightforward assignment for the 

magnetically detected B atoms then corresponds to trapping in single or two­

vacancy environments. It should be noted here that an interstitial (Oh) initial 

position in an otherwise perfect lattice also produced strictly locked orbital 

orientation in Kr and Xe. However, this situation is not favored by energetics 

since only the lowest eigenstate is bound. The orbital locking is connected to 

the optical transitions in the sense that the axially symmetric case corresponds 

predominantly to a 2I:(A = 0) type ground state which is subject to certain

dipole selection rules for allowed excitations. 

TahlP. TT: ThP.orP.t.ir.al data involving substitutional trapping of the impurity B 

with a single lattice vacancy issued nearby. The DIM simulated energetics (En, 

6.E) and hyperfine tensor (A = Aisol + Adip) values along with the 2nd order 

contributions to the g-tensor are presented. The orbital-Zeeman (Lx) '.:::'. 1 a.u. 

and is gauge invariant. 

En 

[meV] 

Ar 

-161.3

-104.0

-84.2

Kr

-198.1

-163.4

-149.6

Xe

-200.7

-143.1

-90.2

6.Ez-x,y 
[meV] 

-77.1

-57.3

-48.5

-34.7

-110.4

-57.6

II 

J_ 

l.' 

II 

J_ 

l.' 

II 

J_ 

l.' 

A 

[MHz] 

119.7 

-47.5

-46.7

116.2 

-42.4

-37.7

117.7 

-46.8

-43.6

-4.91

-4.91

-4.91

so�ecp 

[cm-l]a 

0.64 

2.63 

10.2 

540 

340 

680 

6.g1. 
[ppm] 

-31 410

-26 580

30 500 

a The Rg-B distances correspond to the estimated equilibrium values taken from 

DIM radial distribution functions (RDF): 3.6 A for Ar, 3.9 A for Kr, and 3.8 A 

for Xe. 

The DIM simulated magnetic parameters show rather similar hyperfine structure 

________________________________________________________________________________________________

_______________________________________________________________________________________________
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for B in all the Rg hosts. The heavy-element effect, however, contributes to 

the g-shift and inverts the whole spectrum as shown below. A representative 

collection of the simulation results is shown in Table II. Although the g-shift 

appears negative for a single B-Kr pair, it should be noted that already with two 

pairwise contributing Rg perturbers the sign changes as the SO�ecp labeled term 

starts to dominate. The parameters illustrated above were used in the numerical 

EPR spectrum simulation program XEMR [93], with the implementation of the 

following effective Hamiltonian in the lm1 m8 m1) basis 

where the orbital contributions are explicit (instead of usual spin Hamiltonian 

form µBB·g·S), ( is the atomic spin-orbit coupling constant which was adjusted 

according to the above theoretical prediction, and the other symbols have their 

standard meaning. The crystal fields are defined by Hu9
1 which in the case of 

tetragonal distortion has a reduced operator representation of the form [94] 

Httgl,d = at[3L� - L(L + 1)1], d = x, y, z (4.7) 

where at is the distortion parameter and the following relations prevail: 3at,x =

6.Ezx , 3at,y = 6.Ezy , Dt,z = 0. After solving the magnetic field values for reso­

nance condition, the single crystal spectra were lineshape convoluted and inte­

grated over the spherical angles to yield the synthetic powder spectra. Finally, 

the fitting to the experimental spectrum was performed with Monte Carlo or 

simplex based methods. 

The outcome of the measurements and simulations is shown in Figs. 4.6 and 4. 7 

for Ar and Kr solids, respectively. In the fitting procedure A11 was first adjusted 

to match the accurate experimental value, the averaged crystal field parameter 

was taken from DIM simulations, and the spin-orbit parameter ( was varied 

accordingly. The presented numerical values, as a result of combination of ex­

periment and theory, provide enhanced accuracy for the parameters obtained 

in Ar host and new results are given for Kr. The linewidths for parallel and 

perpendicular transitions, LW 11 : LW _1_ = 1 : 7 in Ar, imply the spin-orbit medi­

ated modulation of the spin-lattice relaxation in the xy-plane which broadens 

the A_1_ transitions. The tentative assignment provided for the Xe matrix case 

is based on the results presented in Fig. 4.8, where the measured and synthetic 

spectra are shown along with the parameters. Finally, it is noted that the ob­

served traces at 12 K in Ar and Kr hosts were effectively bleached at 16 K, 

whereas in Xe the disappearance of the atomic resonance was notably initiated 
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Figure 4.6: The EPR spectra of 11 B atoms in solid Ar: a) Experimental, b) 

simulated and fitted with axially symmetric theoretical parameters. Methyl 

raclir.al impnrit.y <JWi.rtet is desie;nated by M, and lines due to 11 BO (*) and 

10BO (**) are also marked. The difficulty lies in the broadened A_1_ transitions 

that are not resolved in the spectra. (10 G = 1 mT = g/ge 28.025 MHz) 

at 35 K, accompanied with simultaneous appearance of signals due to the H2BO 

molecule. 

The simulation of the optical 3s +- 2p excitation was able to produce transi­

tion energies severely blueshifted, however, Lo a le:,;:,;er extent than µreviow,ly 

reported (e.g. 7000-8000 cm-1 in Ar) [89, 90]. An expected outcome was the

dependence on the vacancies, that is, a smaller blueshift tor larger trapping 

sites. Although the results are very sensitive to the pair potentials used, the 

conclusion that these transitions cannot be blueshifted substantially more than 

the simulations predicted, was confirmed. Utilizing the knowledge obtained 

by magnetic resonance, i.e. that trapping occurs in an axially symmetric en­

vironment, the simulations yielded transition maxima at 236.5, 243.5, and 244 

nm in Ar, Kr, and Xe, respectively. Because of these observations, new ex-
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Figure 4. 7: The experimental (a) and simulated (b) EPR spectra of 11 B atoms in 

solid Kr. Compared to the Ar case, the heavy-element effect is seen in that the 

spectrum is reversed, that is, g.1. > gll and the phase of the parallel transitions 

is turned around. This was simulated by changing the sign of the variable (. 

periments were conducted to ascertain the theoretical prediction. The optical 

absorption measurements in the ultraviolet region, indeed, revealed bands in 

the expected range, showing a temperature dependence highly similar to that 

found for the atoms detected by EPR. Furthermore, the decrease of the sig­

nal intensity upon annealing was seen to correlate with the corresponding rise 

of a molecular species, the :E-:E band of B2 , formed by thermally mobilized 

atoms. The bands observed earlier, i.e., those on the high energy side of these 

novel transient atomic absorptions, were also reproduced here, and proved stable 

within the temperature range of the experiment. The measured laser induced 

fluorescence spectra provide complementary proof that the novel absorptions at 

241-254 nm are caused by the 3s +- 2p transitions. The observed reduction of

emission intensities at elevated temperatures means that the emitting species

can be assigned to the same one responsible for the observed transient absorp-
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3100 3200 3300 3400 3500 3600 
B (G) 

Figure 4.8: The EPR spectra of B in Xe matrix: a) Experimental at 12 K, b) 

simulated with parameters derived from theory, c) experimental at 50 K, d) the 

simulated spectrum of thermally formed Hz1 1BO (g = 2.0075, A(H) = 375.8 

MHz, A(B) = 87.6 MHz). The broad feature at 3200 G is tentatively assigned 

to g.1 transition of boron. The simulation parameters were taken from the two­

vacancy case: Averaged crystal field AE = 252 cm-1, nonaxial A11 = 101 MH7,,

A1_ = 36.6 MHz, A� = 26.2 MHz, and effective ( = -11.4 cm-1.

tions. The features of the emission signals can be qualitatively explained with 

the aid of ab initio calculated pair potentials. Namely, the two distinct bands 

in Ar  are due to a transition from the deeply bound inner part of the excited 

state potential (broad) and a transition from the vdW region (narrow). In other 

hosts, no barrier is formed between the vdW and inner regions and consequently 

only the broad band from the relaxed excited state appears. 

The results concerning the optical studies are collected in Table III. The main 

observation was that the orbitally quenched atoms are trapped in quasi stable 

sites. These atoms are visible in the EPR, and have dipole allowed 3s � 2p op­

tical transition. The origin for the strong and stable (also designated as thermal 

in Xe) absorption bands was associated with trapping in sites not observable in 

EPR. Such a symmetry is, for example, present in the substitutional site, where 

the orbital frame is free to rotate and no preferable quantization axis is formed. 

The extent of blueshift would, however, definitely necessitate a too large value 

for the solvation per Rg atom based on the knowledge gained from pair poten­

tials. For such a nonquenched atom the core-to-valence 2p � 2s transition is 
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Table III: UV absorptions and LIF emissions in B doped Ar, Kr, and Xe matri-

ces. Estimated accuracy of the last digit is given in parentheses. The simulated 

numbers correspond to the 3s f- 2p transition matrix-shifted from the gas phase 

value of 249.75 nm. 

Absorption LIF 

Rg host Type .X (nm) Type .X (nm) 

stable 210.4(1) 

stable 215.6(1) broad 285(5) 

Ar transient 241(2) narrow 254.2(3) 

simulated 236.5 

B2 (0,0) 331(1) 

stable 210.7(2) 

stable 226.7(3) 

Kr transient 247(1) broad 297(2) 

simulated 243.5 

B2 (1,0) 325(1) 

B2 (0,0) 335(1) 

stable 213. 7(1)

thermal 220.0(2)

thermal 231.5(1)

Xe transient 254(1) broad 337(3) 

simulated 244 

B2 (1,0) 332(1) XetH- 257(2) 

B2 (0,0) 343(1) 

probably the origin for the observed lines in the 210-230 nm range, although 

this was not validated by any simulations. 

________________________________________________________________

________________________________________________________________



Chapter 5 

Summary 

In this thesis theoretical methods have been used to interpret the spectroscopy 

of some atoms and molecules isolated in rare gas solids. The adopted com­

putational approach combines quantum chemical and classical methods. The 

modeled systems, namely, large periodic rare gas lattices doped with atomic 

impurities, have thus been divided into quantum mechanically described di­

atomic fragments of which the whole system has been constructed by pairwise 

or DIM based summation. The dynamics of the constituent atoms, on the other 

hand, has been described by classical equations of motion. For the diatomics, 

ab initio electronic structure calculations exploiting e.g. the state of the art 

Coupled Cluster and MRCI formalisms have been performed in order to find 

the necessary parameters with the required accuracy. The finite-temperature 

MD simulations were based on forces dictated by potential energy surfaces of 

the calculated quantum chemical origin. The simulations have been carried out 

to obtain the time-averaged properties perturbed by the matrix environment. 

The emphasis has been put on magnetic interactions important for the EPR 

spectroscopy. The studies have covered the simple isotropic 2S state cases of

hydrogen and alkali metal atoms, and the more challenging anisotropic 2 P case

of boron. Optical spectroscopy of the matrix isolated B atom has also been ex­

amined, and the emission bands due to recombination dynamics of sulfur atoms 

have been calculated. As a conclusion, in most cases the agreement of the theo­

retical results with the available experimental ones is good and the assignments 

are reliable in spite of the shortcuts introduced into the theoretical description. 

One of the main topics of the present study is the spin density of the param-

49 
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agnetic impurity atom. The geometry of the surrounding matrix has a pertur­

bative effect on the spin distribution, in terms of the Pauli repulsion and vdW 

attraction forces, thus providing a straightforward relation between the hyper­

fine parameters and trapping site structures. The quantum chemical calculation 

of the interatomic distance dependence of the parameters and the subsequent 

dynamical averaging, performed in publications I, II, and IV, was able to confirm 

the experimental assignments and provide theoretical insights into the atomic 

dynamics. Moreover, the directional nature of interactions of the 2 
P state im­

purity atom B is exploited in full detail in publication IV to characterize the 

novel EPR signals, and renewed interpretation is offered for the heavy-element 

effect on the spectra. It is also shown in publications IV and V that the optical 

and magnetic spectroscopies offer complementary means for the characterization 

of spectroscopy and chemical dynamics, along with the result that theoretical 

investigation with the present method produces enhanced accuracy for the mi­

croscopic interpretation and spectral parameters. 

The simulation of recombination dynamics of a photolytically prepared pair of 

S atoms, separated in a metastable configuration, is carried out in publication 

III. The MD study explores substitutional trapping structures with vacancies

that lower the barrier that prevents instantaneous recombination, and repro­

duces the experimental thermal behaviour along with the suggestion about the 

corresponding short-range trapping character. Two models are used for the light 

induced recombination, i.e. local kinetic energy excitation and artificial shock 

wave generation, which provide an explanation for the mechanism of phonon 

emission in the process. 
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Ground-state potential-energy curves and distance dependent isotropic hyperfine coupling (IHC) 
constants for ground-state H-RG (=Ne, As, Kr, Xe) are obtained at CCSD(T) (coupled-cluster 
single double triple) and MP4(SDQ) (fomth-order Moller-Plesset single double quadruple) levels, 
respectively, with an augmented basis set aug-Stultgatt (RG)/aug-cc-pVQZ (H). The obtained R

,,, 

and€ are for NeH: 3.45 A and -1.36 meV; ArH: 3.65 A and -3.48 meV; KrH: 3.75 A and -4.32 
meV; XeH: 3.90 A and -5.22 meV. The computed pair potentials are utilized in classical 
molecular-dynamics simulations of H-RG lattices. Along the classical trajectory, the many-body 
perturbation on the H atom hyperfine coupling constant is computed by pair-wise addition of the 
individual RG-H contributions obtained from the present quantum-chemical calculations. The 
computed IHC shifts are compared with electron paramagnetic resonance (EPR) spectra obtained in 
low-temperature matrix isolation experiments. For most cases this theoretical treatment agrees very 
well with the experiment and confinns the previous site assignments. However, for H-Xe, the 
theo1y would suggest stability of both interstitial O 1, and substitutional sites, whereas only one site 
is observed in the experiment. Based on the present calculations this site can be assigned as a nearly 
undist01ted substitutional site. © 1999 American Institute of Physics. [S0021-9606(99)31124-7] 

I. INTRODUCTION

The weak van der Waals (vdW) interactions in chemical 
systems including neutral rare-gas (RG) atoms has been sub­
ject to a vast number of previous electronic strncture 
calculations. 1-9 Most of the early work has relied on the
multiconfiguration self-consistent field (MCSCF) method in 
the calculation of interaction energies and equiliblium 
structures.1-3 However, the basis set superposition error4 

(BSSE) has not been considered in these studies. Conse­
quently, artificial stabilization along with excessive bond 
strengths are frequently repo1ted. The most accurate work 
has concentrated on small diatomics such as the helium 
dimer, where BSSE effects have thoroughly been accounted 
for_4-7 The computational approaches in these investigations
are typically based on Mdller-Plesset (MP) perturbation 
the01y, coupled cluster (CC), configuration interaction (Cl), 
or multireference Cl (MRCI) methods. An important issue 
affecting the reliability of the method is the size consistency 
which is fulfilled by MP, CC, and full Cl. Since the correc­
tions required for tnmcated Cl approaches are not exact, 
many of the recent studies on ground-state electronic prop­
e1ties are based on size-consistent the01ies. 

Theoretical description of the H-RG ground-state vdW 
interaction has been a concern of both theoretical and experi­
mental studies.2•

3
•
10

•
11 Although the early MCSCF work by 

Das et al.3 produced a seemingly good agreement with the 
scattering data of Ref. I I, the calculated depths of the poten­
tial wells exceed the expetimental ones for Ne, Ar, and Kr 

•>Electronic mail: kiljunen@epr.chem.jyu.fi 

indicating severe sh01tcomings of the method. On the other 
hand, interpretation of scattering data in terms of potentials 
is by no means a straightforward procedure, so there may be 
some inaccuracies in the expelimental results as well. For 
these obvious reasons, re-evaluation of the pair potential­
energy curves (PEC) for RG-H dimers with the present-day 
methodology is well justified, and yet challenging since we 
are dealing with very small interaction energies compared to 
the total electronic energy of the system ( order of 1 
X 10-s a.u. vs 10 a.u., respectively). In practice, difficulties 
atising from this reason are connected to BSSE and incom­
pleteness of the basis set, and are of the same magnitude as 
the stabilization energy under investigation. Related studies 
discussing these effects for RG-H2 have appeared 
recently.8•

9 

Calculation of the IHC is often refell'ed to be a problem­
atic task for ab initio methods. The challenge is in the local 
nature of the spin-density evaluation, and the isotropic com­
ponent of the hyperfine interaction, which may also be com­
posed of indirect effects, spin polarization and electron 
correlation.12

-
14 A proper theoretical approach would neces­

sitate a high quality basis set combined with substantial ef­
f01t in treating the electron coll'elation. Although evaluation 
of the Penni contact tenn is relatively straightforward for the 
present system, i.e., hydrogen atom pe1turbed by a RG atom, 
we have not compromised either of these requirements. Vari­
ous theoretical methods have been used in the past for ob­
taining the IHC constants. The MRCI is often considered as 
the most accurate method, while density-functional theory 
(DFf) is widely used for larger systems. Other methods 
based on unreshicted Hartree-Fock (UHF) wave function 
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are MP and CC. In addition to these, the quadratic Cl (QCI) 
has been shown to yield comparative results. 13 The concept 
of spin contamination supp01ts the use of CC methods: Due 
to the infinite nature of CC operator the contamination of the 
underlying UHF is better reduced. Finally, an elegant mani­
festation of the power of mnny-body pc1turbution theory 
(MBPT) has been presented by Kristiansen and Veseth.15 We
are, however, interested in attaining relative shifts, not abso­
lute values for the coupling, and therefore, only a sparse 
comparison of methodology is perfonned in this study. 

Classical molecular-dynamics (MD) simulation is a well 
suited method for studies on time dependent as well as time 
averaged properties. Crucial for the simulation is the quality 
of the pair potentials dressed in some convenient analytic 
formula from which the forces can be evaluated. The use of 
pair potentials of rather modest accuracy makes some of the 
earlier MD and Monte Carlo (MC) studies on H-RG systems 
somewhat doubtfui.16 Most of the latest development in the
field has been directed into hybrid quantum-classical or 
completely quantum methods.17 However, even for systems
containing light atoms, the classical treatment is usually pre­
fe1Ted due to its lower computational demand and, moreover, 
relative straightforward relationship between computed Ira 
jectories and various physical observables. 

Low-temperature RG solids or matrices doped with 
atomic hydrogen provide a nearly ideal test ground for our 
understanding of weak intermolecular interactions at first 
principles level. The wealth of photophysics, dynamics, and 
spectroscopy in H-RG being exploited experimentally by 
electron paramagnetic resonance (EPR), optical absorption 
spectroscopy, and laser induced fluorescence (LIF) methods 
is far too vaste to be reviewed in detail. In short, the hydro­
gen atoms generated by in situ photolysis occupy substitu­
tional and octahedral interstitial sites in face-centered-cubic 
(FCC) lattice as confinned by both experimental and theoret­
ical work. 18 However, there is still some confusion about the
interstitial trapping site synnnetries, 19 and some new trap­
ping sites have been recently reported.20 The hydrogen atom
IHC shifts observed in the EPR spectra are interpreted in 
te1ms of Pauli repulsion and vdW attraction. The former 
yields increase and the latter decrease of the IHC compared 
to the gas-phase value of free H atom. 

The first patt of this paper concentrates on accurate cal­
culation of the pair potentials of H-RG (=Ne, Ar, Kr, Xe) 
vdW complexes. Along with the ground-state PECs, the hy­
drogen ntom IHC shifts as a function of RG-H distance are 
evaluated. The second patt deals with MD simulation of the 
hydrogen atom motion in RG lattices. The aim is at obtaining 
averaged cage geometries for different trapping sites and, 
most importantly, rationalization of the observed EPR spec­
tra in terms of cage dynamics and additive IHC. 

II. COMPUTATIONAL METHODS

Coupled-cluster theory including single and double ex­
citations with perturbative treatment of the connected triples 
contribution [CCSD(T)]21 is used as the highest level of 
theory in obtaining PECs for H-RG pairs. Other methods 
applied are CCD and fourth-order MP with singles, doubles 
and quadruples [MP4(SDQ)] for reasons discussed below. 
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BSSE is co1Tected in all calculations by full Boys-Bemai·di 
(counterpoise, CP) procedure,22 in which the individual at­
oms are calculated using the basis set of the supe1molecule 
(RG-H), and these energies are subtracted from the dimer 
energy at each intemucleai· distance. 

The IHC constant, a,v (in MIiz), of II atom is given by 
the FetTni contact te1111 of the nucleus 

(I) 

where µ,0 is the vacuum pe1meability, g, and g,v ai·e the 
g-values of electron and proton, respectively, and µ,8 and µ,,v
are the Bohr and nuclear magnetons, respectively. The nor­
malized spin density I i/1(0)1 2 can be obtained from one par­
ticle density matrices by standai·d methods. 23 This is, how­
ever, not implemented in the GAUSSIAN softwai·e24 for 
methods based on more sophisticated cotTelation treatment 
than CCD and MP4(SDQ). Consequently, these two methods 
are applied in obtaining the IHC constants for RG-H pairs. 
The IHC shifts, ila,v , are then obtained by a CP procedure 

(2) 

where the first term on the right-hand-side is the CCD/ 
MP4(SDQ) IHC value for a H atom in the RG-H dimer, 
whereas the second is the IHC calculated with the supermol­
ecule basis, RG being a ghost atom. 

An alternative approach for obtaining no1malized spin 
density at the nucleus relies on the finite field pe1turbation 
theory, in which the observable prope1ty is a first-order re­
sponse of the system subjected io a pe1turbation. 25 Thus, the
Femtl contact tenn can be treated as a pe1turbation associ­
ated with a finite field A in the Hamilto1tlan, and numerical 
derivative of the total energy with respect to >. gives the 
exact response, i.e. the spin density. In the case of an exact 
wavt: fum:tiun tht: uut<.:umt: is tht: wt:11-known Hellmann­
Feyrunan theorem 

laE(>-)1 aH 
� �=o =(WI a>. IW). (3) 

It should be stressed out that Eq. (3) does not hold for ap­
proximative methods such as CC and MP because their wave 
functions are not completely optintlzed with respect to all 
pai·ameters. Neve1theless, finite field method with proper in­
clusion of all 11011-Hellmann-Feyrunan te1ms is applicable to 
models including high excitations, CCSD(T) for example, 
and the approximative formula for the numerical derivative 
is26 

(4) 

A typical field value of ::':: 5 X 10-4 a.u. is adapted in tltls
central difference approach. Although finite field approach 
has shown success if combined with high quality ab initio 
methodology, 14 the procedure proved not to be applicable in 
the present case. 

Due to the methodological limitations, CCD and 
MP4(SDQ) are the most advanced co1Telation treatments 
yielding analytic hyperfine properties within the GAUSSlAN 
package,24 we have focused more attention to numerically 
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establish the description of RO electronic stmcture by means 
of properly augmented basis sets.27 Tlu·oughout this work, 
hydrogen is described by the con-elation consistent polarized 
valence quadrnple zeta basis set of Dunning augmented with 
one set of diffuse functions for each angular symmetry 
(aug-cc-pVQZ).28 A simple test calculation of static polariz­
ability of hydrogen atom verifies the convergence of this 
expansion, and thus justifies the use of the quadmple zeta 
level. As mentioned in Sec. I, our emphasis is strongly on 
predicting the relative behavior of the IHC rather than its 
absolute description. This effect is reflected via diffuse func­
tions in the van der Waals region and, consequently, does not 
necessitate augmentation of any tight s-type Oaussians. In 
this respect the present computational task differs from ordi­
nary calculation of the Fermi contact contribution for spin­
spin coupling. 

For RG atoms our approach relies on the effective core 
potentials (ECP) developed by the Stuttgart group.29 Realiz­
ing that diffuse functions are important in particular for hy­
perfine properties, and that they contribute significantly to 
the binding energies of weakly bound system, we were 
forced to augment the valence part of the Stuttgart basis with 
a set of diffuse [1s,lp,ld,lf] functions. For Ne and Ar the 
diffuse augmentation was obtained from the augmented Dun­
ning basis set (aug-cc-pVQZ).30 Unfortunately, this basis set 
does not suppott Kr and Xe so the following relation was 
used: 

exp(Xe,i) 

exp(Kr,i) 

exp(Kr,i) 
exp(Ar,i) 

exp(Ar,i) 

exp(Ne,i)' 
(5) 

where i={s,p,d,f} and exp denotes the diffuse function ex­
ponent. The rightmost ratio was obtained from the aug-cc­
p VQZ basis set. The resulting diffuse parts of all the ROs 
were multiplied by a RG specific scaling factor CRa: 

exp'(RO,i) = CRa exp(RO,i), (6) 

where exp'(RG,i) is the actual exponent used in the·calcu­
lations. In order to find optimal scaling factor for each RO a 
twofold optimization procedure was performed at the CCD 
level of theory: The CP coll'ected single point energy of 
RO-H was minimized while the RO atomic polarizability 
was targetted at the maximum value. In summary, the result­
ing number of basis functions is 100 and the basis as a whole 
is denoted as aug-Stuttgart/aug-cc-pVQZ for RO-H, respec­
tively. Finally, we notice that despite of significant effort, the 
MRCI approach was not applicable for the RO-H systems 
due to the lack of a reliable counterpoise procedure for the 
BSSE conection. 

Depending on the level of theory, the potential energy 
and IHC shift were initially evaluated for each RO-H pair at 
10-18 internuclear distances R between 3 and 6 A. More­
over, the short distance IHC shift tum-over behavior was
fmther examined with additional points below 3 A. The ob­
tained points were then fitted using a generic function of the
form

(7) 
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FIG. I. Optimization of the diffuse set for Kr. The CP corrected CCD 
energy for KrH (*) and atomic dipole polruizability for Kr ( + ). 

Equation (7) yields sufficiently good fits for both computed 
quantities. For potential energy the mean deviation between 
calculated and fitted poins is of the order of 0.01 meV. The 
RO-RO potentials were obtained from Ref. 31 and least 
squares fitted to Eq. (7) as well. These two-body interactions 
were utilized additively to constmct the complete potential­
energy smface defining the classical force field in which the 
atoms move. The atom-atom potentials were considered ex­
plicitely up to a cutoff at 8 A and the missing long-range prut 
was compensated by standard procedures. 32 A single hydro­
gen atom was introduced as a substitutional or interstitial 
impmity in a pe1fect FCC lattice consisting of 1371 or 1372 
RO atoms, respectively. Initial conditions were generated by 
assigning velocity for each atom randomly from Maxwell­
Bolzmann distribution conesponding to the desired tempera­
ture. Prior to collecting the atomic trajectories, the system 
was allowed to the1malize for 2.5 ps. During the the1maliza­
tion period standard velocity scaling was applied to regulate 
the temperature. The system was then followed for an addi­
tional 37.5 ps as a micro-canonical (NYE) ensemble. A 
modified version of the Beeman algodthm33 with a time step 
of 0.5 fs was used for integration of the equations of motion. 
Pe1iodic boundru·y conditions were considered by the linked­
list-method, in which the system is spatially divided into 
cells interacting only with themselves and with neighboring 
cells.34 Finally, the IHC shift of the H-atom was evaluated at
each time step by pair-wise summation over all RO-H pairs 
and stored as a rolling average over 30 time steps. 

The calculations reported in this paper were carded out 
with GAUSSIAN 98 software package24 and a modified version 
of the MD software MOLDY.35

Ill. RESULTS AND DISCUSSION 

A. Ab lnitio calculations 

The optimized scaling factors C RG for the diffuse sets
were 0.5, 0.75, 1.5, and 3.0 for Ne, Ar, Kr, and Xe, respec­
tively. The convergence of this optimization routine for 
Kr-H at interatomic distance of 3.6 A is demonstrated in 
Fig. l. As observed, most satisfactory situation for both well 
depth and RO atomic polarizability (a) is obtained with scale 
factor of 1.5. For comparison, our value of 16.926 a.u. for a 
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TABLE I. Augmentation of the Stuttgart ECP basis set. Exponents and 
CCD level atomic dipole polarizabilities a (in a.u.) for rare gases. 

Ne Ar Kr Xe 

s 0.0527 0.0457 0.0529 0.0612 
p 0.040 89 0.0326 0.0346 0.0369 
JJ 0.1365 0.0870 0.0739 0.0630 
F 0.3445 0.2205 0.1875 0.1605 
a 2.586 10.937 16.926 27.428 
a calc.0 2.595 11.076 
a calc.b 2.645 10.974 16.942 27.493 
a expt.c 2.669 11.08 16.79 27.16 

'Reference 30, CCSD(T). 
'Reference 29, CCSD. 
'Reference 40. 

is close to 16.942 a.u. reported by the Stuttgart group at the 
CCSD level and an extended [6s,6p,6d,6f] basis set.29 For 
Ne and Ar, the obtained polmizabilities can also be com­
pared to the actual aug-cc-pVQZ basis set calculations of 
Dunning,30 as indicated in Table I. In the weakly bound 
RO-H species the stabilization energy is strongly dependent 
on the polarizability of the RO atom, thus increasing from 
Ne-H to Xe-H. In fact, this effect is clearly observed in the 
scale factor optimization, where the maximum of the polar­
izability coincides with the minimum of the binding energy 
(see Fig. 1). Tiu: impruvemenl of lhe binding energy 
achieved by scaling varied from 0.05 meV (Ne) to 0.7 meV 
(Xe). Based on these considerations we feel confident that 
the augmented ECP 3et developed here i3 adequate for de­
scribing the electronic properties of RO atoms and, more 
imp01tantly for our expetimental interests, weakly bound 
RO-H species. The resulting exponents for diffuse sets of 
[s,p,d,j] functions arc listed in Table I. 

As mentioned in Sec. II, the requirement of analytic 
evaluation of the Fermi contact term limited the level of 
theo1y to CCD and MP4(SDQ). The use of an extensive 
basis set limited the highest feasible the01ies to MP4 and 
CCSD(T) in the electronic energy calculation. The method­
ological benchmarking of these methods, based on the pair 
interaction energy of Ne-H, is presented in Fig. 2. The usu-
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FIG. 2. Comparison of the Ne-H pair interaction obtained in various theo­
retical treatments. The curves 1, 2, and 4 are fitted according to Eq. (7). 
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FIG. 3. The CCSD(T) potential-enerey curves for rare-gas hydrides. The 
smooth trend of increase in the well mini.mum location R111 

follows the 
interpretation of experimental data in Ref. 36. 

ally observed order of accuracy, e.g., CCD<MP4(SDQ) 
<MP4<CCSD(T), is again reproduced and follows the 
completeness of the method. The obtained CCSD(T) poten­
tial energy curves are collected in Fig. 3. Based on their 
energetics, the curves can be divided into two groups. The 
NeH dimer possesses relatively shallow well compared to 
the other group formed by the rest of dimers, which shows a 
systematic increase in the binding energy. Another observa­
tion concerns the shape of the PECs and is illustrated in Fig. 
4. Here R(R)/ E are plotted against RI R,,, for all RG-H, The,
reduced potentials of Fig. 4 show again that NeH can be
distinguished into its own group the other three being nearly
identical.

The foll PRC:s wP-rn c,ak11latrd for RG-H at CCD 
MP4(SDQ), and CCSD(T) levels and the ohtainerl weli 
depths and equilibtium distances are given in Table II. Com­
parison of our CCSD(T) well depths with the expetimental 
numbers of Tang and Toennies36 shows as much as 26% 
difference for ArH and K.rH, however, the absolute differ­
ence being only 1.5 meV. This is well below what is usually 
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-

g 
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FIG. 4. The reduced potential curves for rare gas hydrides. TI1e curve dis­
tinguishing from the others belongs to NeH, whereas ArH, KrH, and XeH 

behave nearly identicaUy. 
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TABLE II. Equilibrium dislances R
,. 

and minimum polenlial energies • for rare gas hydrides. 

NeH ArH KrH XeH 

Melhod R
,,, 

[A] ,[meV) R
,,, 

[A] 

CCD 3.55 -1.02 3.75 
MP4(SDQ) 3.50 -1.11 3.70 
CCSD(T) 3.45 -1.36 3.65 
expl.' 3.43 -1.49 3.54 

'Reference 36. 

considered as the chemical accuracy. On this ground we feel 
confident to apply these potential data in the molecular­
dynamics simulations. Table III gives parametrization of the 
CCSD(T) potentials in te1ms of Eq. (7). 

An example of the failure of the finite field approach in 
evaluating the distance dependency of the IHC shifts for 
RG-H is presented in Fig. 5. The curves shown are obtained 
at the CCSD(T) level with a value of ±0.0004 a.u. for the 
perturbative field. The CCD calculations yielded similar re­
sults. As observed, the finite field method is unable to model 
negative shift for IHC in the region where vdW attraction 
dominates. This is, however, somewhat expected as the two 
computational strategies [Eqs. (I) and (4)] for IHC should 
give identical results for fully vru'iational methods only. 

The IHC curves obtained directly from one pru1icle 
MP4(SDQ) spin-density matrices are presented in Fig. 6. 
The general shape of the IHC curves from relative sho11 dis­
tances to the long-range pmt is rather similru· to the pair 
potentials of Fig. 3, and can thus be fitted to the generic 
function of Eq. (7). Rather similar curves were obtained from 
the CCD wave function with the exception of ArH, for which 
CCD and MP4(SDQ) differ significantly. In fact, CCD pre­
dicts a shallow minimum ve1y similru· to what is obtained for 
NeH at the MP4(SDQ) level. These two results ru·e compm·ed 
in Fig. 7. Due to this obvious inconsistency in systematics 
we have chosen the MP4(SDQ) results for subsequent MD 
studies. The minima of the IHC shifts are located at slightly 
larger internuclear distances than the corresponding PECs, 
however, the two propeities have rather evident correlation 
with each other. The idea that the magnitude and sign of IHC 
shift should follow the pair interaction strength was first pre­
sented by Adrian18 and is based on the fact that the density of 
the unpaired electron at the proton is directly propoitional to 
the vdW energy. At sh01ter intemucleru· distances an abmpt 
tum-over of the spin density, and Fe1mi contact term, is ob­
served indicating extensive shielding of the unpaired electron 
from the proton. The points of the IHC collapse are located 

TABLE ill. The pair polenlial fit based on Eq. (7) for RG-H dimers al 
CCSD(T) level. All values are in dimensions thal yield energy in meV. 

NeH ArH KrH XeH 

A -13.6301 -0.285 006 -44.5745 -43.24 
B 51.8535 4.8541 22.3272 19.5649 
C 2.985 74. 106 -10 480.9 -6.851 37-106 -1.575 41 • 107 

D -91.2163 -905.45 -1566 -2337.43 
E 7670.24 56 894.7 97 855.4 155 242 
F -29 996.9 -487 555 -932 289 - 1.609 13-106 

,[meV] R
,,. 

[A] ,[meV] R,,. [A] ,[meV] 

-2.91 3.85 -3.66 4.00 -4.44 
-2.91 3.80 -3.62 4.00 -4.37 
-3.48 3.75 -4.32 3.90 -5.22 
-4.67 3.64 -5.82 3.85 -6.20 

at 3.0, 2.5, 2.2, and 1.7 A for Xe, Kr, Ai:, and Ne, respec­
tively. For compruison a recent study by Meyer and Fromm­
hold showed the same effect starting at 1.6 A for He-H.37 

Although the tum-over for lighter rare gases is associated 
with distances not accessible due to strong repulsion, it may 
have implications for the EPR spectra of H doped Xe solids. 

For weakly interacting systems such as vdW complexes, 
BSSE may contdbute a significant fraction of the binding 
energy and thus yield artificially short equilibrium distances. 
This problem is routinely corrected by standard CP conec­
tion procedure. The present work is not an exception in this 
respect. Since the effect of BSSE on energy and bonding is 
rather well understood, we will not discuss it in detail. How­
ever, to demonstrate the impol1ance of BSSE in RG-H we 
note that neglect of BSSE correction at CCSD(T) level for 
XeH yield R

111 
and E of 3.65 A and -8.63 meV, respectively. 

This corresponds to -65% error in energy. Table IV shows 
the effect of BSSE on the IHC curves. Here BSSE in cor­
rected by a CP-type procedure of Eq. (2). As observed, only 
for NeH BSSE affects energetics and IHC in a similar man­
ner. For the other dimers this effect is less notewoithy and 
not systematic. This would prevent fm1her conclusions of 
this issue. Instead, BSSE seems to act as a shape determining 
factor for the IHC curves. The implication of the CP conec­
tion is that the region of negative IHC shift extends to larger 
internuclear distances, hence increasing the contribution of 
the distant RG atoms on the H atom EPR spectmm under 
matrix isolation conditions. 
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FIG. 5. The shifts of hydrogen alom isolropic hyperfine coupling conslanl 
for rare-gas hydrides oblained with finite field approach al the CCSD(T) 
level of theory. 
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FIG. 6. The distance dependency of IHC shifts for RG-H pairs as obtained 
analytically fi:om the MP4(SDQ) spin densities. The insert shows the fit [Eq. 
(7)] of the data between 3.0 and 7.0 A. 

B. Simulations

The purpose of the present MD simulations is to obtain
classical trajectories for nuclear motion in a lattice with a 
single H atom introduced as a substitutional or interstitial 
impurity. Along the trajectory we then compute the many­
body perturbation on the H atom IHC. This is accomplished 
by pair-wise addition of the individual RG-H contributions 
obtained from accurate quantum-chemical calculations (see 
Fig. 6). There are two major approximations involved in this 
approach, namely classical treatment of the H atom motion, 
and the assumption of pair-wise additive IHC shift. Implica­
tions of the first one are neglect of the zero-point energy of 
the light H atom and continuous energy spectrnm of its 
caged motion. The enor due to three-body and higher order 
tenns on IHC shift is not straightfo1ward to quantify. A re­
alistic guess for the error would be few percent as is the case 
for three-body terms in potential energy. These effects would 
obviously be operative at sh01t distances, i.e., in tight inter­
stitial trapping sites. In practice, the requirement of very ac­
curate wave function for evaluation of the Felllli contact 
te1m necessitates the use of computational approaches pres­
ently afforded for small systems only. It should be empha­
sized that according to our knowledge the present investiga­
tion is the first one of this type and the existing literature 
does not provide supporting backup. Thus, besides providing 
quantitative predictions for the IHC constants for different 
trapping sites in H-RG lattices, our aim is to demonstrate the 
prospects of the mixed quantum-classical approach extract­
ing strnctural inf01mation from EPR spectra. 
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FIG. 7. Comparison of CCD and MP4(SDQ) IHC shifts for ArH. 

Tables V-VIII summarize the results of the present 
simulations and compare the relative IHC shifts with those 
obtained experimentally in low-tempcrnturc matrices. As 
seen in Table V, the MD simulations would suggest that H 
atoms trap exclusively in substitutional cavities in Ne lattice. 
The final number of nearest neighbors and the nearest­
neighbor distance in the equilibrated simulation shell are 
rather insensitive to the initial symmetty of the H atom site. 
Thus, extensive lattice relaxation removes memo1y of the 
octahedral and tetrahedral interstitial sites in time scale of the 
simulation at all temperatures. The final Ne-H distance of 
3.1 A corresponds to the Ne-Ne equilibdum distance and 
shows nearly zero interaction along the Ne-H coordinate. 
Interpretation of the H-Ne mallix EPR spectrnm based on 
the IHC curves in Fig. 6 would clearly involve positive IHC 
shift of -1 MHz/atom due to the nearest neighbors and par­
tial cancellation by the negative contribution of the second 
salvation shell. Taken into account the approximations in­
volved in the calculations, the agreement between exped­
ment and theory is satisfactory and confirms the previous 
tentative site assignment rather nicely.18 

For H-Ar lattice the MD simulations predict stability of 
both substitutional and O,. interstitial sites (Table VI). In the 
latter case, the1malization of the system yields conciderable 
expansion of the cavity due to repulsive Ar-H interaction 
and subsequent lattice relaxation. In fact, the O,. site in Ar is 
the smallest cavity where H atoms could be stabilized. Ini­
tiation of trajectodes from tight T d sites tenninated in strnc-

TABLE IV. The effect of BSSE on calculated IHC properties. The well depths , (MHz) and locations of the 
well minima R

,,, 
(A) are tabulated with and without CP correction at CCD and MP4(SDQ) levels of theory. 

NeH ArH KrH XeH 

Method R
,,, 

[A] ,[MHz] R
,,, 

[A] ,[MHz] R,,, [A] ,[MHz] R,,, [A] ,[MHz] 

CCD CP 4.00 -0.117 4.40 -0.148 4.10 -0.600 4.10 -0.842 
no CP 3.95 -0.141 4.30 -0.164 4.05 -0.573 4.10 -0.788 

MP4 CP 4.00 -0,126 4.05 -0.432 4.10 -0.609 4.10 -0.866 
no CP 3.90 -0.173 4.00 -0.426 4.05 -0.619 4.05 -0.791 
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TABLE V. Trapping site structure and IHC shifts for H-Ne lattice as ob­
tained from MD simulations at various temperatures. The lHC shifts are 

calculated from the trajectory by pair-wise sununation of contributions due 
to individual H-Ne pairs [see Eq. (2)]. 8refers to the Gaussian width of the 
transition distribution. The simulation shell consists of 1371 or 1372 Ne 
atoms and a single H atom. The total simulation time is 40 ps. 

Nearest neighbors 
T/K Initial site initial-final 

5 subs. 12/12 
JO subs. 12/12 
15 subs. 12/12 
20 subs. 12/12 
5 oh 6/12 

JO oh 6/12 
15 oh 6/12 
20 o,. 6/12 
4 Td 4/12 
4 Experimental Ne matrix 

RRgH 
initial-final [A] 

3.1/3.1 
3.1/3.1 
3.1/3.1 
3.1/3.1 
2.2/3.2 
2.2/3.2 
2.2/3.1 
2.2/3.1 
1.9/3.1 

IHC shift 
[MHz] 

+5.0 
+5.5 
+5.9 
+6.1 
+4.0 
+4.7 
+5.5 
+6.3 
+4.2 
+6.1' 

8 
[MHz] 

1.0 
1.3 
1.5 
1.7 
2.0 
1.8 
2.0 
2.1 
2.4 

'Reference 18, IHC shift with respect to experimental free atom value of 
1420.4 MHz. 

tures with six nearest neighbors and internuclear distances 
similar to the o,. site. Inspection of the IHC curves in Fig. 6 
suggests that at Ar-H distance of 3.6 A, corresponding to the
the1malized substitutional cavity, the perturbation of the 
Fermi contact te1m by the nearest neighbors is small. Hence, 
about half of the total contribution to the negative --3.5 
MHz IHC shift is due to contribution of more distant Al: 
atoms. For the tight o,. site, where the nearest-neighbor 
Ar-H pair interaction in strictly repulsive, the net perturba­
tion due to Ar atoms is realized as a large positive IHC shift. 
For this site both positive (Pauli repulsion) and negative 
(vdW attraction) contributions are simultaneously effective 
providing an excellent test case for theory. Considering the 
approximations involved in the calculations, the correspon­
dence between experiment and theory is quite satisfacto1y. 
Finally, we note that in a recent EPR investigation by Ko-

TABLE VI. Trapping site stmcture and IHC shifts for H-Ar lattice as 
obtained from MD simulations at vruious temperatures. The IHC shifts are 

calculated from the trajectory by pair-wise summation of contributions due 
to individual H-Ar pairs [see Eq. (2)]. 8refers to the Gaussian width of the 
transition distribution. The simulation shell consists of 1371 or 1372 Ax 

atoms and a single H atonL The total simulation time is 40 ps. 

Nearest neighbors 
T/K Initial site initial-final 

5 subs. 12/12 
JO subs. 12/12 
20 subs. 12/12 
30 subs. 12/12 
40 subs. 12/12 
4 Experimental Ax matrix 
5 oh 6/6 

JO oh 6/6 
20 oh 6/6 
30 oh 6/6 
40 oh 6/6 
4 Experimental Ar matrix 

5 Td 4/6 

RRgH 
initial-final [A] 

3.7/3.6 
3.7/3.6 
3.7/3.6 
3.7/3.6 
3.7/3.6 

2.6/2.9 
2.6/2.9 
2.6/2.9 
2.6/2.9 
2.6/2.9 

2.3/2.9 

IHC shift 
[MHz] 

-3.9 
-3.7 
-3.5 
-3.1 
-2.6 
-6.5' 
+20.9 
+20.9 
+21.1 
+20.9 
+20.7 
+16.3' 
+20.4 

8 
[MHz] 

0.3 
0.5 
0.5 
0.8 
1.0 

4.2 
3.5 
3.3 
3.7 
3.8 

3.1 

'Reference 18, IHC shift with respect to experimental free atom value of 
1420.4 MHz. 
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TABLE VII. Trapping site structure and IHC shifts for H-Kr lattice as 
obtained from MD simulations at various temperatures. The IHC shifts are 
calculated from the trajectory by pair-wise snnunation of contributions due 
to individual H-Kr pairs [see Eq. (2)]. 8 refers to the Gaussian width of the 
transition distribution. The simulation shell consists of 1371 or 1372 Kr 
atoms and a single H atom. The total simulation time is 40 ps. 

T/K Initial site 
Nearest neighbors 

initial-final 

5 subs. 12/12 
JO subs. 12/12 
20 subs. 12/12 
30 subs. 12/12 
40 subs. 12/12 
4 Experimental Kr matrix 

5 Oh 6/6 
JO oh 6/6 
20 oh 6/6 
30 oh 6/6 
40 o,. 616 

4 Experimental Kr matrix 

5 Td 4/6 

RRgH 
initial-final [A] 

4.0/4.0 
4.0/3.9 
4.0/3.8 
4.0/4.0 
4.0/3.9 

2.9/3.1 
2.9/3.1 
2.9/3.1 
2.9/3.1 
2.9/3.0 

2.5/3.0 

IHC shift 
[MHz] 

-7.4 
-7.2 
-6.8 
-6.4 
-6.5 

-8.38' 
+11.4 
+11.6 
+11.6 
+11.8 
+11.3 
+6.7' 
+10.8 

8 
[MHz] 

0.1 
0.3 
0.6 
0.8 
0.7 

2.1 
1.8 
2.0 
2.5 
2.6 

1.8 

'Reference I 8, IHC shift with respect to expelimental free atom value of 
1420.4 MHz. 

maguchi et al. on x-ray irradiated H2-Ar solids yielded three 
distinct H atom doublets with IHC shifts +24.4, +21.0, and 
+1.7 MHz.19 These resonances were assigned to Td , 01,,
and substitutional sites, respectively. The obvious contradic­
tion between Ref. 19 and the rest of the literature on the
subject18

•
20 may be at least paitially due to different sample

preparation teclmique (frozen solution) applied in Ref. 19. 
The situation in H-Kr lattice resembles that described 

for Ar. The H atom fits rather perfectly in a substitutional 
cavity and only very minor compression of the cage is ob­
served in the MD simulations (Table VII). Since the obtained 
nearest-neighbor distance of -4 A has a close coincidence
with the Kr-H pair potential minimum, the interpretation of 
the negative IHC shift is straightforward and can be ascribed 

TABLE VIII. Trapping site slmcture and IHC shifts for H-Xe lattice as 
obtained from MD simulations at various temperatures. The IHC shifts are 
calculated from the trajectory by pair-wise summation of contributions due 
to individual H-Xe pairs [see Eq. (2)]. 8refers to the Gaussian width of the 
transition distribution. The simulation shell consists of 1371 or 1372 Xe 
atoms and a single H atom. The total simulation time is 40 ps. 

T/K Initial site 

Nearest neighbors 
initial-final 

5 subs. 12/12 
JO subs. 12/12 
20 subs. 12/12 
30 subs. 12/12 
40 subs. 12/12 
4 Experimental Xe matrix 

5 o,. 6/6 
JO o,, 616 

20 o,. 6/6 
30 o,. 6/6 
40 Oh 6/6 

5 Td 4/6 

RRgH 
initial-final [A] 

4.4/4.3 
4.4/4.3 
4.4/4.2 
4.4/4.3 
4.4/4.2 

3.1/3.2 
3.1/3.2 
3.1/3.2 
3.1/3.2 
3.1/3.2 
2.7/3.2 

IHC shift 
[MHz] 

-9.4 
-9.3 
-8.8 
-9.1 
-8.9 

-14.77' 
+2.6 
+2.5 
+2.4 
+2.3 
+2.3 
+1.1 

8 
[MHz] 

0.2 
0.2 
0.6 
0.4 
0.5 

0.8 
0.7 
0.8 
I.I 
I.I
1.0 

'Reference 18, Il-lC shift with respect to experimental free atom value of 
1420.4 MHz. 
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mostly to nearest-neighbor interactions and the contribution 
of the second solvation shell is small. Quite the opposite is 
observed for the O,, trapping site. This site shows significant 
repulsion in the Kr-H pair interaction (Fig. 3) and, conse­
quently, a large net positive IHC shift composed of a positive 
nearest-neighbor contribution and a small negative one due 
to more distant Kr atoms. In this case the theo1y tends to 
overestimate the IHC shift, howewr, tin: site assig11111e11t is 
unambiguous. 

The simulation data in Table VIII for H-Xe would pre­
dict the existence of two stable trapping sites for H atoms in 
Xe samples of FCC structure. The substitutional site shows 
slight compression from a perfect lattice structure, and a rela­
tively large negative IHC shift. The relaxed structure coin­
cides rather closely with the Xe-H pair potential minimum 
and would imply strictly negative IHC shift conttibutions of 
all closest Xe-H pairs (see Fig. 6). On the other hand, the H 
atom trapped in an o,, site is subject to significant repulsion, 
which in turn yields strong positive IHC shift due to the 
nearest neighbor Xe atoms. The positive shift is, however, 
almost entirely cancelled by the long-range negative IHC 
shift. The imbalance of these effecs would predict a IHC 
shift of +2 MHz for the 01, site. The high-resolution EPR 
spectnnn of H doped Xe matrix shows very complex line 
patterns due to superhyperfine coupling due to magnetic 
129Xe and 131Xe nuclei.18 Although the experimental site as­
signment, i.e., substitutional vs o,, , has been subject to some 
contradiction, it is generally accepted that a single trapping 
site is responsible for the observed resonances.18 Our data
would clearly suggest this site as a nearly undistorted substi­
tutional site. Experiments with monoisotopic Xe combined 
with present-day spectral simulation tools would resolve this 
issue. The ve1y weak EPR signal due to H atoms trapped in 
Xe38 and the nonexistence of O,, sites is hard to justify based 
un Liu: pair potentials and MD simulations, which would 
claim thermal stability of this site. Fmthennore, the recently 
discovered 1ich chemistry of the1mally mobilized H atoms 
would clearly imply that the number density of trapped H 
atoms in photolysed HX-Xe solids is, indeed, high.39 The
tum-over of the IHC curve for XeH occurs relatively close to 
the average Xe-H distance in themrnlized 01, site. Near this 
distance it is quite expected that the pair-additivity of the 
IHC might not be a valid assumption and, consequently, the 
EPR spectrum of H atom may change dramatically. Expeii­
ments to unravel the possible exitence of "magnetically 
transparent" H atoms in Xe matrix are underway. 

IV. CONCLUSIONS

We have n:purled a<.:<.:urnle ground-stale potential-energy
cmves and distance dependent shifts of the isotropic hyper­
fine coupling constant for RG-H pairs. For RG-H distances 
near the potential-energy minimum the two curves show 
rather similar shape. However, at sh011 internuclear separa­
tion the Fe1mi contact term shows a dramatic tum-over and a 
change of sign. The obtained potential data is used in MD 
simulations of H-RG lattices to investigate the strncture and 
stability of different trapping sites. Along the classical tra­
jectory, the IHC shift of the H atom is calculated pair-wisely 
from individual diatomic contributions. It is shown that this 
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approach, indeed, yields rather similar total IHC shifts to 
those rep011ed from low-temperature matrices. For most 
cases the theo1y confinns the experimental site assignment. 
However, for H doped Xe lattice there is an obvious contra­
diction between experiment and theory. 
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The rare gas (Ne, AI, Kr, Xe)-alkali metal (Li, Na) ground-state pair interaction potentials and 
distance-dependent isotropic hyperfine coupling constants are evaluated by coupled-cluster 
approaches at the van der Waals region of the dimers. The computed prop�tties ar� further utiliz�d
in classical molecular dynamics simulations of rare gas lattices doped with alkali atoms. Atonuc 
trajectories and time averaged hyperfine constants are obtained f�om the_ simulations a�d exploite�
to provide theoretical insights into experimentally observed atonuc trap?mg and dynanucs of alk�h
metal atoms in rare gas matrices. The simulations support our previous electron paramagnetic 
resonance (EPR) data [Chem. Phys. Lett, 310, 245 (1999)), suggesting that alkali metal atoms, while 
generated by laser vaporization, do trap in single substitutional sites, whereas thermal atom sources 
yield trapping in multiple substitutional sites. In order to theoretically reproduce the EPR spectra for 
the latter case, more than six neighboring vacancies had to be included in the model system. Based 
on the simulations, the trapped atoms are able to move rather freely within the extended cage. 
© 2000 American Institute of Physics. [S0021-9606(00)30705-X] 

I. INTRODUCTION 

Alkali metal atoms (M; Li or Na) tI·apped in solid rare
gas (Rg; Ne, AI, Kr, or Xe) matrices have been subject to a 
number of experimental studies by optical and magnetic 
resonance spectroscopies. 1

-
5 In the early studies, a Knudsen 

oven atom source was used for vaporizing the alkali metal 
into the sample chamber. Electron paramagnetic resonance 
(EPR) measurements indicate that samples prepared by this 
method yield trapping in two or more different matrix sites. 
Aiguments based on the strongly repulsive nature of the 
ground-state Rg-M pair potential have led to the conclusion 
that multiple substitutional sites are responsible for M atom 
trapping.6 Previously, Fajardo et al.1 introduced a new
sample preparation method based on laser ablation of the 
alkali metal target which revealed, according to the optical 
absorption spectra, a new atomic trapping site. More re­
cently, trapping sites were characterized in detail by 
Vaskonen et al.5 using EPR spectroscopy and a semiempir­
ical theory developed by Adrian.8 The conclusion derived 
from this investigation was that the novel site is, indeed, due 
to purely substitutional trapping. Fmther experimental evi­
dence for such a tight trapping site was extracted from the 
observed strong isotropic superhyperfine coupling between 
the unpaired electron of the alkali metal atom and the mag­
netic nuclei of the Xe matrix atoms. 

Atomic ground-state pair interaction between Rg and M 
atoms within their van der Waals (vdW) region has been 
studied both experimentally (by scattering9 and laser 
spectroscopic10 means) and theoretically. ll-JJ Despite the 
number of theoretical studies, most of the effort has been 
concentrated in semiempirical description of the interaction 
potentials. JI Only a limited number of ab initio electronic 
strncture calculations with either all-electron or pseudopo-

•>Electronic mail: kiljunen@epr.chem.jyu.fi 
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tential approach has been carried out for ground-state vdW 
interactions between alkali metal atoms and rare gases. More 
recent and the most accurate of these studies considers 
lighter rare gases (He and Ne),12 whereas somewhat dated
work exists for heavier systems (AI and Xe). 13 Moreover, 
problems associated with the size consistency of the compu­
tational model as well as the basis-set superposition ell'ors 
(BSSE) have not been carefully analyzed in the existing 
studies. In this respect, modern size-consistent methods such 
as the coupled-cluster (CC) theory provide significant im­
provement compared to the previously adapted methods. In 
addition, elimination of the BSSE from the computed pair 
interaction energies is ctmently well established. When deal­
ing with ve1y small interaction energies, as is the case for 
weak vdW interactions, careful consideration of both of 
these aspects is crncial for the obtained computational accu­
racy. 

When M atoms are trapped in Rg matrix, the isotropic 
hyperfine coupling (IHC), i.e., an observable of the EPR 
measurement, is shifted with respect to the gas phase isolated 
atom values. The IHC shifts are either positive or negative, 
and characteristic of the size and geometly of the trapping 
site. Adrian8 has presented a semiempirical theo1y for aiding 
the interpretation of the IHC shifts observed in matrices. In 
sho1t, the themy is based on the following straightforward 
effects being operational in dense medium: Pauli repulsion 
which causes orbital compression of the unpaired M atom 
electron and hence a positive IHC shift, and vdW attraction 
having the opposite effect on the electron density. The latter 
would then yield a negative IHC shift. Thus, for tight trap­
ping sites positive IHC shifts are observed and, coITespond­
ingly, loose trapping sites are characterized with negative 
IHC shifts. Recently, Kiljunen et al. 14 have combined elec­
tronic structure ab initio calculations with classical molecu­
lar dynamics (MD) simulations for obtaining the IHC shifts 
for hydrogen atoms trapped in Rg matrices. The pair inter-

© 2000 American Institute of Physics 
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action potentials and distance-dependent IHC curves were 
calculated by CC-based methods and the themmlly averaged 
many-body IHC shifts and site stmctures were obtained from 
classical trajectories. This relatively straightforward ap­
proach was shown to yield a satisfactory agreement with the 
experimentally observed IHC shifts of hydrogen atoms 
trapped in low-temperature matrices. 

In this study, we have computed the pair interaction po­
tentials and distance-dependent IHC curves for Rg-M 
dimers within their vdW region. We further extend the meth­
odology developed in Ref. 14 to model various trapping sites 
of Rg matrices doped with M atoms. It will be shown that the 
EPR spectra obtained for laser vaporized samples is most 
evidently due to only slightly perturbed substitutional trap­
ping, whereas thermal atom sources create a number of lat­
tice vacancies near the trapping centers. 

II. COMPUTATIONAL DETAILS

The ground-state pair interaction energies of Rg-M
dimers were obtained by using the coupled-cluster single 
double triple CCSD(T) method, 15 which includes single and 
double excitations and uses a pe1turbative treatment for the 
com1ected triples for all electrons. The underlying reference 
state for CC was obtained by the umestricted Hartree-Fock 
(UHF) method. In order to obtain interaction energies of suf­
ficient quality for the vdW region, the Dunning cc-pVQZ 
basis set16 was used for alkali metal atom and the augmented 
Stuttgait ECP basis set14

•
17 for Rg. The number of explicitly

treated electrons was thus li for Li-Rg pairs and 19 for 
Na-Rg pairs. The BSSE artifacts were removed from the 
atomic pair interaction energies by the Boys-Bernardi coun­
terpoise method. 18 The interaction energies were evaluated in
the 3-20 A range at 20-25 different internuclear distances. 
For simulation purposes, the resulting data were param­
etiized by the following function: 

-BR C D E 
</)(R)=Ae +-- -- -, 

R12 R6 R8 
(1) 

where R is the internuclear distance between the two nuclei 
(in A) and A, B, C, D, and E are parameters specific to the 
interacting pair of atoms. All parameters are given in units 
which return energy <p(R) in eV. On the contI·ary to the 
model potential studies of Ref. 11, the actual form of the 
applied potential function is not important to our interests. 
The purpose is to accurately represent the calculated energies 
in some analytic form from which energy gradient, the force 
between pairs of atoms, can be conveniently evaluated. The 
selected potential form is essentially a modified version of 
the Buckingham potential augmented with an additional 
positive Lennard-Jones type R-12 term for repulsion. The
least-squai·es fitted parameters of Eq. (1) yielded a well­
defined potential energy curve with an average deviation of 
0.04 meV for the computed energy points. The CC calcula­
tions were pe1formed using the GAUSSIAN98 program. 19 

The isotropic hyperfine coupling constant (aN in MHz) 
can be obtained from the normalized spin density at the 
given nucleus N by the following relation: 

aN
= (2!3)µ0g,gNµBµNh-1l'V(0)l

2 , (2) 
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where µ0 is the vacuum permeability, g, and gN are the g 
values of free electron and the alkali metal atom, respec­
tively, and µ8 and µN are the Bohr and nuclear magnetons, 
respectively. The normalized spin density 1'1'(0)12 can be 
computed from one-paiticle spin density matrices by stan­
dat·d methods.20 In the applied software, the required spin
den&ity mallice& are not available at the CCSD(T) level und 
therefore the IHC calculations were pe1formed at the CCD 
level only. It should be noted that the method where Fermi 
contact term is treated as perturbation and the IHC is ob­
tained via finite difference approximation is not applicable 
here, as we have shown earlier. 14 In this study we aim at 
calculating the alkali metal atom IHC shift (with respect to 
the gas phase value) as a function of Rg-M distance, and 
therefore it is not necessary to add any tights-type Uaussians 
into the alkali metal atom basis set, as is the case for evalu­
ation of absolute values of the Fermi contact term. The ob­
tained IHC curves were corrected for BSSE by the Boys­
Bernardi type procedure as outlined in Ref. 14. Finally, 
instead of fitting to Eq. (1), a linear interpolation procedure 
of thl'\ 11111111'\rk�l rlMa was used for pairwise evaluation of the 
IHC shift for the caged atom. 

The MD simulations were catTied out in a microcanoni­
cal ensemble (NYE) employing only two-body interactions 
of the forn1 given in Eq. (1). Parameters of Eq. (1) for Rg-M 
pairs were obtained as described above, whereas for the 
Rg-Rg pairs we rely on the experimental data of Ref. 21 
least-squares fitted to Eq. (I). Pair interactions were explic­
itly evaluated up to 8 A (Ne and Ar) or 9 A (Kr and Xe) and 
the missing long-range part was compensated by standard 
procedures.22 The simulation cube was constrncted by gen­
erating a face-centered-cubic (foe) l{g lattice (1372 Rg atoms 
or less) with a lattice constant indicated by the Rg-Rg pair­
potential minimum. A single alkali metal atom was then in­
troduced as an octahedral, single substitutional, or multiple 
substitutional impmity. Initial conditions for the simulation 
were generated by assigning velocity for each atom ran­
domly from Maxwell-Boltzmann distribution corresponding 
to the desired temperature (5 K for Ne and 15 K for other 
Rgs). P1ior to collecting the atomic trajecto1ies and IHC data, 
the system was allowed to thermalize for 2.5 ps. During ther­
malization a standard velocity scaling was applied to regu­
late the temperature. After this period, thermally averaged 
quantities were collected during the main simulation pedod 
of 175 ps. A modified version of the. Beeman algorithm23 

with a time step of 0.5 fs was used for integration of the 
equations of motion. Periodic boundary conditions were con­
sidered by the linked-list method, in which the system is 
spatially divided into cells interacting only with themselves 
and with the neighboring cells.24 Finally, thermally averaged 
IHC values were obtained by pairwise summation of linearly 
interpolated values over all Rg-M pairs (interaction cutoff 
same as for energies) and stored as a rolling average over 30 
time steps. All the MD simulations were carried out with a 
modified version of MOLDY software.25
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TABLE I. Pair potential dnta for Rg-M atoms as obtained from CCSD(T) calculations. R,, denotes the 
potential minimum, e the potential depth, and parameters A through E of Eq. (I) are in units that result energy 
in eV. The experimental uncertainties have been included when available. 

Rg-M R,.,[A] e[meV] A 

Ne-Li 5.38 0.838 76.3656 
a 5.82 0.55 
b 5.05 1.11 

Ar-Li 5.01 4.27 305.94 
b 5.27 5.08 
b 4.95 5.31 

Kr-Li 4.94 7.02 375.44 
b 5.18 8.24 
b 4.87 8.55 
b 4.6±0.4 7.9:!:0.8 

Xe-Li 4.98 10.34 493.694 
b 5.28 12.6 
b 4.90 13.17 

Ne-Na 5.62 0.731 67.227 
a 6.03 0.55 
b 4.2:!:0.2 1.37±0.06 
C 5.29±0.05 J.00±0.11
Ar-Na 5.17 4.17 184.428 
b 5.01 5.55
b 4.8±0.2 5.2±0.3
C 5.008±0.005 5.17±0.10 

Kr-Na 5.08 6.84 273.115 
b 4.96 8.68 
b 4.7:!:0.2 8.6±0.2 
C 4.918±0.004 8.48±0.06 

Xe-Na 5.14 JO.I 221.212 
b 5.06 13.0 
b 4.91±0.08 12.4±0.2 
C 4.95±0.04 14±2 

'Calculated. Ref. 12. 
•scattering. Ref. 9.
<Laser spectroscopic. Ref. JO.

Ill. RESULTS 

A. Ab initio calculations

The ground-state Rg-M potential energy curves (PEC)
were computed at the CCSD(T) level with cc-pVQZ basis set 
for M and the augmented Stuttgait basis set for Rg. The 
latter basis set has been especially tailored for the vdW 
interactions. 14 Since a similar type of augmented basis set is
not available for the alkali metal atoms, we pe1f01med a 
simple comparison between the Pople style basis set 
6-3110+ +(3df,3pd) and Dunning's cc-pVQZ for Li-Ar
pair interaction. Both basis sets perfom1 relatively well and
the cc-pVQZ produced only 0.15 meV deeper minimum with
0.04 A sh01ter equilibrium distance. By this argument the
cc-pVQZ basis set was used throughout this study. The cal­
culated potential parameters along with those derived from
the experimental scattering and laser spectroscopic data are
shown in Table I. The suitable range for fitting the potentials
according to Eq. (1) is ea. 3-20 A. The ground-state PECs
for Rg-Li and Rg-Na are shown in Figs. l(a) and l(b),
respectively.

The Rg-M IHC curves were obtained at the CCD level 

B C D E 

2.032 15 JO 592.2 33.3221 597.356 

2.044 58 112496 63.0305 4611.33 

2.007 7 168 969 122.938 6331.83 

1.960 37 301 496 203.138 JO 108.9 

1.954 06 15 547.1 37.1298 704.277 

1.927 81 85 255.8 146.894 2 718.44 

1.924 82 164 767 206.386 4 800.09 

1.805 31 158 049 477.07 2 539.25 

and are shown in Figs. 2(a) and 2(b). All IHC curve.s show a 
sudden collapse at sh01t distances after which the shift rap­
idly reaches very large negative values. The obtained param­
eters (R,,,, e, and Rcollapse) are given in Table II. 

B. MD simulations

Initial lattice geometries for the MD simulations were
prepared by introducing alkali metal atoms at interstitial oc­
tahedral, substitutional, or multiple substitutional sites with 
1, 3, 6, 8, and 12 vacancies around the M atom. For some 
cases, the time evolution of M atom's IHC and position was 
followed for longer times than 17 .5 ps in order to verify that 
proper time averages are obtained within the simulation pe­
riod. Dming the last 10 fs of simulation, the radial distribu­
tion function (RDF) was collected and the number of 
nearest-neighbor Rg atoms was recorded. The results of the 
MD simulations along with the experimentally observed IHC 
shifts for Li and Na are shown in Tables III and IV, respec­
tively. The vmiation ranges for the tabulated IHC shifts (in­
dicated by±in Tables III and IV) were obtained from the 
standard deviations of the time-averaged IHC values. When 
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FIG. I. The CCSD(T) potential energy curves for Rg-M pairs. 

M atoms were initially placed in interstitial O 1, sites in simu­
lation cells conesponding to Ne and Al· lattices, fast lattice 
relaxation within few ps yielded strnctures in which the al­
kali metal impmity was trapped essentially in a substitutional 
site. This would mean that octahedral trapping is not ther­
mally stable in Ne and Ar even at the lowest temperatures. 
However, in K.r and Xe the M atoms can be stabilized in 
interstitial 01, sites. In large cavities conesponding to mul­
tiple substitutional sites, the M atoms undergo relatively 
large amplitude motion which obviously affects the time­
averaging processes in those cases. As an example of such 
extensive in-cage motion, a Li atom trajectory in a multiple 
substitutional site in Xe is presented in Fig. 3. 

IV. DISCUSSION

Taking into account the extreme weakness of the inter­
actions involved in the Rg-M systems, the computationally 
obtained well depth and equilibrium distance for the Ne-Li 

TABLE II. Rg-M IHC curve parameters as obtained from the CCD calcu­
lations. R111 denotes the IHC curve minimum, s the IHC curve depth as 

compared to zero sltift, and R, the region whel'e collapse of the IHC shift 
occurs. 

NeLi ArLi KrLi XeLi NeNa ArNa KrNa XeNa 

R
,,,

[A] 6.7 6.2 6.1 6.2 6.9 6.4 6.3 6.4 
e[Hz] 30 207 349 528 57 400 653 994 
R

c
[A] 3.2 3.6 3.8 4.0 3.4 3.8 3.9 4.1 
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FIG. 2. The calculated IHC constant shifts of alkali metal atoms in Rg-M 
pairs as obtained by the CCD method. 

dimer are in acceptable agreement with the experimental 
numbers. The computed well depth is ea. 75% of the expeii­
mentally defined value, the absolute e1rnr being only ea. 0.3 
meV. For comparison, a previous calculation of Czuchaj 
et al. 

12 reproduced 50% of the experimental well depth. The
neglect of the BSSE effect in Ref. 12 may have, however, 
caused mtificial stabilization and thus better, but erroneous, 
agreement with the experiment. It was observed in the 
present work that removal of the BSSE typically reduced the 
well depth by 20%. It should be noted that the experimental 
values deiived from scattering data may also have rather 
high error margins due to the relatively low mass of both Ne 
and Li. A similar comparison may be pe1fonned for the 
Ne-Na pair, for which the computed well depth represents 
73% of the experimental l meV value. For the h.:avi.:1 Rgs, 
the previous electronic strncture calculations of Laskowski 
et al. 

13 were not able to account for the vdW binding due to
limitations of their valence basis set, and the work of Saxon 
et al. 

13 for Na-Ar yielded excessive binding probably due to
limitations of their configuration interaction (Cl) procedure. 
In general, our calculated well depths conespond to -70%-
80% of the expe1imental values. For all Rg-M pairs the 
interpretation of the experimental data is not unambiguous 
and, consequently, the energetic compmisons may not yield 
a fully conect picture. The present calculation would give 
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TABLE III. Initial/final trapping site geometries, number of closest neigh­
bor matrix atoms, the closest neighbor distances, and [HC shifts relative to 

the gas phase values for Rg /Li MD:· ·denotes an unde fined geometry, Ex­
perimental values for IHC shifts are included for reference purposes. 

Initial/final 
Initial/final trapping Initial/final Rg-Li distance IHC shift 

site geometry # of neighbors [Al [MHz] 

fu neon 

Subst./Subst. 12/12 3.08/3.70 4 7±1 
Subst. + I vac./ .. • 1 1 /  .. , 3.08/3.80 4 0±2 
Subst. + 3 vac./· • • 91 .. , 3.08/3.90 3 6:!:l 
Subst. +6 vac./· • • 6f .. , 3.08/3.80 29:!:2 
Subst. + 8 vac./ .. • 4 1  .. , 3.08/3.90 25:!:l 
Subst. +12 vac./" • 6f .. , 4.3 6/4.60 9:!:l 
0,,1- .. 61·" 2.1 8/3.80 4 1:!:2 

In argon 
Subst./Subst. 12/12 3.75/3.90 4 6:!:2 
a 56 
Subst. + I vac.f .. • Ill- .. 3.75/3.80 3 6:!:l 
Subst. + 3 vac.f .. • 91 .. , 3.75/4.1 0 24:!:l 
Subst. +6 vac./· • • 61"· 3.75/3.90 15:!:l 
Subst. +8 vac.f .. • 4 1  .. , 3.75/4.20 1 1 :!:2 
b 12 
a 1 4  
Subst. + 12 vac./" • 6/"· 5.3 0/4.80 -3 :!:2
b -7 
Ohl"· 6f .. , 2.65/3.20 3 0:!:2 

In krypton 
Subst./Subst. 12/12 4.03 /4.IO 3 6±1 
a 4 4  
Subst. + I vac.f .. • ii/"· 4.03 /4.20 28:!:2 
Subst. + 3 vac./ .. • 91 .. , 4.03 /4.4 0 1 3 ±1 
Subst. +6 vac./ .. • 6/ ... 4.03 /4.00 12±2 
b 9 
Subst. +8 vac./ .. • 4 1  .. , 4.03 /4.4 0 3±1 
Subst. + 12 vac./ .. • 6f .. , 5.70/4.70 -2:!:l 
b -7 
Oh /01, 616 2.85/3.4 0 0:!:3 

In xenon 

Subst./Subst. 12/12 4.42/4.4 0 26:!:l 
Subst. + I vac./ .. • [[/- . . 4.42/4.50 21±1 
Subst.+3 vac.f .. , 91 .. , 4.42/4.50 1 3:!:3 
Subst. +6 vac./· • • 6f .. , 4.42/4.60 9±2 
Subst. +8 vac./ .. • 4 1  .. , 4.42/4.70 9±3 
Subst. + 12 vac./ .. • 6f .. , 6.25/4.80 0:!:2 
b -5 
o,. 1oh 616 3. 1 3 /3.50 -1 4 ±12

aExperimental. Atoms produced by laser ablation. Ref. 5. 
"Experimental. Atoms produced thennally {Knudsen oven). Ref. I. 

some general guidelines for analysis of such data. The main 
en-ors oiiginate from the pru1ial treatment of electron co1Te­
lation and incompleteness of the applied basis sets. Never­
theless, the obtained level of agreement with the expeiimen­
tal data convince us that the computed pair potentials ru·e of 
sufficient quality to be utilized in the subsequent MD simu­
lations of M/Rg lattices. 

A common feature for the computed PECs is that they 
follow very closely the fonn of the potential function defined 
in Eq. (1). The adequacy of a single analytic potential func­
tion simplifies the constrnction of the multidimensional force 
field for the MD simulations. However, extending the least­
squares fitting to much shorter internuclear distances than 3 
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TABLE IV. Initial /final trapping site geometries, number of closest neigh­
bor matrix atoms, the closest neighbor distances, and IHC shifts relative to 

the gas phase values for Rg /Na MD. · ··denotes an undefined geometty. 
Experimental values for IHC shifts are included for reference purposes. 

InitiaVfinal 
Initial /final trapping Initial/final Rg-Na distance IHC shift 

site geometry # of neighbors [Al [MHz] 

In neon 

Subst./Subst. 12/12 3.08/3.80 95± 4 
Subst. + I vac./· • • 1 1/"' 3.08/3.80 83:!:3 
Subst. + 3 vac./· • • 91 .. , 3.08/3.90 77:!: 3 
Subst. +6 vac./· .. 6f .. , 3.08/3.90 60:!:4 
Subst. +8 vac./ .. • 4 1  .. , 3.08/4,1 0  50:!:2 
Subst. + 12 vac./· .. 6f .. , 4.3 6/4.60 24 :!:l 
O,l· ·  6/12 2.1 8/3.90 85:!:4 

In argon 
Subst./Subst. 12/12 3.75/4.00 87:!:2 
Subst. + I vac./· • • 1 11 .. • 3.75/3.90 69:!:2 
Subst. + 3 vac./ .. • 91 .. , 3.75/3.70 4 9±3 
Subst. +6 vac./· .. 6f .. , 3.75/4.1 0 32:!:l 
Subst. +8 vac.f .. • 4 /". 3.75/4.20 24 :!:3 
Subst. + 12 vac./· • • 61· .. 5.3 0/4.80 -1 1 :!: l
O,i·" 6/12 2.65/3.60 79:!:2 

In krypton 
Subst./Subst. 12/12 4.03/4.I0 68±1 
a 1 1 5  
Subst. + I vac./ .. • 111 .. , 4.03 /4.IO 53±3 
Subst. + 3 vac./ .. • 91 .. , 4.03/3.90 27:!:l 
Subst.+6 vac./· • • 6/ ... 4.03 /4.00 21:!:l 
b II 
Subst. + 8 vac.f .. • 4 1  .. , 4.03/4.60 7±1 
Subst. + 12 vac.f .. • 6/ ... 5.70/4.60 -1 0±7 
b -1 4
o,. 1oh 6/6 2.85/3.70 20:!:6 

In xenon 

Subst./Subst. 12/12 4.42/4.50 52±2 
a 97 
Subst. + I vac./ .. • 111 .. , 4.42/4.50 4 3±2 
Subst.+3 vacJ .. , 91 .. , 4.42/4.3 0 12±2 
Subst. +6 vac.f .. • 6/ ... 4.42/4.50 1 5±2 
Subst. +8 vac./ .. • 4 /  ... 4.42/4.50 -4±1 
Subst. + 12 vac./ .. • 6/ ... 6.25/5.IO -7:!:4 
b -12 
Oh /Oh 6/6 3.1 3 /3.70 -5±21 

'Experimental. Atoms produced by laser ablation. Ref. 5. 
bExperimental. Atoms produced thennally (Knudsen oven). Ref. 5. 

A causes Eq. (1) to fail near the vdW region. On the other 
hand, ignoring data points at internuclear distances less than 
3 A yields potential fits of insufficient quality in this region. 
It is pru1icularly imp011ant for theoretical treatment of tight 
trapping geometries that the fitted potentials, and IHC 
curves, behave conectly over the entire distance range. A 
straightforwru·d approach for dealing with IHC curves was to 
use the primary numerical data and perfo1m linear interpola­
tion between the calculated data points. The obvious sho1t­
coming of this method is that the obtained results cannot be 
conveniently expressed in any parametrized forn1. A general 
feature of the IHC curves is that they all reach a minimum at 
internuclear distances about 1.3 A longer than the con-e­
sponding PECs. The shape of the IHC curves closely re­
sembles the PECs except for the rapid turnover near 3-4 A, 
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FIG. 3. A representative example of atomic mobility in different lattice 
surroundings. Solid line: Li atom trajectory in a substitutional site of Xe. 
Dashed line: Li atom trajecto1y in Xe where 12 vacancies have been introM 
duced. The simulation trajectory in perfect lattice is well localized within ea. 

(0.4X0.4X0.4) A3 volume, whereas the 12 vacancies yield sampling of at 
least (6X6X6) A3 volume with the same simulation time of 20 ps. 

where the lHC shift collapses towards large negative values. 
This collapse indicates severe shielding of the unpaired elec­
tron from the M nucleus. The collapse behavior of the IHC 
constant has been predicted in previous studies on Rg-H 
systems, 14•25•26 but not, according to our knowledge, verified 
experimentally. 

There are several obvious approximations involved in 
obtaining the matrix shifts for IHC of M atoms isolated in 
solid Rg. The first approximation is connected to the elec­
tronic strncture calculations as stated above. For the classical 
MD simulations, the success (or failure) depends crncially on 
the force field on whi<::h the atom8 move. Tn thi8 study, we 
have constrncted the force field additively from pair interac­
tion of the atoms. A general estimate is, however, that sev­
eral percent of the total energy of a real Ar lattice consists of 
a higher order than two-body interactions. Furthermore, our 
simulations rely on classical mechanics with neglect of the 
zero-point energies and assumption of continuous energy 
spectrnm. These approximations are not expected to be se­
vere for the heavier atoms but may have some implications 
for systems containing Ne or Li. The last approximation con­
cems the pai1wise additivity of the IHC, i.e., how well can 
the total IHC shift be obtained by summation over contribu­
tions of individual Rg-M pairs. As discussed in Ref. 14, the 
magnitude of the many-body contlibutions on the total IHC 
shifts is not cmTently quantified. A relatively well-grounded 
estimate would be that these effects are of the same order as 
the many-body contributions to the energy. This estimate is 
based on the close connection between the pair potentials 
and the IHC curves as first shown by Adrian.8 The three­
body and higher-order contributions for IHC shifts are ex­
pected to become larger at small internuclear distances. De­
spite the approximations involved in the current method, our 
previous investigation on trapping of atomic hydrogen in Rg 
matrices showed, indeed, that EPR resonances due to differ­
ent trapping sites can be unambiguously identified by com­
putational methods. More complex atomic systems will ulti-
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mately reveal the reliability of the current quantum-classical 
approach. 

In order to characterize the alkali metal atom trapping 
sites in Rg matrices, vmious initial trapping conditions were 
explored. In Ne (T=5 K) and Ar matrices (T= 15 K) the 
interstitial O 1, site was not thermally stable and relaxed 
within a few ps into geometries resembling substin1tional 
sites. On the contrary, the O II sites provide thermally stable 
deep traps for Li and Na in Kr and Xe mallices. As can be 
seen from Tables III and IV, the interstitial Oh site is very 
tight in these lattices and the M atom causes considerable 
expansion of the original cavity. Due to the tightness of the 
trapping site, the MD trajectories sample internuclear dis­
tances near the point where the sudden collapse of the IHC 
curves occur. This effect is pronounced in Xe, where the IHC 
shifts are negative and have large standard deviations. By the 
usually applied sample preparation methods, Knudsen oven 

source and laser ablation, this trapping site probably cannot 
be accessed since both methods deposit M as atoms into the 
matrix. The situation can be compared with atomic hydrogen 
which traps exclusively in pure substitutional sites upon 
atom beam deposition, whereas in situ photolysis of 
hydrogen-containing precursor molecules produces both in­
terstitial 0 11 and substitutional trapping sites. Thus, in prin­
ciple, it should be possible to reach the IHC shift collapse 
region in the experiments when a suitable M atom generation 
scheme is chosen. 

The pure substitutional sites are thern1ally stable at ap­
plied temperatures for all Rg/M combinations and exhibit 
large positive IHC shifts. For Ne/M matrices no experimen­
tal data are available, but the MD simulations predict that the 
substitutional sites should exist and have positive lHC shifts 
of ea. 47 MHz with respect to the gas phase value. In {Ar and 
Kr}/Li the calculated results are close to the IHC shifts ob­
tained in the laser ablation experiments, the relative differ­
ence being 18% for both cases. Thus, it can be concluded 
that sample preparation by laser ablation yields pure substi­
tutional trapping of Li atoms in Ar and Kr mallices. Unfor­
tunately, due to the experimental problems with Xe/Li,5 no 
compalison can be made for this combination. Due to spec­
tral congestion in Ar/Na EPR data, the experimental param­
eters are not available and compmison is afforded for Kr and 
Xe only. If compadson is made against the IHC shifts of 
laser ablated samples, the relative differences are ea. 40%. 
Hence, it appears that for Rg/Na only a qualitative agreement 
with the experiment can be obtained. 

In order to characterize the trapping site strnctures of 
Rg/M solids being prepared by a thennal Knudsen oven 
source, we introduced an increasing number of lattice vacan­
cies around the trapping center of the metal. Experimental 
Knudsen oven data exist for all Rg/M combinations except 
for Ne, and in most cases EPR spectra indicate trapping in 
several nonequivalent lattice sites. In Li-doped Ar, two dis­
tinct trapping sites are observed by EPR and the data in 
Table III tentatively assign these signals as originating from 
8 and 12 vacancy cases. For K.r/Li the c01Tesponding number 
of vacancies is 6 and 12, whereas for Xe/Li the number of 
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vacancies is at least 12. In principle, for Xe/Li the assign­
ment to interstitial 01, site would also be possible although 
highly unlikely as the results for Rg progression are followed 
from Ar to Xe. In conclusion, it can be asse1ted that the 
alkali metal atoms generated from a Knudsen oven source 
are trapped in sites associated with more than six neighbor­
ing vacancies. By following the M atom trajectories during 
the MD simulation, the rather extensive mobility within this 
extended cage is clearly seen. In fact, such in-cage motion 
has been deducted from analysis of EPR line broadening in 
Ar/Li solids. 27

The applied computational method perf01ms well with 
Rg/Li lattices but does much worse with Na doping. The 
eJTor in Rg/Na most likely originates from the ab initio cal­
culation of the pair potential and/or the IHC curves. For both 
cases, the calculations could have been enhanced by aug­
menting the M atom basis sets with suitable diffuse Gauss­
ians. At the present, such augmentation is not available for 
the Dunning basis sets. A possible en'OI' related to the calcu­
lations concerning multiple substitutional sites is obviously 
connected to the relatively shott simulation times in MD, 
which may not fully account for the in-cage motion of the 
alkali metal atom (see Fig. 3). Since the time scale for this 
motion may in fact be comparable to the EPR time scale, it 
would require excessively long simulation times to fully ac­
count for such phenomena. 

V. CONCLUSIONS

In this study we have extended the methodology devel­
oped in Ref. 14 to a more complex system consisting of 
alkali metal atom, lattice vacancies, and rare gas atoms. The 
present results give further support for the applicability of 
the quantum-classical simulation approach for obtaining IHC 
shifts for matrix isolated atoms. The major obstacle in ob­
taining sufficient accuracy with the present method is the 
accurate evaluation of the potential energy and IHC curves 
by high-quality electronic strncture methods. In this respect, 
the coupled-cluster methods seem accurate enough for Li, 
whereas more sophisticated treatments would be essential for 
Na in order to improve the computed IHC shifts. Despite the 
lower accuracy of the simulation results for Na, the site as­
signments can still be pe1formed with confidence. According 
to our calculations, laser ablated atoms occupy single substi­
n1tional sites, whereas thennally generated atoms are trapped 
in large multiple substitutional sites with more than six va­
cancies around the alkali metal atom. 
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Potential energy curves for 13 lowest electronic states of S2 and 6 lowest states of ArS are computed 
at the MRCI level utilizing the CASSCF orbitals. The electronic structure of S2 is described by the 
correlation consistent cc-pVQZ basis set, whereas for ArS the augmented version of this basis is 
combined with ten electron-core pseudopotential basis set for S and Ar, respectively. Thermal and 
shock wave induced recombination dynamics of sulfur atoms trapped in Ar lattice are investigated 
by classical Molecular Dynamics simulations. It is observed that atoms separated by nearest 
neighbor distance of the lattice do immediately recombine even at l K with no the1mal activation. 
While separated by one lattice constant, the S atoms stay stable up to 80 K and no recombination 
is observed in the classical trajectories. Consequently, the simulation was able to reproduce the 
experimental S+S glow curve only by lowering the reaction barrier by introducing lattice vacancies 
in the four atom plane separating the S-S pair. Local 1.1 eV kinetic excitation of a lattice atom next 
to the trapped S-S pair or aitificial shock waves initiated by more distant excitation at 2 eV or more 
greatly enhanced the probability for recombination. Nonradiative 1

D-
3
P relaxation of sulfur 

provides a mechanism for such phonon emission and is discussed as a potential reason for the 
observed photoinduced recombination in low temperature Ar matrix. © 2000 American Institute of 
Physics. [S0021-9606(00)30317-8] 

I. INTRODUCTION

Trapping of reactive species such as atoms, radicals, or 
chemical intermediates and their subsequent recombination 
upon controlled annealing are issues of key impo1tance for 
chemical energy storage in c1yogenic solids. 1 In fact, the
obvious need for deeper understanding of these fundamental 
questions initiated active developments in experimental tech­
niques which are now combined under the title ''matrix iso­
lation" (MI). Due to their conceptual simplicity, rare gas 
(Rg) matrices or crystals doped with atomic or small molecu­
lar impurities provide a nearly ideal prototype for dynamics 
such as cage-effect, mobility, and recombination which are 
all controlled by complex multi-body scattering events. 
Moreover, microscopic description of the observed dynamics 
and spectroscopy at the first-principles level is more easily 
attained in atomic solids of well-defined structures than in 
liquid. 

The present work is a continuation to the previous inves­
tigations by Khriachtchev and co-workers on photophysics 
and che1nistry of fragments photogenerated from H2S and 
H2S2 precursor molecules.2•

3 The low temperature thermolu­
minescence of sulfur observed in photolysed H2S2 /Ar matrix 
was ascribed to short-range mobility of atoms separated by 
one Ar lattice constant.3 Thermal activation of this quasi­
stable configuration by annealing at 10-15 K yields strong 
luminescence due to B" 3TT,,-X 3I; transition of S2 11101-

•>Author to whom correspondence should be addressed. Electronic mail: 
kiljunen@epr.chem.jyu.fi 

0021-9606/2000/112( 17)/7 4 75/9/$17 .00 7475 

ecule. Higher annealing temperatures revealed an additional 
emission, which was interpreted to originate from more ex­
tensive mobility of thermally activated atoms. Quite interest­
ingly, while photoexcited at 456 nm, the S atoms were ob­
served to undergo efficient recombination ah-eady at 7.5 K. A 
tentative explanation for this behavior was based on activa­
tion by lattice phonons created in the photoexcitation. 3

In order to provide more rigorous insights into the ob­
served atomic mobility and thermoluminescence spectra, 
classical Moleculai· Dynamics (MD) simulations based on ab

initio potential energy curves (PEC) for the S-S and S-Ar 
pairs are carried out for Ar lattice with two lattice points 
occupied by S atoms. A similar approach has recently shown 
success in describing cage trapping geometty and isotropic 
hyperfine properties of hydrogen and alkali metal atoms in 
rare gas matrices.4 The present calculations aim at providing
microscopic description of both thennal and photoinduced 
recombination observed in the experiments, and simulta­
neously to fmther extend the applicability of classical MD 
simulations in studies of atomic and molecular properties in 
condensed media. 

The electronic structure of diatomic sulfur has previ­
ously been subject to theoretical interest. Swope et al. 

5 cal­
culated 13 lowest bound electronic states with a moderate 
configuration interaction (Cl) method. The B and B" states 
relevant to optical spectroscopy in the visible region have 
been studied by accurate multireference CI (MRCI) methods: 
Wheeler et al. 6 studied predissociation of the B state and 
computed some of the repulsive states as well, whereas 

© 2000 American Institute of Physics 
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Pradhan and Pmtridge7 repo1ted oscillator strengths, transi­
tion probabilities, and radiative lifetimes for the B-X and 
B" -X systems. Since our interest is strongly on the 
S+S-,S2 recombination reaction in AJ: lattice, which neces­
sitates accurate description of the van der Waals region of 
the S-S and Ar-S pairs, the PECs for vm'ious electronic 
states are re-evaluated at a sufficient level of theo1y. Along 
with the PECs, the gas phase emission spectra of S2 was 
calculated for those transitions, which are observed under MI 
conditions. According to our knowledge no previous calcu­
lations exist for excited states of ArS. Electronic properties 
of rare gas oxides, RgO, have been rather extensively studied 
by several authors some time ago,8 and more recently a re­
newed attention has been paid to elecu·onic states of XeO 
and XeS.9 Finally, Nemukhin et al. 10 computed six valence 
states and three ion-pair states of KrS as input for a 
diatomics-in-molecules (DIM) potential energy surface. 

II. METHODS OF CALCULATION

The quantum chemical calculations comprise the treat­
ment of 13 lowest lying bound singlet and triplet electronic 
states of diatomic sulfur ( S2) and six lowest valence states of 
m·gon sulfide (ArS). The correlation consistent basis set (cc­
pVQZ, or vqz for short) of Woon and Dunning11 was used in 
the S2 calculations. For ArS, the augmented version (avqz) 
uf the cc-pVQZ basis set and relativistic 10-eleclrun-cure 
pseudopotential basis set developed by the Stuttgart group12 

were used for sulfur and argon, respectively. The calcula­
tions were performed at the MRCI13 (with internally con­
tracted Cl) level utilizing complete active space self­
consistent field (CASSCF)14 orbitals as implemented in the 
MOLPRO suite of codes.15 The active space for S2 consists of 
full valence space: 12 electrons distributed into eight orbitals 
(4-5CT

8
, 4-5CT

11
, 21r

11
, and 21r

8
), extended with the 31r

11 

orbital as found necessa1y for proper treatment of the transi­
tion moments.7 Moreover, inclusion of 31r

11 
has a significant 

contribution (ea. 4%) in the MRCI binding energy of the 
ground state. The described representation yields 2588 CAS 
configuration state functions and 646 530 configurations for 
the ground state in the Cl stage after contraction. The poten­
tial energy curves for S2 were constrncted from 29 single 
state MRCI calculations at internuclear sepm·ations from 1.4 
to 20 A. In cases where the state is not the lowest energy one 
in the pmticular ineducible representation, the state-averaged 
(SA) CASSCF orbitals were used. ArS was treated similarly 
with 14 conelated electrons. The PECs for ArS were ob­
tained from 17 single point calculations at internuclear sepa­
rations between 1.8 and 6.5 A. 

For both S2 and ArS the free atom asymptotes c01Telat­
ing to ground or excited state sulfur atoms were scaled to the 
experimentally determined 3P2-1D2 and 3P2-1S0 splittings 
of 9239.0 cm- 1 and 22 181.4 cm-1, respectively. 16 Size ex­
tensivity was considered routinely by performing the multi­
reference analogue of the Davidson conection for the higher 
excitations, 17 denoted by MRCI +Q in the results. In addi­
tion, multireference averaged coupled-pair functional calcu­
lation, MR-ACPF,18 was performed for some of the states. 

The dipole transition moments were obtained for the 
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B 3'r,,� -x 3-r_; and B" 3TT
11
-X 3'r,; systems of S2 using

SA-CASSCF orbitals in MRCI at 20 internuclear distances 
between 1.4 and 3.6 A. The ab initio potentials and transition 
moments were fmther utilized for producing thermolumines­
cence spectra. For this pmpose, the X, B, and B" state poten­
tial data were fitted according to polynomial-exponential ex­
pansion given in Ref. 7. The vibrational Schrodinger 
equation was then solved numerically in these potentials by 
the finite difference approximation method. 19 The eigenval­
ues and eigenvectors of the resulting matrix were solved by 
the NAG librm·y routine F02EBF.20 The transition intensities 
were obtained by evaluating the squares of the overlap inte­
grals between the v' =0 vibrational level of the excited state 
and the vibronic manifold of the ground state. The degen­
eracy of the B" state ( 11'x ,1ry

) was taken into account by 
multiplying the intensities by a factor of 2. The spectroscopic 
constants for all states were detennined by least squares fit­
ting of the six lowest vibrational levels into an expression 
yielding w, and w,x,. 

Molecular dynamics simulations were performed in mi­
crocanonical (NYE) ensemble with a modified version of 
MOLDY software.21 Initial kinetic energies for atoms were 
picked from the Maxwell-tloltzmann distribuhon at the de­
sired temperature and standard kinetic energy scaling was 
applied for regulating the system temperature. The simula­
tion temperature ranged from 5 to 50 K. MOLDY uses a modi­
fied Beeman algorithm for integration of the equations of 
motion.22 Jn this work an integration time-step of 0.5 fs was 
used with a typical total simulation time of 20 ps (1 ps for 
the1malization and 19 ps for simulation). In order to decrease 
the computational demand of the simulations, the linked-list 
method and potential interaction cutoff of 8 A were used.23 

The remaining missing long-range pmt was compensated by 
standard procedures.24 The simulation cell is a face centered 
cubic (fee) lattice consisting of 1370 argon atoms and two 
impmity sulfur atoms. Pe1iodic boundary conditions were 
applied for the simulation cube of 37.1 Ax37. l Ax37.l A. 
The MD simulation is purely classical with a potential en­
ergy surface pair-wisely constrncted from the ab initio cal­
culated S-S and Ar-S interactions and experimentally deter­
mined Ar-Ar interaction.25 For parametrization of the van
der Waals bound complexes Ar-S and AJ:-Ar, the pmpose is 
to present the pair interaction in terms of a suitable analytic 
fonnula from which the force field for atomic motion can be 
conveniently evaluated. For this we use a modified Bucking­
ham potential augmented with an additional Lennard-Jones 
type R-12 term for repulsion: 

- -BR C D E
cf,(R)-Ae + "Jif1- R6- fi8· (l) 

The MD algorithm of MOLDY was modified in order to allow 
kinetic excitation of a selected lattice atom and therefore to 
bypass the NYE conditions momentarily. The magnitude of 
this excess momentum and its direction were vmied to gen­
erate vmious types of shock waves into the lattice. A similar 
approach for studying shock wave propagation in argon lat­
tice has been employed by Cenian et al. 

26 who demonstrated 
that once initiated by a local excitation, the shock waves 
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FIG. I. A portion of an fee argon lattice showing the two impurity sulfur 

atoms at their quasistable configuration. The argon atoms marked explicitly 
induce the cage barrier preventing the S+S recombination. 1l1e reactive 
direction of shock wave propagation is indicated by an arrow. 

propagate along the (110) crystallographic direction defined 
by the nearest neighbor lattice atoms. Therefore, we choose 
the excited atom from the (I 10) plane containing one of the 
S atoms and direct the excitation in a way that promotes 
S+S recombination (see Fig. 1). 

Ill.RESULTS 

A. PECs of S2 

Shott-range recombination reaction, as proposed in Ref.
3, would involve a capture radius comparable with the lattice 
constant of the host matrix. Thus simulation of such reaction 
is particularly prone for accurate description of atom-atom 
forces at long distances near the S-S dissociation region. In 
this respect, potentials constrncted from the parameters avail­
able in the literature27 are not adequate for the simulation of 
recombination dynamics, which takes place from essentially 
zero interaction region. Most imp01tantly, when calculating 
the static cage banier caused by the lattice atoms, it is the 
region between 3 and 5 A that contributes most. As observed 
in Fig. 2, most of the PECs conelating to the ground state 
atoms behave relatively similarly in this region. Conse­
quently, a branching ratio near unity can be expected be­
tween the ground and excited state recombination paths. Ex-

50000 

r.l 

25000 

0 
0.0 

A 31:,t ,A· 36, 
C IL,; 

1.0 3.0 4.0 

RIA 

5.0 6.0 

FIG. 2. Calculated potential energy curves for the bound electronic states of 

S2 molecule arising from the 'P, 'D, and IS separated atom limits. The 

curves have been scaled to experimental 3P2-1D2 and 3P2-1S0 splittings. 

Recombination of S2 7477 

ceptions are the B" 311 11 
state possessing a dipole allowed

transition to the ground state, and the pre-dissociative 111 11 

state. In addition to these, the bound high-spin 5118 state has
a well depth of 0.355 eV at 2.655 A and thus possesses 
strongest interaction at large R (not shown in Fig. 2). Neglect 
of the spin-orbit interaction in the calculations should lead to 
a situation where PECs conelating with a common atomic 
limit approach the same energy at long distances. In the 
present case the computed asymptotes at 20 A lie within 
76.6, 76.7, and 18.1 cm-I for the S(3P+ 3P), S(3P+ 1D), 
and S(3 P + 1 S) separated atom limits, respectively. These 
numbers place the mean excitation energies for the S(3 P 
+ 1D) and S(3P+ 1S) limits at 9203.1 cm-1 and 18 427.8
cm-1, respectively. As stated, the vdW region is most impor­
tant for the simulation. Thus to avoid the obvious enor aris­
ing from fitting the entire interatomic range with a single
analytic function, the MD simulations were canied out with
a more accurate potential fit constrained to distances from
2.5 A. Within this region no deviation between the calculated
points and the fit is observed in the meV scale. The threshold
distance of 2.5 A was used as the crite1ia for S+S recombi­
nation.

Table I collects the TO values and potential parameters 
for the computed PECs. A comparison is made against the 
values rep01ted by Swope et al.5 who applied the Davidson
correction once at the equilibrium distances. It should be 
noted that the limited internuclear range and single reference 
nature of the treatment in Ref. 5 do not afford comparison of 
w,x, and D, values. The computed zero-point energies 
(ZPE) for the X, B", and B states of 359.8, 170.0, and 215.5 
cm-1 are in acceptable agreement with the previous numbers 
of 359.2, 161.6, and 216.4 cm-1 by Pradhan and Partridge.7 

The electronic otigins Te for the B", and B states are 3.832 
eV and 3.909 eV, respectively. 

B. Electronic transitions

The calculated electtic dipole transition moments are
given in Table II. The Fenni golden mle treatment yields a 
conversion from transition moment to transition probability: 

32 1 
W •=-1r

3ca(5 29X 10-11) 2 x 106 ii3IRl 2-fi 3 • s ' 
(2) 

where c is the velocity of light, a is the fine-strncture con­
stant, ii is the transition energy in cm-1, and IRI is the vi­
bronically averaged transition moment in atomic units as ex­
plained in Sec. II. The nume1ical constants conve1t W

1
; to 

s -1. The transition probabilities of the relaxed ( v' =0) emis­
sion as obtained from Eq. (2) are given in Table III for B-X

and B"-X systems up to ground state 1''=24 level. The tran­
sition probability vanishes for higher vibrational levels. The 
computed stick spectt·a are shown in Fig. 3. The maxima of 
the two emission systems are located at 380 nm (B-X) and 
445 nm (B"-X), and their 0-0 transitions are at 316 nm and 
318 nm, respectively. The radiative lifetime of a transition is 
given as the inverse of the total transition probability, that is 

(3)
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TABLE I. Relative energies (T0) and potential parameters of the 13 electronic states. The values in parentheses 
are those calculated by Swope et al. in Ref. 5 from whence the experimental reference values (in square 
brackets) are also taken. 

State T0 [cm-1) R,[AJ D,[eV) w,(cn,-1) w,x,[cm-1) 

e 1II
g 

45 355 2.116 1.406 449.7 3.83 
(43 300) (2,143) (430) 

11,; 44 808 2.179 1.473 436.1 3.18 
(53 800) (2,128) (500) 
(45 100) (-) (428.5) 

J't:., 44 810 2.174 1.473 440.1 3.44 
(44 100) (2,138) (500) 
(41 600) [2,156) (438.3) 

in" 35 270' 2.45' 
(37 600) (2,243) 

B' 3II
g 

35 141 2.095 1.067 439.7 4.94 
(35 300) (2,106) (450) 
[35 300) [2.08) [-500) 

B 'J'i,� 31 388 2.185 1.532 432.5 3.04 
(32 500) (2,142) (490) 
[31 689) [2,168) (434.0) 
31 672b 2,171' 1.585±0.04' 434.0' 2.54' 

2.170' 1.608 ±0,008d 434.0d 2.75d 

B" 
3
0

11 
30 717 2.291 0.464 343.1 6.05 

(32 100) (2,219) (430) 
[,;,3J 700) [<2.28) [-) 

31 069b 2,281' 0.516±0.04' 325.4' 4.52' 
2,302' 0.5577±0.010' 335.2' 4.5' 

A':£; 20 842 2.166 1.694 479.8 2.55 
(19 700) (2,176) (580) 
(21971) [2.15) (488.2) 

A''t:,, 20 866 2.166 1.694 480.1 2.56 
(19 100) (2,168) (480) 
[20 974) [2,146) [488.2) 

c 12-� i9756 2.159 i.832 486.0 3.16 
(17 900) (2,160) (489) 
[20000) [-) [-] 

b''.£; 8001 1.931 3.300 657.6 3.31 
(8960) (1.914) (732) 
[8500) [-) (700.8) 

a't:. 4458 1.918 3.741 684.9 3.00 
(4820) (1.907) (746) 
(4700) [1.898) (702.4) 

X':£; 0.0 1.901 4.296 721.5 3.96 
(1.900) (760) 
1.896' 4.392 ±0.03' 719.8' 2.81' 
1.889" 4.410±0.008. 725.1• 2,844. 

'The potential shows a shallow minimum at 2.45 A and a small maximum at 2.65 A which the potential fit was 
not able to produce. The value 35 270 cm-• is T,, defined as a difference of the potential curve minima. 

hDeperturbation analysis data of Green and Western in Ref. 30. 
'Calculated (complete basis set limit) values of Pradhan and Partridge in Ref. 7. 
'Collected experimental data as cited in Ref. 7. 

where the summation is over the 25 tabulated values for 
transition probability. This yields radiative lifetimes of 35.2 
ns and 6.25 µs for the B(v' =U) and B" ( v' = U) states, re­
spectively. 

C. PECs of Ar-S

The computed PECs of ArS derived from the 3 P, 1 D,
and 1S atomic states of sulfur are shown in Fig. 4. As ex­
pected, the similarity with the Rg-O systems is obvious.8

Particularly, the nearly flat interaction potential of the lowest 
1 I + state at internuclear distances down to 2 A is very simi­
lar to Ar-O, and may contribute to the observed recombina-

tion dynamics by impulsive nonradiative energy transfer. In 
effect, populating the 1 I + state either by direct atomic exci­
tation of 3 p---, 1 D sulfur or by relaxation of the excited 1 S 
provides a mechanism in which, due to spin-orbit coupling, 
the 31 -/3II surfaces could be populated at their repulsive
walls. The kinetic energy release in this collisional quench­
ing is -1 e V and can be considered as a possible source for 
shock wave generation and, consequently, promote S2 re­
combination. This is in accord with the experimental obser­
vation that excitation of the sample by visible light induces 
recombinant emission of S2 . 

3 

Due to its nonsphedcal ground state, dynamics of S atom 
trapped in an Ar mallix is dictated by anisotropic many-body 
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TABLE II. Transition dipole momenlS (a.u.). 
R[AJ B 3l,�-X 3l; B" 3Ilu-X 3�; 

1.4 0.0000 0.3707 
1.5 0.2774 0.2966 
1.6 0.6343 0.2157 
1.7 0.8144 0.1464 
1.8 0.9088 0.1002 
1.9 0.9489 0.0738 
2.0 0.9520 0.0602 
2.1 0.9298 0.0538 
2.2 0.8910 0.0512 
2.3 0.8409 0.0503
2.4 0.7819 0.0497 
2.5 0.7139 0.0489 
2.6 0.6359 0.0476 
2.7 0.5471 0.0456 
2.8 0.4497 0.0430 
2.9 0.3500 0.0400 
3.0 0.2567 0.0368 
3.2 0.1187 0.0301 
3.4 0.0504 0.0238 
3.6 0.0221 0.0186 

interactions. The accurate description of the system would 
involve treatment of both 3l - and 3IT states weighted by
some angle-dependent function or, less rigorously, by some
averaged conttibution of the two PECs. However, as seen in
Fig. 4, the two curves differ only slightly at internuclear 

TABLE Ill. The calculated transition probabilities W
fl 

(s- 1) for the B 31; 
and B11 3TT 11 state emissions to the ground X 3l; stnte along with the radia­
tive lifetimes T(µ,s). 

Vibronic level B(v' =0)-.X(tl') B"(v' =0)-.X(tl') 
,I' wfl

x 103 [s- 1] w
1
,x 103 [s- 1] 

0 5.769 0.000 
I 52.46 0.001 
2 235.0 0.008 

691.2 0.039 
4 I 502 0.139 
5 2 574 0.398 
6 3 614 0.949 
7 4 267 1.935 
8 4 303 3.431 
9 3 755 5.380 

JO 2 878 7.571 
II 1 976 9.669 
12 I 239 11.36 
13 712.0 12.23 
14 364.9 12.07 
15 159.1 10.93 
16 57.48 9.143 
17 18.58 7.151 
18 6.865 5.280 
19 3.320 3.683 
20 1.432 2.401 
21 0.268 1.447 
22 0.002 0.808 
23 0.002 0.426 
24 0.002 0.216 

Lifetime T [µs] 0.0352 (0.032)' 6.25 (4.16)' 
'Values in parentheses are those of Green and Western (Ref. 30) for pure 
(nonmixed) Band B"(fl =2) states. 
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distances impo1tant for the initial step of recombination. 
Thus we feel confident to rely only on the ground 3IT state in 
the simulation. The calculated energies for l t l +, 2 t l +, 
3l-, trr, 3IT, and 1.1. states are collected in Table IV. 

The concept of BSSE always present in calculations 
based on atomic orbitals may contribute significantly to the 
obtained binding energies of weakly interacting molecular 
systems. For MRCI theory the BSSE correction is not, how­
ever, a straightforward procedure. We have omitted this con­
cern since our MRCI +Q/avqz-Stutt. Calculation for the 
ground state matches almost exactly the previous CCSD(T)/ 
avqz computation where BSSE was corrected for.3 The mag­
nitude of the BSSE con-ection was estimated as 13.7 cm-1 
for the well depth. The main difference between the two 
calculations lies probably in the basis set of Ar. The avqz 
basis yields stronger interaction that is then reduced by the 
BSSE correction. The net effect leads to numbers very simi­
lar to what is obtained in the present work relying on valence 
electron co1Telation alone. Furthennore, we observed no sig­
nificant difference between the ACPF and Davidson cor-

4 

0 

1,0 2,0 3,0 
RIA 

4,0 

Ar( 1

S)+ sc's 

Ar('S) + S(
1

D) 

Ar('S)+ S('P 

5,0 

FIG. 4. Calculated points of potential energy curves for the states of ArS 
considered in this study. No scaling of the free atom limits is perfonned. 
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TABLE IV. Calculated MRCI+Q energies (a.u.} for ArS states of 3Il, 3I-, 11+, 1Il, and 1� symmetries
relative to -418 .0 a. u.

R[A] 'n 'I- 'I+ 'n I� (2 ) 11+ 

1.8 -0.576 395 2 -0.429 095 4 -0.686152 9 -0.544 792 0 -0.393 425 8 -0.362 234 8
2 .0 -0.675 083 2 -0.577 842 8 -0.729 322 6 -0.640774 6 -0.5397702 -0.503 1202 
2 .2 -0.730 199 8 -0.670376 3 -0.743 943 l -0.693 375 3 -0.6308019 -0.590340 3
2 .4 -0.760 3907 -0.725 !35 7 -0.748 254 9 -0.72! 382 0 -0.684 759 I -0.640006 7 
2 .6 -0.776 58! 3 -0.756 35! 2 -0.749 721 I -0.736 067 4 -0.715 545 I -0.666 449 6 
2 .8 -0.785 023 2 -0.773 629 5 -0.750561 9 -0.743 6702 -0.732 577 3 -0.679 646 5 
3 .0 -0.789 273 9 -0.782 966 5 -0.751 067 2 -0.747 5308 -0.741759 4 -0.685 990 8
3 .2 -0.791321 5 -0.787 901 7 -0.751267 7 -0.749 4300 -0.746 592 9 -0.688 991 6 
3 .4 -0.792 243 0 -0.790445 7 -0.751 260 l -0.750 312 2 -0.749 068 9 -0.690382 l
3 .6 -0.792 604 9  -0.791 709 0 -0.751145 9 -0.750675 3 -0.750287 l -0.690990 3
3 .8 -0.792 699 7 -0.792 297 4 -0.750 994 3 -0.750 781 2 -0.750 846 2 -0.691217 9 
4 .0 -0.792 676 8 -0.792 539 1 -0.750 843 5 -0.750768 l -0.751069 3 -0.691265 l 
4 .2 -0.792 610 l -0.7926103 -0.7507110 -0.750707 7 -0.751 129 l -0.691233 4 
4 .5 -0.792 499 2 -0.792 587 5 -0.750 556 3 -0.7506004 -0.751097 2 -0.691141 3 
4 .8 -0.792 408 2 -0.792 522 8 -0.750449 6 -0.750 509 3 -0.751 028 5 -0.691051 7
5 .5 -0.792 287 l -0.792 403 4 -0.750320 6 -0.750385 0 -0.750 907 0 -0.690921 3
6 .5 -0.792 228 0 -0.792 336 7 -0.750 260 6 -0.750323 0 -0.750 840 3 -0.690854 2 

rected results, both in absolute values and well parameters; 
thus the two methods for approximately attaining size con­
sistency proved to yield equivalent results. The test calcula­
tions on the S2 ground state showed that the selected active 
space when combined with the vqz or avqz basis sets yields 
slight decrease of the well depth when Davidson Cotl'ection 
was applied to the MRCI calculation. By adapting a smaller, 
say 1 2e/8o space, the situation was reversed. These obse1va­
tions are in accord wiih previous findings that large CASSCF
space in the MRCI treatment of dissociation approaches size
consistency already, and inclusion of Davidson correction 
results in mtificial lowe1ing of the separated atom limit due
to double counting of some correlation effects.28 The calcu­
hllt:d <.:Oll't:diun for tht: X statt: is -0.82 t:V al R = 1.9 A and 
-0.86 eV near the dissociation region. The resulting reduc­
tion of D

e 
is of the same magnitude as reported for N2 in 

R ef. 28. This is, however, not the case generally. For ex­
ample, Davidson correction increased significantly binding 
of the B" state. 

D. Thermally induced recombination

Placing the two sulfur atoms as nearest neighbors in the 
lattice (S-S separation ea. 3.76 A) Jed to immediate recom­
bination dming temperature scaling even at l K simulation 
temperature. In order to test if instability of the system dur­
ing temperature scaling was responsible for recombination at 
such a low temperature, the attractive ground state S-S po­
tential was replaced with the As-Al· potential for the pedod 
of temperature scaling. After temperature scaling was
switched off, the correct potential was returned. Even with
this precaution, recombination occmTed directly after the po­
tential switch. This result clearly implies that the nearest 
neighbor configuration is not stable and thus not responsible 
for the observed low temperature S+S thermoluminescence
in sulfur doped matrices.

The lattice configuration where sulfur atoms are sepa­
rated by one lattice constant ( see Fig. l) was thermally stable 
and no recombination was observed in the simulations up to

80 K. A simple pairwise calculation using a static lattice 
stmcture yields an approximate barrier height of 1360 cm- 1 

(ea. 0.17 eV) for the S+S recombination. Thus in a perfect
lattice thennolum.inescence due to pairs trapped in this con­
figuration seems unlike at temperattll'es below 20 K. The 
potential banier can be lowered by issuing lattice vacancies
in the plane perpendicular to the diatomic reaction coordi­
nate. The four relevant Ar atoms are labeled A1'1 to A1'4 in
Fig. 1. The percentage ofreactive traject01ies leading to S+S
recombination, when 2, 3, or 4 vacancies were introduced, is 
shown in Fig. 5. The first onset of recombination is at ea. 5 K 
and the second at ea. 15 K corresponding to four and three 
vacancies, respectively. The total number of trajectories con­
sidered for each temperature was 16. Although single va­
cancy did not promote recombination within the simulation 
time even at 80 K, it still may contdbute in the expedmental 
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PIG. 5 .  111ermally induced recombination of S atoms in Ar lmtic� with 
lattice vacancies in the four atom plane pe1pendicular to the reaction coor­

dinate (see Fig. I). Percentage of reactive trajectories showiug clear thermal
onsets are displayed. Statistical accumulation was obtained from 16 simula� 

lions. The opposite (Ar1 and Ar2 removed) and neighbor (Ar1 and Ar3 

removed) two vacancy cases are marked with squares (■) and circles (e),
respectively. The diamonds ( ♦) and triangles ("-) indicate three and four
vacancies, respectively. 
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time scale. On the contra1y, the high reactivity of the three
and four vacancy cases might make these configurations too
short lived to be observed in the glow curve measurements.

The simulations involving excited electronic states were
perfom1ed for perfect and vacancy doped lattices in a similar
way as explained. It should be noted that the true situation is,
however, more complex. The excited nonspherical S( 1 D) 

atom is subject to anisotropic interactions with its neighbors
in the lattice. Effectively, the interaction is dependent on the
orbital orientation and involves the 11 +, 1 II, and 1.1. poten­
tials. Although the effects of nonsphetical interactions are
outside our present scope, we pe1formed some test calcula­
tions based on a less tigorous approach. Since it is quite
expected that at moderate photon densities only one of the S
atoms in the trapped pair is excited, only this situation is
explored. The appropriate pair potentials are thus: Ar-Ar
ground state, Ar-S(3P), Ar-S{ 1D), and S(3P)-S( 1D),
that is, the 3II, 1 11 +, and B 

31,� states, respectively. The
thermal motion of the excited S atom is dictated by the sin­
glet states, 1 11 + being the one which, based on the com­
puted trajectoties, allows largest amplitude motion in the
cage. At the first glance, this could be expected to enhance
the probability for recombination. However, the effect
proved to be the opposite as the more bound 1 1 L + state
prevents recombination by stronger trapping as seen in the
radial disttibution functions. By introducing four or three
vacancies onsets of reactive trajectoties similar to Fig. 5 are
observed at 15 Kand 25 K. Before continuing, we note that
all simulations except the above discussed excitation case are
based on ground state S-S potential and the 3II state poten­
tial of Ar-S. 

E. Shock wave induced recombination

In order to unravel the microscopic mechanism behind
the experimental observation, i.e., that optical excitation in
the visible range induces S+S recombinant emission in ma­
trix samples doped with atomic sulfur,3 two distinct ap­
proaches were tested in the simulations. In the local excita­
tion model the nearest neighbor Ar atom in the S· • ·S· • ·A1: 

configuration (135° angle) was subject to kinetic excitation
toward the nearest S atom. The initial energy of this impul­
sive excitation was adjusted to 1.1 eV co!1'esponding to the
energy separation of the two lowest states of atomic sulfur,
which is the only absorber in the wavelength of the experi­
ment. Thus the recombination cross section is dependent on
the component of the kinetic energy along the line of reac­
tive S centers. Table V collects the recombination probabili­
ties extracted for this model. Although the statistics of this
analysis is rather limited, it is obvious that local excitation at
this energy does efficiently promote recombination even in a
perfect lattice. By introducing lattice vacancies near the re­
action center, the probability for recombination can be fur­
ther increased. In this respect, a vacancy situated along the
line of initial excitation (Ar2 in Fig. l) has the strongest
influence on the reaction. 

Kinetic excitation of more remote lattice atoms can also
promote reaction. In fact, shock wave induced ground state
S+S recombination with initial kinetic excitation energies of

Recombination of S2 7481
TABLE V. Trajectory statistics for the S+S recombination induced by locnl
1.1 e V kinetic energy excitation of the nearest neighbor Ar atom in perfect 

(64 trajectories) and vacancy doped (16 trajectories) lattices (see text and
Fig. 1 for details). The total simulation time is 20 ps with 5 ps thermaliza­
lion time. In most cases, reaction occurs within 0.3-0.4 ps after excitation.
Vacant site # of recombination Vacant site # of recombination 

4 3,2,4 16
l 1 1,2,3 16
2 16 3,1,4 4 

3 3 
1,2 16 1,2,3,4 16
2,3 16
3,4 7 

1,3 3

2 eV or more is very efficient provided that the direction of
the wave is favorable for one of the sulfur atoms to gain
kinetic energy in the S-S direction (see Fig. 1). Lower en­
ergies are not sufficient for this process; for example, 1.0 eV
can induce recombination only by local excitation of the
nearest neighbor Al: atom. This is due to the fact that only
part of the kinetic energy is transfened along the S-S direc­
tion. Consistent with the energy transfer law, excitation
along the (100) direction containing both S atoms diverged
effectively along the lattice diagonals and thus missed the
sulfur atoms. With correct direction and sufficient energy
(ea. 2 eV) a shock wave can travel through at least five argon
atoms and still induce the S-S pair to recombine. The wave
itself can travel long distances exceeding the dimensions of
the periodic cube. These artificial effects were taken into
account when analyzing the data. An example of shock wave
propagation in a pure argon lattice is shown in Fig. 6. After
the time period shown the shock wave reaches the periodic
bounda1y.
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FIG. 6. Time behavior of a shock wave generated by 2.0 eV kinetic energy
excitation of one argon lattice atom. The direction of the excitation is toward 
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sponds to the nearest neighbor distance (3. 76 A) in the argon lattice.



7482 J. Chem. Phys., Vol. 112, No. 17, 1 May 2000 

IV. DISCUSSION

Although the present calculation does not exceed the ac­
curacy obtained in Ref. 7 for the molecular parameters of S2 , 

for our purpose, however, the PECs are of sufficient quality 
and the TO and Te values for states of spectroscopic interest 
are in good agreement with the experiments. Moreover, the 
rest of the calculated potentials are in accotdance with the 
quantitative picture given in Ref. 5 over 20 years ago, and 
the available experimental data. The spectra predicted by vi­
bronic averaging of the transition moments can be compared 
to gas phase B 

3l ,� -X 
3I 8 and Ne matrix isolated

B" 
3IT,,-X 3I

8 
emissions. The values for 1\00 given in Ref. 

27 are 315.6 nm and 323.1 nm, respectively. The transition 
observed in the gas phase has a perfect coincidence with our 
calculation and the 233 cm -I difference relative to the mea­
surement in the Ne matrix may be considered as a typical 
matiix red shift. The computed vibronic envelope of the 
B" -X transition shows maximum intensity at 445 nm, 
whereas, depending on the temperature, the measured maxi­
mum intensity is in the range 410-420 nm.27 This compari­
son indicates some additional modification of the potentials 
by lattice effects. The obtained radiative lifetime 35.2 ns for 
the B( v' = 0) level agrees perfectly with the previous com­
putational work by Pradhan and Partiidge7 and the expeii­
mental values of 35 ns and 32 ns reported in Refs. 29 and 30, 
respectively. On the other hand, our result. 6.25 µs for I.he R" 
state shows clear deviation from the earlier calculation (25.5 
µs)7 but is in better accordance with the expe1iments. A re­
cent detailed analysis of the B" -X emission system yielded a 
radiative lifetime of 4.2 µs for the nonmixed .!1=2 compo­
nent of the B" state.3° For compaiison, the Ne mattix value 
for this transition is 1.4 µs.27 

On the grounds of the above discussion we conclude that 
ab initio pair potential data fulfil the requirements needed for 
subsequent simulation of recombination dynamics. The ob­
vious sho1tcomings of the simulation are related to relatively 
sh01t simulation time, relatively limited statistics, and the 
neglect of quantum effects. Continuous energy spectrum of S 
atom motion and neglect of zero-point energies are inevi­
table consequences of the classical treatment, and may affect 
the obtained reliability by some extent. Second, the effects of 
Ar-S anisotropy and multi-body interactions not desciibed 
by simple pair additivity are by no doubt issues which play a 
role in a real system. Nevertheless, we believe that the 
present treatment is of sufficient sophistication to shed new 
light into short-range recombination reactions in solids and, 
in practice, to raise the discussion in Ref. 3 to a more quan­
titative level. 

The clear outcome of the present classical simulations is 
that S atoms separated by one lattice constant do not recom­
bine the1mally in a perfect Ar lattice. Consequently, only by 
introducing lattice vacancies near the trapped S atoms, ther­
mal recombination behavior quite sim.ilai· to the expeiiments 
can be reproduced. Considering the actual situation in the 
experiments, i.e., in situ photolysis of relatively large H2S2 

molecule, it is not unexpected that multiple substitutional 
trapping sites might conttibute to the observed thermally in­
duced recombination. Further evidence for short-range re-

Kiljunen et at. 

combination mechanism is provided by recent experiments 
with different photolysis wavelengths.31 It was observed that 
photolysis of H2S2 at 193 nm leads not only to pai1wise 
trapping of S atoms, but also isolated S atoms. These atoms 
are thermally stable and do not contiibute to the thermolu­
minescence signal. It is imp01tant to note that laser radiation 
at this photon energy yields purely in-cage photodissociation 
with no cage-exit of sulfur atoms. In fact, the source for the 
isolated S atoms is the H2S impuiity in the sample. On the 
other hand, if photolysis is cai,ied out at 266 nm, no isolated 
S atoms are produced since H2S is transparent to this wave­
length. Instead, annealing of extensively inadiated solids 
shows stt·ong thermoluminescence and bleach of S atoms. 

The electronic states of S2 correlating to ground state S 
atoms all behave in very similar fashion at large interatomic 
distances. Therefore, the simulation data obtained for the 
ground state should also apply for the excited states of S2 

possessing the same free atom asymptote. Recombination via 
the radiative B" state is expected to proceed with a smaller 
branching probability due to weaker atom-atom force pro­
vided by this potential curve at long distances, but should 
show similar dynamics as the ground state does. One of the 
initial hypotheses in Ref. 3, namely that photoinduced re­
combination might be due to enhanced capture radius when 
one of the S atoms is excited, was not suppo1ted by the 
present simulations. Even though simulations involving ex­
cited state atoms are relatively inaccurate due to neglect of 
orbital anisotropy, the picture is clear in the sense that ex­
cited state potentials do not lead to enhanced probability for 
recombination. Thus we ai·e left with a mechanism, which 
describes photoinduced recombination in terms of phonon 
emission. As discussed, kinetic excitation near I e V co1Te­
sponding to 1

D-
3 
P relaxation is sufficient only by local ex­

citation of the nearest neighbor Ar atom toward a favorable 
direction. More distant kinetic excitation initiates aititicial 
shock waves in the lattice and promote S+S recombination 
at excitation energies of 2 eV or more. Increase of the exci­
tation energy favors reactive trajectoiies for both cases in a 
way very similar to increasing the number of vacancies near 
the reaction center. Taken into account the obvious sh01tcuts 
made in the theoretical treatment as compared to the real 
complex chemical system, we feel rather confident that 
shock waves following phonon sideband absorption are, in­
deed, very probable source for. the expeiimental observations 
of Ref. 3. Finally, thermal release of atoms trapped at short 
distances in pairs is a very plausible mechanism also for 
other systems, e.g., the strong thermoluminescence in pho­
tolysed NO doped Ar and Kr mattices.32 
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Magnetic properties of atomic boron In rare gas matrices: An electron 
paramagnetic resonance study with ab initio and diatomics-in-molecules 
molecular dynamics analysis 
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The anisotropic boron atom elecu·on paramagnetic resonance specu·a measured in rare gas matrices 
(Ar, Kr, Xe) are interpreted with the aid of highly correlated ab initio calculations including 
spin-orbit coupling and diatomics-in-molecules (DIM) molecular dynamics simulations. The 
heavy-element and crystal field effects are inspected as they contribute to the electron g-shift. The 
DIM-simulated p-orbital splittings and lattice perturbed hyperfine coupling values provide a good 
starting point for spectral fitting and show the cmTectness of the guidelines given by purely synthetic 
generation of the spectra. The present combination of experiment and theory resulted in improved 
accuracy of the parameters measured in AJ: matrix, new values are extracted for Kr matrix, and 
tentative assignment is also provided for the Xe matrix case. © 2001 American Institute of 

Physics. [DOI: 10.1063/1.1360796] 

I. INTRODUCTION 

The study of open shell atoms with orbital angular mo­
mentum necessitates consideration of the angular anisotropy 
of electron density. For such atoms isolated in rare gas (Rg) 
matrices, the orbital anisotropy provides a very sensitive 
probe for explo1ing the influence of a chemically ine1t sol­
vent on the valence electron density of a solute. For the 
simplest system of this kind, a P state impurity surrounded 
by spherically symmetric host atoms, construction of the po­
tential energy surfaces (PES) can be based on diatomic input 
in a rather straightforward manner. An especially advanta­
geous approach to desc1ibe interactions of this type is the 
diatomics-in-molecules (DIM) model, 1 because the threefold
degeneracy of the P state is removed under the influence of 
the smrnunding resulting generally in three PES. Although 
PES obtained from DIM are strictly based on diatomic pair 
interactions, the DIM surfaces do not involve simple as­
sumption of pailwise additivity, and are thus pruticularly 
suitable for condensed phase chemical dynamics in which 
multibody interactions play a crucial role. 

Molecular dynamics (MD) simulations can be devised to 
quantitatively describe a rich variety of nonadiabatic pro­
cesses operative in condensed phases.2 The first DIM-MD 
study utilizing multiple electronic surfaces, allowing for 
nonadiabatic dynamics, was published by Gersonde and 
Gabriel and dealt with photodissociation of HCI and Cl2 in 
Xe lattice.3 Excited electronic states of guest atoms embed­
ded in Rg clusters or in solid matrices have provided a very 
useful framework for exploring nonadiabatic dynamics in 
condensed phases. Methods, experiment, and theory, for pur­
suing this very challenging issue have evolved rapidly during 
the past years. Most of the theoretical studies on these sys-

a) Author to whom conespondence should be addressed. Electronic mail: 
l<lljunen@epr.chem.jyu.fi 
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terns have focused on simulating electronic absorption 
spectra4•5 and only for a limited number of cases the nona­
diabatic many-body dynamics is extracted in detail. Orbital 
reorientation dynainics of F (2 P) in solid Rg,6•

7 excited state 
dynamics of Ba in argon clusters, 8•

9 and electronic energy 
relaxation of Cl (2 P) in solid argon IO serve as representative 
examples of such studies. For more details on the subject, we 
refer to a recent comprehensive review by Apkarian and 
Schwentner. 11 

Electron paramagnetic resonance (EPR) has proven to be 
a powerful experimental technique for elucidating details of 
the electronic structure of molecules and ions in crystals and 
solutions. Because EPR transitions (i) depend solely on the 
prope1ties of the electronic ground state, (ii) exhibit very 
nrurnw linewidths in dilute samples, and (iii) are very sensi­
tive to small changes in the environment of the paramagnetic 
species under investigation, this method seems conceptually 
ideally suited for explo1ing the nature of trapping of matrix 
isolated atoms. Unfortunately, most of the available EPR 
data on atoms or ions in Rg mahices have concerned cases 
with isoh·opic g values and hyperfine interaction, and only 
very few atoms with orbitally degenerate ground states have 
been obse1ved by EPR.12 Although the failure to observe
these transitions has been ascribed to anisotropic interactions 
with the lattice atoms, and subsequent broadening of the 
resonances, no rigorous theoretical treatment has been pre­
sented. Nevertheless, the apparent anisotropic origin of this 
effect would suggest that, perhaps, methodology somewhat 
analogous to what has been applied to optical spectroscopy 
could be adapted in the theoretical treatment of magnetic 
spectroscopy of 2 P atoms. After all, the magnetic pai·am­
eters are in general tensors, which makes the DIM model 
particularly attractive to be applied here in a generalized 
form involving hyperfine coupling. In addition, we note that 
since the equilibrium geometries are of interest here, a low 
level DIM approach with valence diatomic contributions 

© 2001 American Institute of Physics 
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should be sufficient. For the Group IIIB atoms pioneering 
EPR work exists, 13-15 and in order to elucidate the validity of
this assumption, we have selected atomic boron isolated in 
Rg host as a test case for which the experimental EPR spec­
troscopy is partly reinvestigated and analyzed by a method 
combining highly currdateJ ub iniliu cakulalions anJ MD 
simulations in the DIM framework. In A1:, the earlier data is 
reproduced with better resolution, whereas in previously not 
studied Kr and Xe solids new experimental data is obtained. 

For serious modeling of electron paramagnetic proper­
ties of B (2 P) embedded in a Rg lattice, a number of accu­
rately computed quantum mechanical parameters are needed. 
First, the dependence of the B atom spin-orbit (SO) interac­
tion magnitude ( of the Rg-B interatomic distance is evalu­
ated for Ar, Kr, and Xe (Sec. II). This parameter is fmther 
used to predict the shift in g tensor caused by pcrtmbation of 
the host lattice. Second, the hyperfine tensor A as fragmented 
into its isotropic Fermi contact (FC) A iso and anisotropic 
spin-dipolar (SO) A.1 ,II parts is also evaluated as a function of 
atomic separation (Sec. II). Finally, the effect of tetragonal 
c1ystal field (CF) perturbation in terms of the Ll parameter is 
attained in a DIM scheme with adiabatic states as inputs 
(Sec. III). While the existence of resonance patterns are ex­
clusively due to hyperfine tensor values, the synunetry and 
position of the spectra are dictated by the interplay between 
the ( and Ll parameters. The theoretical values obtained from 
ab initio and DIM computations ru·e fmther utilized in simu­
lation of the EPR spectra (Sec. IV) and compared with the 
experimentally derived parameters (Sec. V). Concluding re­
marks are given in Sec. VI. 

II. AB IN/TIO CALCULATIONS

A. Computational methods

We use the internally contracted multireference con­
figuration interaction (MRCI) method16•17 for calculating
the electronic states arising from degeneracy breaking of 
the boron atomic orbitals as a Rg atom approaches it. The 
MRCI calculation uses the orbitals obtained in a complete 
active space self-consistent-field (CASSCF) procedure18•19 

similarly as described in the subsequent paper.20 In paiticu­
lar, 11 valence electrons were distributed in eight active 
orbitals producing a l le/80 space. Also the boron ls 
orbital was CASSCF optimized but not correlated. In addi­
tion, the multireference version of the Davidson c01Tec­
tion was pe1fonned in order to obtain approximate size ex­
tensivity of the method (labeled MRCI +Q).21 The ground 
state B(2 P)-Rg interatomic field generates three adiabatic 
states usually expressed in a {ASI} Cartesian scheme, 
whereas the coupled description {il} is generally more ap­
propriate for the spin-orbit coupled states. For a light 
nucleus as B, the fine-strucn1re effects are minor thus the 
in-between notation M An is well justified. Hence, the set 
of states labeled {X 211x,y (or 211±1),A 2I(2TI0)} transfo1ms
to {211112.211312, 2I1n}. The transfo1mation is done at each
internuclear sepai·ation by diagonalizing the [ H el + H so] 
Hamiltonian matrix, which contains the MRCI +Q calculated 
energies (He1) in the diagonal and the spin-orbit mattix el­
ements off diagonal. In the calculation of the matrix ele-
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ments, the full Breit-Pauli SO operator and the mean-field 
one-electron Fock operator were applied to internal and ex­
ternal configurations, respectively.22 

The above described calculations were pe1formed with 
the MOLPRO code,23 using a correlation-consistent type basis 
sd (aug-cc-pVQZ) of Dunning anJ co-workers2 4 uncun­
tracted for B, and a relativistic effective core potential 
(RECP) basis set of the Stuttgait group25 for Rg. The RECPs 
retain the outer ns 2np6 shells in the valence space which 
was further augmented with a {spdj} set26 of more diffuse
functions. In addition, we utilized the knowledge of the basis 
set effects on the SO matrix elements. In a recent conver­
gence study by Nicklass et al. 27 the impmtance of tight func­
tions in describing the core-core and core-valence correla­
tion contributions to the Breit-Pauli operator was shown. 
Therefore, the final calculations were performed with the 
aug-cc-pCVQZ boron basis set28 (up to f functions) which 
was, due to program limitations, transformed from general to 
segmented contraction by the procedure described by 
Davidson.29 

The above methodology allows one to study the second 
order contribution to the g tensor. In the well established 
scheme, the sum over states (SOS) bilinear pe1turbation for­
mula is30•31 

a,b=x,y,z (1) 

and shows direct proportionality of gab to the spin-orbit 
(SO) and orbital-Zeeman (L) transition matrix elemellis of 
the unperturbed (MRCI) wave functions. The prefactor g e 
accounts for the missing - ge

/2 term in the applied SO op­
erator and the complex conjugate (X2). This is what is usu­
ally essential for explaining the (negative) g shift (Llg.1 
=g1. - ge , Llgu=O) of an orbitally quenched p-electron 
(P112) atom behaving similarly as a randomly oriented 2I
molecule in an axial c1ystal field. Since the rigorous and 
gauge invariant complete-to-second-order treatment consid­
eting also the first-order expectation values (the relativistic 
mass correction to the spin-Zeeman term and the spin­
Zeeman gauge conection tern1s)32 is beyond our scope here, 
we approach the subject by relying on the assumption usu­
ally confirmed,33 •34 that the second-order contdbution is by
far the most imp01tant in attaining the g shifts and only a few 
lowest states are significant in the SOS expansion. The va­
lidity of this assumption has been shown for several radicals 
possessing large g-shift components, dominated by large 
noncanceling second-order contributions. 33•34 For smaller g
shifts, on the other hand, the second-order effects are gener­
ally less pronounced. 

In a lattice surrounding of axial symmetry the orbital 
degeneracy is lifted so that the 2 I ( O" ,) state becomes the
most stable and is therefore the ground state IO) in Eq. (1), 
and mixing occurs with the upper 1r,,y levels In) in this 
p-orbital scheme. This simple crystal field model is not, how­
ever, valid for all cases. It does not, for example, account for
the positive 81. shift of Al in Xe.14 Here, although the in­
creasing polarizability of the lattice medium (going from Ar
to Xe) is expected to produce more extensive p-orbital split­
ting and therefore a smaller g shift, the matrix elements re-
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main practically intact and no change. in the. sign of !:,.g may 
be anticipated. This can be verified in atomic calculations by 
issuing relevant lattice point charges to generate crystal 
fields of various strength. Next step in the line of approxi­
mation would be replacement of the point charges with ac­
tual rare gas atoms in order to study how host atom spin­
orbit coupling and higher electronic states come into the 
play. However, while we could make a reasonable assump­
tion of the cluster geometry or use the lattice strnctures ob­
tained from the DIM simulations desctibed later, this be­
comes computationally too expensive with the present MRCI 
wave functions. Therefore, only the Rg-B pairs are investi­
gated, up to the states atising from the B 2s 1 2p2(2D) atomic 
asymptote. Note that since the spin-orbit evaluation de­
scribed above attains only the contribution of active elec­
trons we have so far disregarded the Rg core contribution. 
This is described by the spin-orbit terms in the RECPs and 
is evaluated separately. It is reasonable to expect this contri­
bution to be the main effect and origin for the observed 
g-shift behavior with respect to different hosts. Finally, the 
excited states of charge-transfer character for which the most 
prominent Rg SO effect is expected (i.e., Rg 11p-+B p ex­
cited ionic states) are shottly examined (CASSCF only). 

In order to attain proper description of the hyperfine 
strncture, yet another methodology is utilized as follows. The 
isotropic part of the electron-nuclear hyperfine coupling re­
quires special attention for the basis sets used. This is the 
s-wave contribution of the spin density at the magnetic
nucleus, composed of spin polarization of the closed shell
a-/3 populations, and caused by the unpaired p-electron.
This is handled by the electron correlation via configuration
interaction. Experience has shown35 that an increasingly bal­
anced description of the important core and valence correla­
tion effects is achieved with (aug-) cc-CVXZ (X=D,T,Q,5)
basis sets. Therefore, the chosen basis set was that of triple­
zeta-type (aug-cc-CVTZ), and also the more extended wave
function dependent dipolar part of the interaction was ob­
tained with the same method. The rare gas basis sets were the
same (RECPs) as above. Second, the triple excitation level
has shown to bear the important configuration contributions
to the isotropic hyperfine coupling constants. 36 Therefore,
the spin-unrestricted self-consistent-field (UHF) wave func­
tion effectively providing spin-polatization single excitations
was used as the reference for quadratic CI singles +doubles
(QCISD)37 evaluation, which together produce triply excited
configurations in a spin-restricted (RHF) sense. It is impor­
tant to note that a calculation of this type necessitates the
correlation of all B atom electrons, thus no frozen core or­
bitals were assigned. Two sets of hyperfine data were pro­
duced: one for the X 

2TT state Rg-B interaction and the other
for A 2i state. This part of the study was perfom1ed in the
framework of the GAUSSIAN code. 38 

B. Fine structure

For the calculation of spin-orbit states, a usual approxi­
mation is to take the atomic coupling t as a semiempirical 
constant (l II B = 10.17 cm - l) 39 for producing the so split­
ting for the entire potential energy curve (PEC). Here, we 
have calculated the spin-orbit matrix elements along the 
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-.urves to provide guidelines on how this value is affected by 
the Rg lattice. The SO matrix elements were calculated at 
Rg-B distances between 2 and 20 A and the deviation from 
the asymptotic value becomes notable in the 2-5 A region. 
However, the splitting between the states gets smaller at in­
ternuclear distances where the 2i state struts to deviate from 
the 2 TT states, leading to smaller interaction of the states as
the [H.1+Hs0] matrix becomes dominated by the 2i en­
ergy. In patticular, the asymptotic splitting equal to say 
3('11 xlSO,1'11 y) decreases to a value of approximately 2/3 of
this. Therefore, the usual semiempitical method proved to be 
a reasonable approximation at distances relevant to the stable 
lattice strnctures where the closest Rg atoms are expected to 
be near 4 A. Consequently, the vruiation of the effective 
molecular parameter t to be utilized later when estimating 
the g shifts is relatively insignificant in this valence electron 
approximation. It is only well below 3.0 A where the col­
lapse of the B atom t prevents the use of this value as a 
constant. This is, in fact, the region where the heavy-element 
effect likely becomes most important. In this respect the 
splittings in the above generated potential curves become 
spurious due to the neglected contributions. 

The other goal of this study is to unravel the effects of 
CI and one-electron spaces. Similar trend as observed by 
Nicklass et al. 27 was seen in that valence correlation dimin­
ishes the SO matrix elements, while core conelation has an 
opposite effect. The rapid basis set convergence is evidenced 
also for the B atom, and at the quadmple-zeta level the seg­
mented contraction does not alter the SO values significantly 
( < 1 % ) from the uncontracted ones. Inclusion of tight core­
valence functions has a diminishing effect on Rg-B pair 
interaction energies, however. Therefore, in order to produce 
more accurate spin-orbit PECs, it seems reasonable to use 
the valence basis set energies and core-valence SO matrix 
elements in the diagonalization. The curves in Fig. 1 are 
obtained with valence basis set only. The improvement 
gained by CVQZ functions is vanishingly small for a light 
atom as B. 

The additional contI·ibution due to Rg core was obtained 
by SO integration with the RECP parameters. This contiibu­
tion is asymptotically zero and increases with increasing or­
bital overlap at sho1ter Rg-B distances. Figure 2 manifests 
this behavior. In the case of Ar the contribution is yet small, 
but already for Kr the RECP SO is comparable with the 
boron contribution, and as expected, for Xe the core contti­
bution is dominant. The resulting spin-orbit splitting thus 
consists of an antibonding mixture of the valence Rg and B p
orbitals and its relative magnitude reflects the heavy-element 
effect increasing towards Xe. The CASSCF results for the 
ionic Rg-B states showed that these states may have a con­
siderable effect to EPR spectra in heavy-atom smrnunding 
provided that the energy separation is not too high and the 
transition matrix elements (L) differ from zero. For example, 
in the case of XeB the value of ('I' ,ISOxi'l';011) increases 
rapidly from 35 cm-1 to 45 cm-1 between 4.0-3.8 A.

C. Electron g matrix

The ground A 2i state in C2" symmetry belongs to the
A 1 representation and is magnetically coupled to the 2TT 
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FIG. I. The potential energy curves for Rg-B including spin-orbit cou­
pling. The boron SO coupling remains practically constant within the range 
shown. 

states (B I and B z). It was sufficient to calculate the matrix 
elements connecting A 1 and B2 (SOx ·Lx) because D.gxx 

= D.g YY . The relevant configurations for In) were thus
B 1s22s22p

y
(X 2I1) and B Is22s2p,2p

y
(D 2I1) for boron 

atom single excitations and Rg(p,)B(2p,2p
y
) for the ionic 

configuration. We note that the calculated natural orbitals 
revealed no mixing of the Rg np5(n + l) Rydberg character 
into the ionic states (or valence states, as well), at least for 
R > 2.6 A with the present augmentation. In Table I we sum-
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state and B 2 states are the lowest A = I states correlating to boron 2 P and 
2D atomic asymptotes. Note that the energy ordering includes the crystal 
field splitting in the Rg host lattices . 

marize the results of the computations for the three excited 
states considered and separate the valence and RECP contri­
butions. The values are those extracted from the PEC calcu­
lations at the presumed nearest neighbor distances of 3.6 A 
(Ar), 3.9 A (Kr), and 3.8 A (Xe) c01Tesponding to the first 
peak in DIM radial distribution functions (see Sec. III). The 
predicted values, in ppm, are however not very useful due to 
the somewhat gauge dependent orbital-Zeeman values. This 
is not an issue for the lowest state, as indicated by the single 
(L) value, but the upper states suffer from this flaw. The
range in the fifth column coll'esponds to gauge origins vary­
ing from B to Rg, whereas the center-of-mass (c.m.) origin is
used for the single values. The gauge variance was of the
order of O.l-0.3 a.u./A as estimated by shifting the origin

TABLE I. The spin-orbit [SO(valence)+SO(core)], angular momentum 
(L), and vertical/DIM excitation energy !!.E contributions in second order to 
electron g tensor for the A 21 Rg-B ground state' (A 1). 

SO
X 

so:cp Lx !!.E !!.g, 
Rg [11) (cm-1) (cm-1) (a.u.)" (cm-1)' (ppm)' 

y 4.91 -0.64 0.993 540 -31 410 
Ar yz -0.019 -0.52 0.01-1.04 49 750 40 

ion 0.211 5.00 0.25--0.16 95 860 20 

y -4.91 2.63 -0.991 340 -26 580 
Kr yz -0.011 -2.38 0.967 48 600 190 

iuu -0.101 -14.6 -0.23-0.53 85 630 310 

y -4.91 10.2 -0.980 680 30500 
Xe yz 0.020 11.0 -0.988 48 250 900 

ion -0.128 -45.4 -0.35--0.97 69 820 -2400 

'The Rg-B distances are the estimated equilibrium values taken from DIM 

RDFs: 3.6 A, 3.9 A, and 3.8 A for Ar, Kr, and Xe, respectively. 
I>rhe orbital Zeeman unit in Hartrees/Zeeman. Use conversion factor of 
2.00(1/µ8) to get /1.g in ppm. The single value is obtained with center of 
mass gauge. 

cThe X 2TI-A 22 energy separation c01responds to the averaged DIM value, 
where the ordering with respect to the diatomic fragments is reversed. 

din detennining the sign note that the matrix elements are imaginary. 
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from c.m. by 1.0 A toward B. If anything, this modest analy­
sis reveals that the usual p-frame approximation is valid after
all, provided the heavy-element effect is taken into account.
Moreover, the predicted g shifts are rather sensitive to the
RECP SO value. For KrB, the change in sign occurs already
at 3.5 A, where Kr contribution exceeds that of the B atom.
Also note that the tme situation involves interactions in
B(Rg),, environment which means that the RECP contribu­
tion is to be multiplied by the number of nearest neighbors n.

D. Hypelfine properties

While the choice of the basis set and the correlation
treatment is cmcial for the FC contribution, the anisotropic
dipolar part is only little influenced by the method. The cho­
sen method converges towards the experimental A iso value of
11.6 MHz for the B atom,40 and already with the triple-zeta
basis set quite accepted value of 8.0 MHz was obtained at the
asymptote. This observation supp01ts the use of this theory
in computing the distance dependent A;,o(R) curves reliably
for Rg-B. The obtained A;,o(R) curves are shown in Fig. 3
and they somewhat resemble the behavior of the Rg-B PECs
in Fig. 1. As the FC tenn is a measure of s-wave character of
the wave function, more precisely, its spin density at the
magnetic nucleus, it is relatively straightforward to interpret
these results. The spin density is pe1turbed, mainly due to
polarization caused by spin-specific p-electron exchange in­
teraction with a and /3 s electrons, so that in the parallel
direction relative to the perturbation the spin density in­
creases rapidly. On the other hand, perpendicular perturba­
tion reduces the spin density. Actually, considering the shape
of the 2TT-state curves, it is noticed that the position R

111 
at 

which the maximal negative shift in coupling occurs, is co­
incident with the electronic equilibrium distance Re of RgB + 
ground states.41 In a similar way as the dynamic electron
correlation is responsible for the potential well before the
repulsive forces start to dominate at sho1t distances, the cor­
relation and spin-polarization effects on the magnetic inter­
action switch their dominances as the orbital overlap en­
hances. This can be put in another way. Fernandez and
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co-workers42 have discussed the opposite signed effects for
B2 molecule in te1ms of core and valence contJibutions to the
FC and SD values that are expressed as response and average
matrix elements, respectively.

More detailed insights into the competitive effects may
be obtained by comparing the above results to the present
UHF calculation where only the positively signed polruiza­
tion arises. The asymptotic UHF value for A;,

0 
is too high by

about 15 MHz but the A;,o(R) curves follow a similar trend
as obtained in the QCISD calculations. The representative
ArB values [R..,, A,11ifl(R..,), A;,o(R = oo)] are (2.6 A, -8.3
MHz, 8.0 MHz) and (3.1 A, -7.0 MHz, 26.5 MHz) for
QCISD and UHF, respectively. Therefore, it seems evident
that the modified core polarization largely accounts for the
shape of the A;,o(R), whereas further electron correlation
mainly has an effect in balancing the description and b1ing­
ing the coupling to the tight level of magnitude, although a
pronounced shift to shorter distances in R

111 
is observed.

The anisotropic coupling terms, namely the principal
axis components -2Axx

= -2A
yy

=A,,, show less marked
dependence on the interatomic separation. The absolute val­
ues of both parallel (zz) and perpendicular (xx, yy) compo­
nents begin to change identically as seen in Fig. 4. The cal­
culations yield declining values from the asymptotic
numbers of (-56.l, l l2.2 MHz) to (-53.0, 106.0 MHz) for
2TT state of ArB, notably between 4 to 2 A. This only 5%
deviation should be put in context with the drastic rise and
fall of the isotropic tenns. This directional dependence is
closely related to the phenomena described for the isotropic
case and reflected in Figs. 3 and 4. 

Ill. DIM CALCULATIONS 

A. Methods of the simulation 

The molecular dynamics simulations presented here are
based on evaluation of forces which otiginate from isotropic
Rg-Rg and anisotropic Rg-B interactions. For this we have
employed a low level DIM formalism in which the following
ma!Jix can be derived for p-orbital basis in laboratory
{x,y,z} frame:43 
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X;Y;l:i.; E;(2TI)+yf!:i.;Y;Z;/:i.; 
x,z,!:i., ) y,z,6., ' E,(2TI)+z�!:i., (2) 

where 6.;= E;ei)-E;(2TI) andx;, Y;, 7.; denote the direc­tion cosines between the 2 P atom and IS atoms. The sums count all the lattice atoms i and the calculated diatomic frag­ment states are used as input. E (i ,j) is the pair potential between Is atoms, whereas E;(2I) and E;(2TI) are the po­tentials asymptotically correlating with the ground state 2 P and Is atoms. The obtained 3X3 matrix is real and symmet­ric and is diagonalized numerically by the LAPACK
44 routine 

DSYEV. However, the numerical nature of this proct;Jun: complicates the calculation of forces as described in the fol­lowing. Moreover, it should be noted that this approach holds rigorously only in absence of an external field when B has Kramers degeneracy, but in an external field the elec­tronic states are fmther split. In principle, this would imply the DIM matrix to be six dimensional. However, in low ex­ternal fields corresponding to an EPR experiment in the 9.5 GHz region, the magnitude of this effect is several orders of magnitude smaller than, e.g., spin-orbit splitting, and is con­sequently omitted. The calculated adiabatic potentials were parametrized according to the function 
V( ) -br 

C d fr =ae + ::u:- -::o-7'•I' ,. ,. (3) 

where r is the internuclear distance and a,b,c,d.f are least­squares-fitted parameters specific to the interacting pair. For the Rg-Rg pair potential the atomic forces can be easily obtained by differentiating Eq. (3) and applying the chain rnle for converting to the Cmtesian coordinates. For the an­isotropic pait involving matrix diagonalization process, ana­lytic differentiation aE TaH
-=C-C aq aq (4) 

of the DIM Hamiltonian mallix elements with respect to co­ordinates q is exact in a mathematical sense, but it assumes that the DIM basis functions change only slowly compm·ed to Hamiltonian change with nuclear motion. Here, E is the lowest energy eigenvalue and C the conesponding eigenvec­tor. On the other hand, a semianalytic approach where the derivative of 1 S- IS palt is expressed analytically and theIS -2 P part by the central difference approximation is, in p1inciple, exact with respect to the DIM procedure. How­ever, the semianalytic method which, for sho1t, loops over lattice atoms within a cutoff radius of 8.0 A around the im­purity and calculates the IS-2P force pairwisely by moving the Is atom, requires 6X(number of atoms within cutoff) mallix diagonalizations. The results of both the above­described gradient methods turned out equally accurate, thus the substantially faster analytic method was used throughout this study. 

The potential inputs used in the simulations were those of the subsequent coupled-cluster study where the fitting pa­rameters m·e also given.20 We have utilized computed poten­tials also for the Rg-Rg interaction. The advantage of this choice is that it allows to use a single scaling factor ( l .2) for the energies and, moreover, it yields more balanced (unbi­ased) lattice structures. The scaling factor m·ises from ea. 20% e1rnr in the calculated dissociation energies.20 The MD simulations were canieJ out in a nlicrocanoni­cal (NYE) ensemble stmting with a face-centered-cubic (FCC) crystal structure and the 2 P atom issued as a substi­tutional impmity. A total of 256 atoms, or less when one or two nearest-neighbor vacancies were introduced in the lat­tice, were included in the simulations and periodic boundary conditions were imposed. The numerical integration of the classical equations of motion was implemented according to the "velocity Yerlet" algorithm45 with a time step of 0.3 fs. The simulation consisted of two stages. First, the system was subject to simulated annealing 30 K ( l.5 ps)->20 K ( l .5 ps)->10 K (3 ps) during which thermalization was obtained using velocity scaling. Second, the main simulation at 10 K was canied out for 30 ps during which the system strictly obeyed the NYE conditions, and all the ensemble averages were collected. Radial disl!ibution functions (RDF) arolll1d the impmity were computed and the three energy eigenval­ues and eigenvectors as a result of the DIM Hamiltonian diagonalization were stored at each time step. The orbital autocoITelation function defined as 
C;= (c;(t) • c;(0)), (5) 

where c;(t) denotes the ith eigenvector, was used for study­ing the rotation of the p-orbital frame. The beginning of the second simulation stage was chosen for the I= 0 moment. Since the vacancies were issued within the same cubic ml.it shell as the impurity, the occupied p orbital tends to get locked towards the cavity. The above conelation function is a convenient way to illustrate this matter. An obviously severe shortconling of the above classical treatment is the neglect of the zero-point motion in the simu­lation. Since all pair interactions in the given systems are only weakly bound the zero-point energies are expected to be small. On the other hand, the shallow potentials may lead to zero-point amplitudes which are comparable to the the1mal classical motions. Consequently, the classical treatment might undersample the configuration space by some extent. A practical implication of such deficiency would be the nar­rower Franck-Condon region for optical transitions as dis­cussed in the following paper.20 Inspection of classical tra­jecto1ies showed extensive motion of boron over tl1e entire cage volume, thus the neglect of zero-point amplitudes does not seem like a serious matter. 
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Assuming pairwise additivity, the anisotropic hyperfine 
coupling can be calculated along with the DIM simulation. 
The three components of the A mahix, diagonal in p-orbital 
frame, are collected during a simulation step by using the 
DIM eigenvectors to define the directional conhibutions as 
follows: 

II 3 

Aj= L L (d;·ck)2akj(r;), j= 1,2,3,
i-1 k-1 

(6) 

where d; is the direction cosine of the line joining B and Rg 
atom i relative to the laboratory frame, ck is the kth DIM 
eigenvector, and ak,j contains the distance dependent FC and
SD hyperfine (shifts from free atom) data. The appropriate 
value is extracted by linear interpolation. For example, the 
contribution to the direction of first eigenvector, say 2l, is
summed into al1'ay A for one interacting pair as follows: 

A 1 = (d • c 1 )2a(l,, ;r) + (d • c2)
2a(II

yy 
;r)

(7) 

showing the state dependency of the ak,j . The data in ak,j file
is arranged in such a way that the dependence of the indices 
remains consistent for all j. After summing over all the 
nearby lattice atoms i, the free B atom A.1 ,n ab initio values 
and the experimental Ai,o value of 11.6 MHz were added to 
this a1rny. Next, the matrix A having the above anay values 
in the diagonal is brought into the fixed reference frame of 
laborat01y by similarity transfonnation CAc-1, where C is
constrncted from the three DIM row eigenvectors acting as a 
Cmtesian rotation mattix. This is necessmy since the 
p-orbital orientation obviously changes during the simula­
tion.

The cutoff value of 8.0 A has been used also for the 
hyperfine interaction and the above procedure was canied 
out at every tenth simulation step. The A matrix was aver­
aged in the laborato1y frame over the simulation period (sec­
ond stage) and finally diagonalized to yield the parallel and 
perpendicular hyperfine components pe1turbed by the lattice. 

B. Simulation results

The stability of the simulation was inspected by several
ways. First, five different test nms for one and two vacancy 
cases in Ar matrix were pe1fo11ned with excessive simulated 
annealing struting from 80 K. All the trajectories yielded 
similar energy eigenvalues, hyperfine matrices, and total en­
ergies implying that the global minimum was achieved. In 
addition, the algorithmic stability was reflected in that pro­
longed simulation times revealed no accumulating e!1'ors as 
indicated by constant temperature. Finally, possible lattice 
strain caused by the impmity atom was followed by record­
ing the internal vidal energy of the system and adjusting the 
pe1iodic boundary box-size accordingly. All the Cartesian 
force components were found to be fluctuating around zero 
as well. These observations together indicate relaxed lattice 
strnctures. The results obtained in the simulation, i.e., energy 
eigenvalues and hyperfine components as presented in the 
following paragraphs, were further averaged over three sepa-

Klljunen et al. 

TABLE JI. The DIM eigenenergies (in meV) from 30 ps simulations for 

scaled and nonscaled cases with different number of lattice vacancies. 

Not scaled Scaled 

Rg E,1 no vac I vac 2 vac no vac I vac 2 vac 

-133.0 -134.2 -131.7 -159.2 -161.3 -158.0 
A,: 2 -112.0 -86.1 -88.6 -134.2 -104.0 -106.7 

3 -100.5 -69.8 -65.0 -121.1 -84.2 -79.7 

-169.6 -164.8 -157.5 -203.5 -198.I -189.1 
Kr 2 -156.6 -135.3 -125.0 -188.0 -163.4 -150.8 

3 -147.3 -123.5 -110.2 -177.5 -149.6 -134.4 

-178.9 -167.2 -157.3 -214.3 -200.7 -189.3 
Xe 2 -170.7 -127.3 -138.5 -204.7 -143.1 -165.2 

3 -162.6 -91.4 -124.3 -195.4 -90.2 -150.8 

rate simulation rnns. Again, rather similar values for these 
prope1ties were obtained from different trajectories indicat­
ing the adequacy of rather limited statistics. 

The results of the simulations were somewhat influenced 
by the applied energy scaling. Most notably, of course, the 
20% scaling affected the eigenenergies by lowering them, 
respectively, but the energy separations (l!i.E) obeyed the 
same rare gas dependence as without scaling. As a result, the 
!!i.E values were somewhat larger. The results are collected in 
Table II. The effect of vacancies on the p-orbital 01ientation 
can be seen in Fig. 5. For Ar lattice, without vacancies, the 
orbital frame rotates freely and loses its memory of the initial 
odentation in a picosecond time scale. However, with a 
single nearest-neighbor vacancy one of the eigenvectors (z) 
becomes locked and the others (x,y-frame) rotate, and for 
the two-vacancy case the whole frame is fixed 80% although 
the xy-wobbling occasionally crosses the potential banier. 
This analysis shows that the axial symmetlic environment is 
clearly produced by one vacancy, and also by two vacancies 
if the longer response time of the expe1iment is considered. 
In Kr the difference between one and two vacancy cases is 
not so distinct as the xy-frame rotates relatively freely even 
in the presence of two vacancies. Xe lattice is similar to Ar 
but the effect of one and two vacancies is reversed. The 
orbital locking is effective already in the one-vacancy case 
and an additional cavity loosens the orbital motion. It can be 
observed from the c-labeled portion of the lowest panel in 
Fig. 5 that also the lowest eigenvector occasionally turns 
away from its initial position. Therefore, we tabulate the re­
sults only for one- and two-vacancy cases since the pe1fect 
lattice is ruled out by symmetry arguments. Moreover, we 
note that the conelation functions represented in Fig. 5 in­
volve energy scaling and are from single simulation runs. 
However, these results are insensitive to the scaling and m·e 
reproduced in all the computed trajectodes. Fmther infonna­
tion on lattice structures can be gained from the RDFs shown 
in Fig. 6. One- and two-vacancy cases apperu· similar to each 
other both in Ar and Kr, whereas in Xe the curves differ 
markedly. Also, the distinct shoulder in the first peak at 4 A 
conesponding to pair potential (X, A) minima fades out in 
Xe. 

As will be discussed in the next section, the DIM energy 
eigenvalues are utilized in dete1mining the crystal field pa­
rameters. The results m·e collected in Table III. If one uses 
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FIG. 5. The boron 2p-orbital time correlation functions (absolute values) in 
Rg hosts. (a) No vacancies, (b) one vacancy, (c) two vacancies issued. The 
solid line corresponds to the eigenvector of the lowest energy and the 
dashed lines stand for the ,y frame. 

the single-vacancy case for AI and Kr and the two vacancy 
case for Xe, then descending trend in energy separation and 
therefore in CF parameters is obtained. This is opposite to 
the initial hypothesis of enlarging orbital splitting with the 
increasing Rg polarizability. It is an implication of Rg-B/ 
Rg-Rg balance effects on the structures. The PECs show 
that whereas the Rg-B equilibrium distances are relatively 
similar in different host lattices, the lattice constants vary 
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FIG. 6. The RDFs for three DIM trajectories in each matrix with one (solid 
line) and two (dashed line) vacancies. The asterisks (•) indicate the FCC 
lattice constants . 

significantly. There appears now to be two factors that sug­
e;P.st thP. nsP. nf the: twn-vncnncy cnsP. for thP. XP. lnttice:. We: 
carry on, however, by representing both the one- and two­
vacancy results for the hyperfine matrix components, and 
collect them in Table IV. As a reminder, the maliix contains 
both the pe11urbed FC and SO interactions (A=Ai,ol 
+ Ad;p) although the direction is indicated by Actip only. 
These values reflect directly what was discussed in the con­
text of conelation functions above. The slight reduction in 
the parallel component compared to the free atom arises 
from minor "z-vector" swaying, that is, the obtained value 
is a projected resultant on the z axis. The enhanced orbital 
locking is seen in AI and Kr where the parallel components 
are larger in the two-vacancy cases. The results for Xe are 
again distinct from the other two host lattices as axial sym­
metry is nearly lost in more freely tumbling. The results 
indicate, however, that the hyperfine s11·ucture should be 
rather similar in all hosts, aside from the heavy-element ef­
fects in g-tensor shifting that may invert the whole spectrum. 

So far, we have neglected a trapping configuration 
which, although distinct in character compared to the three 
substitutional cases treated here, may bear· some importance 
when considering possible lattice environments of the ex­
periment. That is, an impmity atom trapped in an interstitial 

TABLE III. The DIM energy separations (c.E,., ,uE,,) in meV and the
conesponding averaged crystal field parameters (d. 1 ) in cm-1. 

1 Vacancy 2 Vacancies 
Rg d a.E,d a, a.E,d a, 

Ar X -77.1 361.3 -78.4 348.7 

y -57.3 -51.3 

Kr X -48.5 223.8 -54.7 249.9 

y -34.7 -38.3 

Xe X -110.4 451.8 -38.5 168.3 

y -57.6 -24.1 
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cavity. Among these the octahedrally symmetric site is the 
least repulsive initially. As this additional 257 atom case was 
explored separately, we refer to the subsequent paper20 for 
corresponding RDFs and discussion on strnctural details, and 
give briefly the results. First, the favorable orbital locking, 
that was seen with one and two vacancies above, is most 
pronounced here. The energetics is, however, very different 
as seen in Table V where we collect all the values resulting 
from this simulation. It is immediately seen that in Ar the 
interstitial trapping does not result in favorable A tensor pa­
rameters. Quite opposite is the case in Kr and Xe, however, 
where strictly axially symmetric data is obtained. This is 
accompanied with relatively large negative shift in A .1, that 
can be rationalized by consulting the Figs. 3 and 4, and con­
sidering the nearest-neighbor distances. At these interatomic 
distances the heavy-element effect takes a strong part in !J.g, 
as the sign change appears already with one B-Kr pair. 

We now proceed to define the spectmm simulation 
method and produce synthetic EPR spectra by utilizing the 
above-obtained information and compare the results in the 
experimental section. 

IV. NUMERICAL EPR SPECTRUM SIMULATION

2 P atoms trapped in environments where the equiva­
lence of the p orbitals is lost produce anisotropic spectrum 
both in electron spin coupling to the nuclear spin and to the 
field B (nonisotropic A and g mallices). For the numerical 
simulation of this situation our software46 uses the following 
effective Hamiltonian (neglecting nuclear quadrnpole effects 
and assuming isotropic nuclear Zeeman interaction): 

?,'.err= µ8B(g,S+ L)+ (L· S+ µNBg1I 
+S·A•l+H11gi(L), (8) 

where the orbital contributions, i.e., orbital Zeeman and one­
electron spin-orbit te1ms, usually embedded to spin­
Hamiltonian type tensoral fo1m (spin-Zeeman te1m µ8B•g
• S) are explicitly shown. Here, g, is the free electron g

value, g1 is the nuclear g value, µ8 and µN are the Bohr and 
nuclear magnetons, respectively, and ( is the atomic spin­
orbit coupling constant which sign is assigned for electron or 
electron-hole type species. The vectoral operators are S 
= (Sx ,S

y
,S

z
) for electron spin, l= (lx ,J

y
,l

z
) for nuclear 

spin, and L= (Lx ,Ly 
,L,) for orbital angular momentum. A 

is the diagonal hyperfine mallix and the last term is respon­
sible for crystal field effects. The crystal fields ( octahedral or 
tetrahedral +tetragonal disto1tion) of intermediate strength 
are defined in the operator representation (H11g

1(L) = 1-r'.0c, 
+ Hugi ,d) as follows:47'48 

1-r'.0ct
= i� (35L1-30L(L+ l)L;+25L;-6L(L+ 1)1

+ 3L2 (L+ 1 )21] + �c [L� + L�]. (9) 
1-r'.11g1,d = a,[3L}- L(L+ 1 )l], d=x,y,z.

Kiljunen et al. 

The crystal field parameter is denoted by f3c and a, is the. 
three component tetragonal disto11ion parameter. In the 
present case, only a, causes separation of the p-orbital ener­
gies and therefore f3c is set to zero. Here we have a positive 
a, applied in the z direction, so the following relations pre­
vail: 3a

1
,x = !J.E,x, 3a1

,
y

= !J.E,
y

, a,,, = O, The usually ap­
plied CF parameter !J. is now defined as a,= -!J./2. 1 is the 
identity operator (24X24 unit mahix). 

By choosing the basis set as a product of the spin states 
lm1m,m1) the corresponding Hamiltonian matrix was 
formed. This Hermitian matrix was diagonalized numerically 
by the LAPACK44 routine ZHEEV. Unfortunately, in EPR ex­
periments the magnetic field strength is swept instead of the 
microwave frequency. The energy levels do not necessarily 
behave linearily as a function of the field strength and as a 
consequence the Hamiltonian should be diagonalized at ev­
ery field value used in the experiment. This is obviously 
impractical due to excessive computational demand thus 
various methods, from linear approximation of the field de­
pendence to iterative search of the exact transition fields, 
have been suggested to overcome this problem.49 We have 
approximated the transition magnetic field values by per­
forming linear interpolation within some given number of 
points at which the Hamiltonian was diagonalized. In a simi­
lar way the transition moments between the given eigenlev­
els were evaluated. Typically, we used 40 points dishibuted 
over the 40 mT spectral region. A spline interpolation could, 
in principle, be applied in this process but would require 
eigenvector storage for all field values at which the diago­
nalization is pe1formed. 

When the system has orientation dependent parameters, 
such as an anisotropic crystal field or anisotropic hyperfine 
coupling and trapping occurs in random directions with re­
spect to the magnetic field, one has to integrate single crystal 
EPR spectra over the spherical angles to obtain the corre­
sponding powder spectrnm. However, in the present case we 
may mostly restrict ourselves to axial symmetric systems, 
where the integration is performed over one angle (polar) 
only. Even in this case the number of matrix diagonalizations 
grows quickly as the accuracy of the powder integration is 
increased. We have used cubic spline interpolation to speed 
up the quadrature in all cases, and when integrating over the 
spherical octant, have applied a regular 40X40 point mesh. 

While interpolating, either in magnetic field strength or 
magnetic field direction, crossings of the energy levels may 
confuse the process. In practice, the interpolating scheme 
may co1Telate wrong energy levels together. This problem 
obviously vanishes as the number of interpolation points in­
creases but on the expense of efficiency. To overcome this 
problem we have constructed a tracking procedure where the 
magnetic field strength and direction correlation functions 
are calculated. This is essentially Eq. (5) with time replaced 
by field strength or direction. This conelation function can 
be used for locating the matching eigenstates within the in­
terpolation region. 

The above procedure yields a stick spectrum which is 
then convoluted with the Lorentzian line shape function in 
the Fourier space. Once the powder EPR spectrum is effi­
ciently simulated it can then be fitted to the experimental one 
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TABLE IV. The anisotropic hyperfine coupling constants (in MHz) for 
boron resulting fiom DIM simulations in Rg matrices. 

Rg Auip l Vacancy 2 Vacancies 

119.7 120.0 
Ar _J_ -47.5 -47.8 

_J_' -46.7 -47.0 

116.2 121.7 
Kr _J_ -/42A -/4/4.3 

_J_' -37.7 -43.5 

117.7 100.3 
Xe _J_ -46.8 -36.3 

_j_' -43.6 -26.0 

by varying the parameters of Eqs. (8) and (9). Since the 
least-squares gradient is not available for this process Monte 
Carlo and simplex based methods were used.50

V. EXPERIMENTAL SECTION

A. Measurements

Boron atoms were produced in the gas phase by focusing
a 308 nm XeCI excimer laser (Estonian Academy of Sci­
ences, ELI-94) beam into a solid boron target with a quartz 
lens (20 cm focal length). Typical laser pulse energy was 6 
m.J/pulse. The boron target was placed in the vacuum cham­
ber of a closed cycle helium cryostat (APD Cryogenics, 
DE202A) suitable for EPR measurements as described 
elsewhere.51

•
52 During the vaporization process the boron tar­

get was flushed with rare gas stream and the resulting rare 
gas-boron mixture was subsequently deposited onto a flat 
copper target held at 12 K. Typical gas deposition (ea. 100 
mbar from a 1-1 container) time was 80 nun with 10 Hz laser 
repetition rate. All EPK measurements were pe1fonned at the 
lowest accessible temperature of 12 K. The EPR spectra 
were obtained with Brnker ESP-300 seiies X-band spectrom­
eter with 100 kHz field modulation. The microwave fre­
quency and magnetic field strength were monitored with a 
microwave frequency counter (Hewlett-Packard 5350B) and 
a NMR gaussmeter (Varian E-500), respectively. 

Boron of natural isotopic abundance (11B= 80.4% is of 
interest here; 1°B = 19.6%) with purity of 99% was obtained
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from Aldrich Chemicals Co. and was held under nitrogen 
atmosphere in order to avoid oxidation. Ar (99.999 90% ), Kr 
(99.997%), and Xe (99.997%) were obtained from AGA. 
The present spectral impurities, that is, visible CH3, 

1H, and 
BO lines, originate possibly from decomposed hydrocarbons 
and oxygen in the plasma. It should be noted that these are 
practically impossible to get rid of and that EPR detection is 
very sensitive for these because their isotropic spectra. 
Traces of small boron clusters such as B2 and B3 were ob­
served only with high photon fluencies of the ablation laser 
or as thermal reaction products in annealed mallices, and did 
not disturb the spectral analysis. 

B. The EPA spectra

The quality of the measured spectra suffers from the
inevitable methyl radical impurity generated during laser ab­
lation. The precursor for CH3 is not clear and attempts to 
completely avoid this impudty failed. Fortunately, this inten­
sive and nan-ow spectral feature does not complicate the 
present analysis too much. As a sta1ting point for fitting, it 
was convenient to first set the A II and then proceed with the 
rest of the parameters by adjusting the distinct high-field 
feature (in Ar, low field in Kr) that is due to the nearly 
coincident, A 11 and A.L peaks as seen in the Fig. 7. The diffi­
culty lies, however, paitly in that the other three broadened 
A.L lines are not resolved in the spectra. This makes the 
determination of the perpendicular coupling strengths more 
putative. In the fitting we have followed the interpretation by 
Graham and Weltner15 in which axial symmetry is assumed. 
This means that a single valued a .L was optinlized while the 
atonlic spin-orbit parameter, was kept constant. In contrast, 
in order to utilize our theoretical results we have also used an 
approach, where the averaged CF pai·ameter was the value 
suggested by the DIM simulations, and the effective spin­
orbit coupling was vmied accordingly. The clear outcome of 
the heavy-element effect is seen in that the Kr spectmm is 
reversed with respect to Ar, that is, 8.L > g 11 and, conse­
quently, the phase of the parallel transitions is turned around. 
This was simulated by changing the sign of the vadable ,. 
Figure 7 shows the expedmental spectra in Ar and Kr solids 
overlaid with the simulated spectra obtained by both meth­
ods of fitting and applying axial symmetry. The results are 

TABLE V. Theoretical data involving intestitial trapping of boron. DIM-simulated energies (E, ,6.E,6.0) and 
hyperfine tensor (Aru,l along with the second order contributions to the g tensor. 

E,, 6.E,d 6., Adip SO
X so_�cp Lx 6.E 6.g, 

(meV) (meV) (cm-1) (MHz) (cm-1)' (cm-1)' (a.u.)' (cm-1) (ppm) 

-61.0 -249.5 959.3 95.0 4.91 -1.41 0.984 1440 -9580 
Ar 46.3 - l07.3 _J_ -51.4 

188.5 _J_' -30.0 

-65.3 -224.7 1111.7 122.2 -4.91 9.14 -0.970 1670 9840 
Kr 123.5 188.8 _J_ --51.9 

159.4 _j_' -51.7 

- l03.7 -272.1 1358.2 123.1 -4.91 32.55 -0.933 2040 50620 
Xe 129.4 -233.1 _J_ -52.1 

168.4 _j_' -52.0 

'The values correspond to 3.3 A Rg-B distances. 
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FIG. 7. EPR speclra of 11B atoms in solid Ar and Kr: (a) expetimental, (b) 
axially synunettic simulation, (c) simulalion with parameters from Ref. 15. 
The imputity methyl quartets are indicated by M, and lines due lo 10BO (*) 
and 11BO (**) are also marked (IOG= I mT=glg, 28.025 MHz). 

collected in Table VI. From the lowest trace in the AI spectra 
one sees that the considerably smaller A .L parameter given by 
Graham and Weltner15 yields somewhat better fit for the 
blun-ed feature at 3430-3440 G. Also in Kr fitting of the 
3320-3330 G region would necessitate A.L coupling below 
30 MHz, which seems too small compared to the theoretical 
prediction. 

It should be noted that it was possible to obtain a fit of 
comparable accuracy with a nonaxial crystal field. This is 
demonstrated next by synthetizing theoretical spectra with 
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FIG. 8. The simula1ed EPR spectra using theoretically predicted values (I 
vacancy case for Ar and two vacancies for Kr): (a) purely theoretical, (b) { 
adjusted, (c) A1 adjusted, (d) 1he fitted spectrum lhat has axially symmettic 
hyperfine and crys1nl field values. 

the DIM-simulated parameters from Tables I, III, and IV. 
Note also that the calculated heavy-element effect was large 
enough to produce the observed flip to a positive g shift 
when the number of pair-additively contributing atoms (4) 
was estimated from the RDFs. Therefore, in Ar the ( value 
becomes 2X(4.91-4X0.64)=4.7cm-1, whereas in Kr the 
outcome is(= -5.6 cm-1. The upmost spectra in Fig. 8 thus 
correspond to purely theoretical simulation. Next, we have 
relaxed the constraint on ( to mimic the experiment more 

TABLE VI. The EPR spectral parameters for B atom isolated in Rg matrices as obtained from the fitting of the 
experimental spectra in the axial framework using theoretical prediction as a starting point. For Xe matrix, { 
was the only adjuslable parameler. 

A11 A.t { <l.t 
Rg Method (MHz) (MHz) 811 8.t (cm-I) (cm-I) 

Ar Varied SO/CF 126.1 -46.9 2.0014 1.970 7.76/10.16 361.2/480 
Ref. 15 126 -33 2.0014 1.965 10.67 380 

Kr Varied SO 122.3 -44.9 2.0018 2.032 -4.72 223.8 

Xe 2 Vacancies 100 -26,-36 2.002 2.10 -11.4 168.3 
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closely, and finally adjusted the Au . Comparison with the 
lowest axially fitted trace suggests that the dynamics simula­
tion fails partly while producing a slightly nonaxial c1ystal 
field which is not supported by the experiment. A close in­
spection of these figures shows that the measured B atom 
spectra in Ar and Kr hosts is indeed strictly axial. Also, as 
the Au needs to be corrected upwards it can be concluded that 
t:ilht:i tht: u1bital frame is more strictly oriented than pre­
dicted by the simulations or already the free atom ab i11itio 
value is too small by a few MHz. The spin-orbit energetics 
follows quite closely what is predicted by the theory as al­
ready discussed. It is, furthermore, shown that this can be 
handled by the effective parameter i; with sign convention. 
Since the value of A.L is hard to detennine, moreover, it has 
to be uniquely defined (axial A) in Ar and Kr, the accuracy of 
g .L is difficult to quantify. 

While the above analysis cannot be simplified for Ar by 
conside1ing interstitial trapping, the simulation in Kr be­
comes more straightfo1ward. The A 11 hits the c01Tect 122 
MHz value immediately, and by using Li.L of 1111.7 cm-1

with spin-orbit value of -22.5 cm-1 we have a remarkably
good fit. If we consider the SO value as an outcome of rela­
tion 2X(4.91-nX9.14)cm-1, we get the effective number
of nearest neighbors n to be 1.8. This seems a bit small since 
the actual simulated trapping site consisted of four nearly 
equally spaced nearest neighbors in the xy plane including 
the imputity atom.20 Nevertheless, the results for effective (
or n values derived above in Al' and Kr with substitutional 
trappings did not quite correspond to simulated strnctures 
either. In particular, the n values were 1.6 and 2.8, respec­
tively. We are not, however, too wonied about this discrep­
ancy, since the qualitative picture is as clear as it can be 
without more accurate expetimental knowledge on the mag­
nitude of A .L . 

From the above discussion it seems reasonable to accept 
the concept of pair additivity also when conside1ing the g 
shift. This was already employed by Adrian53 for trapped H 
atoms, where he used an expression for Lig that included the 
sum over the n nearest-neighbor matrix atoms. In this re­
spect, provided that one has 1igorous gauge invatiant quan­
tities calculated for pairs, it could be possible to simulate the 
g-shift vmiation by molecular dynamics similarly as done for
hyperfine pm·ameters here.

Another feature evident in the spectra is the different 
linewidths (LW) for parallel and pe1pendicular lines, namely 
LWu :LW.L = I :7 in Ar and= 1 :9 in Kr. In the following we 
adapt the discussion by Du et al. 54 The unpaired electron in 
B is in an orbital that is predominantly p,, and the g anisot­
rupy is Jue tu spin-urbit l:uupling. When magnetic field is 
along the z axis, this adds no contribution to the first order 
wave function. In the perpendicular plane, the SO coupling 
adds a contribution from Px,y which has the opposite electron 
spin state as that of the p,. Since spin-lattice relaxation re­
quires a change in electron spin state, vibrations in the x, y
plane that modulate the SO coupling may have more impact 
on relaxation than vibrations along the z axis, therefore hav­
ing a broadening effect on A .L lines. 

Finally, in Fig. 9 we show the spectra measured in Xe 
solid along with the corresponding synthetic simulations. 

3100 

B in rare gas matrices: Magnetic properties 

3200 3300 3400 

HlGJ 
3500 

7155 

3600 

FIG. 9. EPR spectra of B in Xe matrix: (a) expe1imental at 12 K, (b} 
simulation with parameters detived from theory, (c) experimental at 50 K, 

(d) the simulated spectrum of thermally fonued H2 11BO. The impurity 1H 
doublets are also shown. 

The broad lump at 3200 G is tentatively assigned to 8.L tran­
sition of boron. This assignment is based on the disappear­
ance of the resonance upon annealing, which reveals the 
H2 

1180 spectrnm [g=2.0075, A(H)=375.8 MHz, A(B)
= 87.6 MHz] due to thermally mobilized B atoms. In the 
attempt to simulate this we used the predicted values for the 
two-vacancy case, having the averaged value for the crystal 
field and nonaxial A .L and A� . This procedure yielded an 
effective SO parameter of -1 l.4 cm -1. Unfortunately, due
to the extreme broadness of the observed resonance, it is not 
feasible to distinguish between different trapping sites, al­
though the computed A 11 values for the one- and two-vacancy 
cases differ significantly. 

VI. SUMMARY

Although it is shown here that the classical textbook
example of a "p electron in c1ystal field" model fails as it is 
originally formulated, by using i; as variable parameter pos­
sessing both signs due to the heavy-element effect and not by 
refening to an electron-hole type situation, it was possible to 
interpret the measured boron atom EPR spectra in rare gas 
solids. While the B atom spin-orbit coupling remains prac­
ti<.:ally intad in the course of matrix perturbations, mixing of 
the Rg character into the wave function comprises from­
closed-to-singly-occupied excitations that have an oppositely 
signed contribution to the g tensor. The DIM theo1y used in 
the study served two purposes in addition to the adiabatic 
dynmnics it allowed. The eigenenergy separation was used as 
crystal field-excitation energy parameter in the g-tensor 
evaluation. Second, the hyperfine coupling based on the cal­
culated pair interactions was also included in the simulation 
and the dependence on the electronic coordinates were ob­
tained by using the DIM eigenvectors. By combining expeti­
ment and theory, more accurate B atom hyperfine parameters 
were derived for the Ar matrix, new data presented for the Kr 
matrix with similar accuracy as in Ar, and tentative assign-
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mcnt for Xe host was suggested. In addition, the trapping site 
strnctures were shown to necessarily have one or two vacan­
cies nearby the embedded B atom in order to create an en­

vironment favorable to magnetic detection. Although, in Kr 

interstitial trapping was also effective in producing this strict 

axial symmetric situation. 
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Optical properties of atomic boron in rare gas matrices: 
An ultraviolet-absorption/laser induced fluorescence study 
with ab initio and diatomics-in-molecules molecular dynamics analysis 
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Boron atoms have been produced by laser ablation and trapped in solid Ar, Kr, and Xe matrices. In 
addition to stable doublet absorptions at 210-230 nm, broad temperature dependent bands less in 
blue have been recorded. With the aid of laser induced fluorescence measurements, ab initio pair 
potential calculations, and diatomics-in-molecules simulations these novel broad lines at 241 nm in 
Ar, 247 nm in Kr, and 254 nm in Xe were assigned to boron 3s(2 S) ..-2p(2 P) transitions. The 
thermal behavior of the broad absorption bands is similar to what was reported for boron atoms 
detected by electron paramagnetic resonance [J. Chem. Phys. 114, 7144 (2001)]. The revised 
interpretation based on the new spectroscopic observations is in good agreement with theoretical 
predictions. © 2001 American Institute of Physics. [DOI: 10.1063/1.1360797] 

I. INTRODUCTION

The microscopic description of trapping of an orbitally 
degenerate atom in atomic solids such as rare gas (Rg) ma­
trices or crystals necessitates treatment of the angular anisot­
ropy of electron density. The impurity center may cause se­
vere static or dynamic disto11ion of its lattice surrounding, 
which will in tum lift the degeneracy of electronic surfaces 
and, moreover, quench the electronic orbital angular momen­
tum. The vast body of recent work on this subject was re­
viewed by Apkatian and Schwentner.1 In the first part of the
present series of investigations2 we took boron impurity 
atom as a prototypical Group IIIB case, and investigated its 
ground state prope11ies in tem1s of electron paramagnetic 
resonance (EPR) parameters by experiment and theory. The 
method allowed for direct assigmnent of the nature of the 
trapping sites of B. In order to provide complementary infor­
mation of this system, similar minimal basis diatornics-.in­
molecules (DIM) procedure for treating the angular depen­
dence of the electron density is utilized here in 
characterization of the lowest optical transition (3s..-2p) of 
atomic boron. 

Experimental matrix isolation studies of optical absorp­
tions have shown lines heavily blueshifted from the free 
atom term values. Ammeter and Schlosnagle3 were the first 
to repo1t such data for Al and Ga isolated in Ne, Ar, Kr, and 
Xe hosts. Strongly blueshifted from the atomic line at 249.8 
nm, Graham and Weltner4 reported absorptions at 208.0 nm 
and 213.6 nm for B in AJ:. Jeong and Klabunde5 presented 
similar data for B, Al, Ga, and In in AJ: in a study of reac­
tions with methane. The 2 S ..-

2 P assigned absorption in these 
studies frequently appears as largely separated doublets 
which have been ascribed to multiple trapping sites of B. 
Although the peaks come spectrally close to the atomic 2 D 

•>Author to whom correspondence should be addressed. Elecn·onic mail: 
kiljunen@epr.chem.jyu.fi 
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..-2 
P transition, those transitions should show multiplets and 

also shift fm1her to the blue, perhaps beyond the detection 
window (below 200 nm). Classical Monte Carlo simulations 
for absorptions and emissions of Na and B in AJ: lattice were 
performed by Boatz and Fajardo.6 The authors were not, 
however, able to reproduce such a strong blueshift in B ab­
sorption (ea. 2500 vs 7000 cm- 1), and the simulations 
yielded singlet spectra for all the trapping configurations 
studied. 

Close conespondence between experiment and theory 
has been obtained for simpler systems by Alexander and co­
workers. First, fluorescence excitation of BAr van der Waals 
complex, B 21 + -X 2TI bands, was characterized by ab initio 

calculat.ions,7 and a similar study was also canied out for 
BNe.8 Then, by using the BAr potentials pairwise in quan­
tum Monte Carlo simulations, the 3s..-2p transition of BAr2 

was simulated and found to account for the experimental 
observations.9 More recently, this methodology has been 
used for AINe complex .involving spin-orbit interaction and 
transitions to states due to Al(3d) 2D excited atom.10 Fi­
nally, the B(2s2p2

)
2D state excitation was succesfully 

added to theory in a BAr2 study.11 
The experimental blueshifts for BAr and BAr2 are 230 

and 420 cm-•, respectively.9 Of pmticular interest is the 108 
cm-• barrier in the BAr double well B 

21 + potential at in­
ternuclear separation conesponding to the ground state mini­
mum. Thus, the blueshift is a combined consequence of 
ground state solvation and the shape of the excited state sur­
face. For the higher B(2s2p2) excitations, however, the 
spectral lines of BAr2 extend to lower and higher energies 
from the atomic 208.9 nm transition. The redsh.ifted peak in 
BAr2 corresponds to transition to 2Dx'-y2- and 2Dxy

-like
states, that is, to the A=2(C 26.) type state, which shows 
strongest binding among the three-state manifold. In a solid 
phase, however, the ground state is predominantly quenched 
A= 0(21) and this transit.ion becomes forbidden. Therefore, 
in light of the previously published data it seems that the 

© 2001 American Institute of Physics 
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observed transitions in a matrix, if boron at all, are the blue­
shifted 3s<--2p, not 2p<--2s. 

In the present paper we re-examine the absorption spec­
tra theoretically by using ab initio pair potentials for all in­
teractions, and utilize the DIM theory to account for the ef­
fects by the lattice surrmmding. Then, we show absorption 
and laser induced fluorescence (LIF) spectra of B in Ar, Kr, 
and Xe mauices. Atomic boron is produced by laser vapor­
ization in these experiments. Based on the new spectral ob­
servations the interpretation of the UV spectra of B/Rg solids 
is revised in a way which yields consistency with the theo­
retical predictions. 

II. AB IN/TIO CALCULATIONS 

A. Methods of computation

The coupled-cluster theory fonns the basis for desc1ip­
tion of the interaction between the boron and a rare gas atom 
in this study. In particular, the RHF-UCCSD(T) 12 variant 
(spin-umestricted open shell coupled-cluster with singles, 
doubles and pe1turbative triples excitations using high-spin 
restricted Hartree-Fock reference) of this method is utilized 
for the X 

2TI and A 
2l electronic states of RgB correlating to 

the ground state B(2 P) and Rg( 1 S) atomic limits. For 
Rg-Rg pairs, the closed shell CCSD(T) theory 13 was used in 
computation of the potential energy curves (PEC). The ad­
vantages of this method, in addition to its high accuracy, are 
connected to the concept of size consistency and the rela­
tively straightforward and reliable counterpoise procedure 
(CP)14 for correcting the effects arising from the basis set
superposition errors (BSSE). This method is, however, of 
ground state nature and therefore applicable only for the low­
est state of particular spin and symmetry (irreducible presen­
tation in the. C2" point group). For this reason, and also be­
cause of the enhanced multiconfigurational character, the 
B(2p3s) excited B 2l state potential energy curves are cal­
culated with a multireference configuration interaction 
(MRCl)15•16 method.

For MRCI, two kinds of complete active spaces (CAS) 
were used as a reference. The smaller CAS includes the 2s, 
2p, and 3s orbitals and the valence electrons of B atom 
resulting in a 3e/5o combination. The larger CAS is a full 
valence space, leaving only the inner core orbitals unrelaxed. 
This leads to a 11e/9o situation. As the Rg and B orbitals 
were not allowed to mix in the smaller CAS, i.e., excitations 
of Rg electrons to the boron orbitals were rnled out, the 
evaluation of the BSSE was justified according to the usual 
CP procedure, where the energies of the atomic fragments 
calculated with the full basis of the diatomic were subtracted 
from the molecular energy. The B atom contribution was 
calculated similarly to the molecular case, i.e., MRCI with 
3e/5o CAS, but the Rg part was obtained with single refer­
ence CISD (singles and doubles Cl). For the larger CAS and 
in general for multireference calculations, the CP co1Tection 
is not well defined, and there remains a size-consistency cor­
rection (scaling to zero interaction at infinite distance) that 
had to be made for CP-cmTected interactions. 

In order to overcome the evident problem with the CP 
correction, a study with linear ArBAr geometry (now in D2h) 
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FIG. I. The Rg-B potential energy curves. (a) The CCSD(T) calculated 
lowest states; {b) the MRCI+Q calculated B slate with small active space 
and CP correction (dashed lines), and large active space (solid lines). 

was pe1formed. This provided an indirect route to cany out 
CCSD(T) calculations also for the B state. In addition, the 
CCSD(T) method was used for the 3IT and 1•3l + states of
ArB + to further study the interactions by the ionic core. For 
all the MRCI calculations in this study the Davidson 
method17• 18 for quadratic cluster c01Tection of size inconsis­
tency was used and the results are denoted as MRCI+Q 
energies. 

All calculations described above rely on the singly aug­
mented correlation consistent basis set (aug-cc-pVQZ)19 of
Dunning for B and the effective core potential (ECP)20 basis 
set developed by the Stuttgmt group for Rg. A {spdf} set of 
diffuse functions was added to the Rg valence pa11 as 
previously,2 1 and two diffuse s functions were added in an
even-tempered manner (producing (, = 0.010 013,0.003 685 
exponents) to the B atom basis for B 2l state calculations. 
Both basis sets were used in their contracted f01ms. This 
work was canied out with the MOLPRO code.22 

B. RgB PECs for X 2Il, A 
2I +, and 8 2I + states 

The CCSD(T) and MRCI calculated potential energy
curves fonned from the B 2 P and 2 S atomic asymptotes are 
shown in Fig. I. For both the ground and excited states stud­
ied, increasing stabilization is observed as the Rg becomes 
heavier. Simultaneously, the B 21 + state banier between the 
strongly bound inner region of the potential and the van der 
Waals minimum disappears in KrB and XeB. We remind 
that in NeB the B state is not bound at all.8 The magnitude of 
the BSSE effect on the well depths increases nearly linearly 
from Al: to Xe. In a qualitative level, not much difference is 
found with the two reference spaces. Before CP conection, 
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FIG. 2. The Rg-B B 2I + state PECs as obtained by the CASSCF method. 
Dashed lines correspond to the smaller active space and solid lines to the 
full valence space. 

the smaller reference yields almost equal well depths and 
barrier heights as the larger one does. The underlying 
CASSCF-reference results in Fig. 2 show more clearly the 
difference when interatomic excitations are included in the 
multiconfiguration wave function compared to intraatomic­
only con-elation effects. Surprisingly, the small reference 
space function yields significant binding in Xe compared to 
the full valence space computation. 

We collect the potential parameters obtained from the 
present calculations, and to be used in the subsequent simu­
lations, in Table I. Note that, considering the accuracy of the 
numbers, the equilibrium values R,,, and D, refer to the PEC 
calculations with a finite number of points spline fitted in­
stead of rigorous geometry optimization. Special emphasis is 
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put on the accuracy of the dissociation region, which is of 
high importance in defining the energetics of the simulated 
optical transitions. The potential fonn V' (R) given in Table 
I was chosen for its ability to produce the barrier found in 
argon. The earlier work7•9 allows comparison in the case of 
ArB. Alexander and co-workers used a scaling factor of 1.19 
for con-elation energy to match their calculated X 2II and
A 

21 + state curves with those derived from experiments.
The experimental Do values are 102.4 cm-1 and 1005 cm-1 

for X 2II and B 21 + states, respectively.9 By applying the 
same scaling factor we obtain very similar potential curves 
that have been presented earlier9 for the X 

2II and A 
21 +, 

and B 21 + states.

C. ArBAr and Ara
+ 

PECs

The CCSD(T) calculated B311 , B 111, and A
8 

symmetric
states for the linear nuclear configuration of ArBAr allow 
comparison with the X(B1), A(A1), and B(A1) states of 
ArB, respectively, when the interaction energies are divided 
by 2. Within the assumption of paitwise additivity, the PECs 
obtained with these two methods should coincide. This is 
indeed the case for the X 

2II and A 
21 + states for a wide

range of internuclear separations R. As seen in Fig. 3, the 
pe1fect coincidence in the 2.5-6.5 A region diverges only at 
very shmt distances. The upper panel in Fig. 3 compare the 
B 21 + state curves obtained from the ArBAr CCSD(T) cal­
culation with the conesponding ArB MRCI calculation. It is 
immediately seen that the curves no more remain the same 
and a pronounced 0.3-0.4 A shift in the position of the inner 
well can be seen. Two possible reasons may be considered 
for this behavior. Either the methodological difference be­
tween CC and Cl procedures produces such divergent re­
sults, or it is a true manifestation of the breakdown of pair 
additivity of the interaction. The fmmer effect could be ex­
pected for binding that aiises from nondynamical co1Telation 
effects. The 7j diagnostics of Lee and Taylor23 gives a 
steeply descending value from 0.035 at 1.6 A to 0.012 at 6.0 

TABLE I. The potential parameters' used in the DIM-MD simulations. All the numbers except those for the B 
states refer to CP-coJTected CCSD(T) calculations. The B 2I + states are computed nt the MRCI level with full 
valence CASSCF reference. 

Molecule State R,,, (A) D, (meV) A B C D E 

AJ.·2 11+ 3.85 9.9 8 658 900 3.502 95 0.0 24191.4 701 938 
Kr2 11+ 4.15 13.6 11 427 300 3.257 63 0.0 54 615.7 1 606 290 
Xe, 11+ 4.55 18.2 12 661 400 2.868 97 0.0 40 666.7 7 491.210 

x 2n 3.62 13.6 1 790 810 3.064 06 4 032 790 26 088.9 882 091 
ArB A 22 + 4.43 5.6 1 446 350 2.748 00 2 528960 69 363.2 614 900 

8 21 + 2.29 102.5 101.671 1.422 17 -3.224 24 0.794 08 2.282 74 

x 2n 3.67 18.2 1 661 010 2.943 33 5.160 650 59 050.3 932 789 
KrB A 2l+ 4.50 7.5 1 526 100 2.638 59 3 453 620 114 987 804 788 

B 22 + 2.23 399.2 403.956 1.685 27 -2.252 02 0.556 162 2.199 47 

x 2n 3.73 24.4 1 358 250 2.795 72 5 399 660 127 040 640 087 
XeB A 21+ 4.70 8.4 1 801 470 2.527 05 9 556 620 153 680 1 796 060 

B 2l+ 2.36 730.1 760.355 1.830 62 -2.041 87 0.470 257 2.321 27 

'The parameters are in units yielding V(R) in meV (A). The fitting functions were V(R)=A,-0•+cR- 12 

-DR-6-ER-8 for the CCSD(T) results and V'(R)= -A[l +B(R-E)+ C(R-E)2 +D(R-E)3],-0<R-El 

for the B 21 + states.
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A indicating dynamical correlation to be more important for 
the potential energy well. The latter explanation would be 
suppo1ted by the fact that for the two theoretical methods, 
although different in nature, the vast body of literature24 has 
shown comparable accuracy, close to the full Cl limit. 

A simple explanation for the inner well produced when 
the 2p electron is excited to the 3s orbital is the strong 
interaction between the Rg atom, penetrated inside the Ryd­
berg node, and the B + ion core. As seen in the PECs above, 
and discussed previously ,7 theoretical reproduction of such 
well necessitates triple and quadrnple excitations in MRCI 
indicating more complex 01igin for the batTier-well shape of 
the potential. The calculation on ArB+, which shows binding 
already at the SCF level,25 mimics the ion core pmt of the
situation. Here, the charge polarization effect is isolated from 
screening by the unpaired electron, and the resulting bound 
1 I+ PEC is shown in Fig. 4. By fmther excitation of B + to
its 3 P state, more pronounced Rg-ion core (effectively 2+) 
attraction results. We show the 3TI and 3I + states also in 
Fig. 4. The well depths are 0.28 eV at 2.4 A. 1.62 eV at 1.8 
A, and 0.14 eV at 2.8 A for the 1I, 3I1, and 3I states, 
respectively. With these results in mind we suggest an upper 
limit of 0.28 eV for the B state ArB well, and asc1ibe it to 
chm·ge polmization screened due to electron correlation. 

Ill. DIM SIMULATED ABSORPTIONS 

The molecular dynamics simulation method is described 
in detail in the preceding paper.2 B1iefly, the applied DIM
fonnalism, the framework for evaluation of instantaneous 
forces, produces three eigenstates in the {Jpx),Jp

y
),Jp,)} ba­

sis. The lowest eigenenergy gives directly the magnitude of 
ground state solvation for the lattice embedded 2 P atom. The 
excited B 2I + state, on the other hand, is isotropic and the

0 

2 3 
RIA 
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4 5 

FTG, 4, The lowest state potential energy curves for ArB+ as calculated with 

the CCSD(T) method and corrected for BSSE. The asymptotic limits (0 and 
4.63 eV) are marked. The well depths are close to the experimental values 
(Ref. 25) 0.3 eV and 1.5 eV for 12 + and 3IT, respectively. 

interaction with the lattice atoms is a simple pairwise sum 
over the nearest neighbors. Therefore, the 3 s +- 2 p absorp­
tion was represented by recording the energy difference be­
tween the lowest energy eigenvalue and the potential energy 
evaluated at the excited B 2I + state, and adding the atomic 
249.75 nm offset. This procedure was carried out at every 
tenth simulation step (timestep 0.3 fs). The spectrnm was 
obtained simply from the histogran1 (bin width 0.05 nm) of 
this data after the 51 ps tin1e propag!.ltinn, !tnrl nn !.lf"'tirnl 
electronic transitions, i.e., Franck-Condon factors or transi­
tion moments, were considered in the simulation. This means 
assumption of a constant transition dipole, thus the intensity 
distdbution is dictated solely by configuration distdbution, 
both in atomic and electronic degrees of freedom. The con­
figuration distiibution, that is, the sampling of Franck­
Condon region, on the other hand, is dictated only by ther­
mal movement due to the classical descdption of nuclear 
motion. At these temperatures (10 K), however, the ampli­
tude of zero-point vibrations is of comparable magnitude to 
the thermal one. While it is completely neglected, a domi­
nant p01tion of this effect is attained by present treatment 
according to the trajectories, and the possibly remaining por­
tion has minimal effect on the spectral blueshifts. The out­
come of this procedure, which has been applied also for 
Ba-(Ar),, clusters before,26 is seen in Fig. 5. 

In order to theoretically reproduce the experimental 
spectral observations, we aimed at simulated spectra which 
would show strong blueshift from the atomic transition. By 
applying a scaling factor of 1.2 to the ground state potentials 
(for both Rg2 and RgB) we attained an extra -200 cm-1 
shift. The slightly higher barrier obtained with the CP cor­
rected B 22 + state calculation for ArB resulted in -1000 
cm -I larger blueshift as compared to the full valence poten­
tial in the simulation. In Kr host the effect was minor, -200 
cm - I and to the opposite direction, but for Xe, as the larger 
active space XeB calculation yielded markedly lower ener­
gies at optically accessed region, the difference was about 
800 cm-1.

In Fig. 5 we present the results of simulations which rely 
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FIG. 5. The DIM simulated absorption spectra obtained in different lattice 
environments. (a) B atom in substitutional site of otherwise perfect lattice, 
(b) one lattice vacancy is issued as nearest neighbor to B, (c) two nearest­
neighbor lattice vacancies. The simulations are based on scaled ground state 
potentials and the larger reference space for the MRCI. The spectra corre­
spond to a simulation period of 51 ps. 

on the scaled ground state potentials and excited states ob­tained with the larger active space. It is immediately seen that the shift to the blue decreases as vacancies are issued in the lattice. This is, indeed, consistent with the observations by Boatz and Fajardo6 who found similar trend by increasing the size of the trapping site. It is clearly a ground state sol­vation effect since it is also observed in Kr and Xe. The only 
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exception from the above rule was noticed in Xe. There, the nonscaled potential yielded a transition closer to the atomic value, whereas energy scaling produced a broad distribution between 242-250 nm. The most striking outcome of the present series of simu­lations is that the large, about 7000-8000 cm -I in argon, blueshift proposed by the experiments4
•
5 was not suppo1ted. The most blueshifted peak was simulated at 229 nm by scaled, CP-conected input and a pe1fect lattice environment. In the preceding study,2 we showed that B atoms detected by EPR are trapped in axially symmetric environments pro­duced by one nearest-neighbor lattice vacancy, for example. In the present case, we have peaks centered at 236.5, 243.5, and 244 nm in AI, Kr, and Xe, respectively, showing a ma­trix dependence well below what is expected. These numbers are relatively consistent with the simulations by Boatz and Fajardo.6 Although it is evident that our results are ve1y sen­sitive to the quality of the pair potential data, it is a straight­forward conclusion that by no means can the strong blueshift be reproduced by the01y. Another feature inherent in the simulations is that for a given initial configuration, with or without lattice vacancies, the resulting spectra appear as single lines. In the experi­ments carried out earlier, however, a distinct doublet absorp­tion ruises. The tentative assiglllllent to multiple trapping means, according to the simulations, that one of the absorp­tions is attributed to a tight structure involving 0-2 vacancies and the other one a more disto1ted and looser trapping struc­ture. This contradicts the fact that both abso1ptions should be largely blueshifted. These confusing observations led us to perform new measurements. Before entering there, we shortly examine interstitial trapping. A boron atom placed in an octahedral site of a FCC Rg lattice is subject to strongly repulsive forces. At the end of a simulation period, we see (i) from atomic coordinates that the relaxed structure comprises somewhat disto1ted lattice where two of the nearest neighbors are pushed further apait, (ii) from orbital autoc01Telation functions that axial synune­tty is produced in terms of strict directional locking of thelowest energy eigenvector and free rotation of the xy frame,and (iii) from the DIM eigenenergies that only the lowestone is negative in contrast to the other trapping sites consid­ered for which all of them were bound (solvated). We showin Fig. 6 the radial distribution functions (RDF) obtainedfrom 30 ps and 51 ps simulations together with the absorp­tion spectra based on 51 ps simulation.The relaxed interstitial trapping in Ar comprises roughly of B atom displaced slightly above a plane that consists of four nearest neighbors at 3.2-3.5 A distances, one atom above at 3.0 A, and one below at 3.7 A. In Kr, the B atom is situated more closely in the four atom plane with distances 3.2-3.4 A, pushing the atoms above and below the plane to 3.7 A. In Xe the situation is similai·, the four atoms in plane are 3.3-3.5 A apmt from B, and the perpendicular two are pushed to 3.8-3.9 A. The time averaged maxima seen in RDF clarify these observations. The orbital conelation func­tions reflect the fact that the unpaired electron occupies an orbital parallel to the n01mal of the four atom plane, pointing at the more distant atoms. Finally, note that the absoiption 
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FIG. 6. Upper portion: the B-Rg radial distribution functions from single 
51 ps (solid lines) and 30 ps (dashed lines) simulation trajectories for inter­
stitial trapping structures. The impurity atom was initially placed at an oc­
tahedral site. Lower portion: the simulated absorption spectra resulting from 
interstitial trapping with otherwise same input parameters as in Fig. 5. 

spectra in Fig. 6 are all considerably broader compared to 
what was simulated for substitutional trapping. 

IV. EXPERIMENTAL SECTION

A. Setup

Boron atoms were produced by laser vaporization tech­
nique. The beam of a XeCl excimer laser (Estonian Acad­
emy of Sciences, ELI-94) with a pulse energy of 35-58 mJ 
was focused on the smface of a boron target (Aldrich Chem. 
Co., Boron 99+ %). The boron target was placed at a dis­
tance of ea. 15 mm from a MgF2 cold window. The mallix 
host gases argon (99.9999%, AGA), krypton (99.997%, 
AGA), and xenon (99.997%, AGA) were deposited through 
a 1/16 inch stainless steel capillary. The outlet of the capil­
lmy was placed ea. 7 mm from the cold window and the 
angle between the window and the capillary was ea. 45 de­
grees. 

The gas deposition rate from a volume of 1 dm3 and 
backing pressure of 516-651 torr was adjusted to 3.3-4.3 
torr/min, and the total deposited pressure was 30 torr (1.8 
m mol). A constant gas condensation temperature of 9 .5-10 
K was maintained by closed cycle helium cryostat (ADP 
Cryogenics, Inc., DE-202A) and the temperature was con-
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trolled with a Lake Shore 330 controller unit. Laser ablation 
was started after 15 torr pure matrix gas was deposited and 
we observed that laser pulse repetition rates of 15 Hz or 
higher produced samples showing well resolved spectra. 

In order to compensate for scattering by the matrix, we 
also deposited reference matrices for background correction 
procedure. For this purpose blank Ar, Kr, and Xe matrices 
were deposited similarly as described for the boron doped 
samples. The only difference was that for blank Kr and Xe 
samples the rate of deposition was increased to 16-18 torr/ 
min. Under these conditions the blank and boron doped solid 
matrices showed very similar optical properties which is es­
sential for accurate background correction. 

The UV-absorption spectra of the matrix samples were 
recorded with a spec11·ometer composed of an intensified 
ICCD camera with 690X256 active pixels (Andor Technolo­
gies), a 12.5 cm focal length spectrograph (Oriel Instru­
ments), and a 30 W deuterium lamp. Although the window 
of the detector was of MgF2 the quartz lamp housing limited 
the high energy side of detection to approximately 200 nm. 
Atomic lines of mercury were used for wavelength calibra­
tion of the ICCD. Signal intensities in different measure­
ments were adjusted to the same level by the detection gate 
width. Background conection was made by subtracting the 
reference spectrnm recorded from a blank sample from the 
spectrum under consideration. In the LIF measurements the 
same detection system was used in combination with an ArF 
(193 run) excimer laser (Lambda Physic Optex) with a pulse 
energy of 7-9 mJ. The tinting between the excitation pulse 
and detection was controlled with a digital delay generator 
(Stanford Research Systems). 

8. Absorption and LIF spectra

The absorption spectra obtained from B/Rg matrices arc
presented in Fig. 7. The decrease of intensities of spectral 
features at the low energy side of the left column is clearly 
recognizable although, due to scattering effects and steep 
profiles, the baseline was difficult to adjust to a comparable 
level. For Ar matrix, we show spectral changes upon step­
wise wmming 10 K-> 12 K->15 K->20 K to demonstrate the 
noticeable disappearance of the 241 nm absorption, and si­
multaneous growth of an absorption at 331 nm, which has 
been assigned to B2 (0,0) I-I band.4 Most impo1tantly, no
changes m·e observed in the intensity of the narrow doublet 
at 210 rnn and 216 nm. 

For the Kr matrix, the spectra shown in Fig. 7 were 
measured at temperatures of 10 K, 12 K, 15 K, and 25 K, and 
bleaching of the 247 nm spectral feature was observed as in 
Ar. In this case the absorption showing simultaneous growth 
is located at 335 nm. Additionally, at futther elevated tem­
peratures (30-4 0 K) a new absorption, assigned to B2 (1,0), 
appeared at 325 nm (not shown) and slight reduction of the 
doublet at 211 and 227 nm was observed. Quite interestingly, 
at 25 K growth of the 227 nm peak is observed while the 211 
nm counterpart is unchanged. 

In Xe matrix, thennal behavior of the abs01ptions is 
qualitatively similar to what is seen in Kr. The broad absorp­
tion, now centered at 254 nm, is originally the most intense 
peak, and gradually decreases at elevated temperatures (10 
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FIG. 7. The measured abs01ption spectra of B atom doped Rg matrices, 
background corrected as explained in text, at different temperatures. Left 
column: the broad line is thermally bleached whereas the narrow doublets 
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K, 15 K, 25 K, and 35 K shown in Fig. 7). This is accom­
panied with an increase of an absorption at 343 nm. Alike in 
Kr, the B2 (1,0) absorption band at 332 nm is resolved in 
traces recorded at 25 K and 35 K. The nanow doublet shows 
peaks at 214 nm and 232 nm and a shoulder at 220 run. The 
shoulder gains intensity at elevated temperatures as does the 
232 nm absorption. 

The emission spectra shown in Fig. 8 provide comple­
mentary proof that the origin for the novel absorptions at 
241-254 nm are most probably the boron 3s+-2p transi-
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FIG. 8. The LIF spectra of B/Rg matrices. The 250 nm spectral feature in 
Xe matrix corresponds to Xe-,H impurity emission. 

tions. The temperature dependence, i.e., the reduction of 
emission intensities at elevated temperatures, would mean 
that the emitting species can be assigned to the same one that 
is responsible for the observed novel absorptions. 

The Ar matrix is most peculiar, since two distinct emis­
sion features are present in the spectrnm. The observed spec­
tral shape can be qualitatively explained with the aid of ab 
initio calculated potentials of Fig. I. If we assume ve1tical 
excitation from the ground X state minimum, the excited B 
state is initially prepared in the region, where a low barrier 
separates the deeply bound inner patt of the potential from 
the almost flat van der Waals (vdW) region. Subsequent re­
laxation of the excited state, strongly dependent on the 
atomic configuration, can then proceed either to the vdW or 
inner well minima, from which the system radiates. Taking 
into account the shape of the pair potentials involved, the 
vdW case would yield a relatively na1rnw spectral distribu­
tion compai·ed to the inner well for which significant repul­
sion on the ground state would be observed as a very broad 
spectrnm. Thus, the nanow line near the atomic transition 
energy can be ascribed to trapping of B in a loose site, the 
minor redshift arising from the B 2I state vdW interaction. 
The broad line, considerably redshifted, is therefore due to 
trapping sites that allow relaxation to tighter emitting stmc­
tures. At elevated temperatures the sharp emission disappeai·s 
and the broad maxima gets weaker and redshifts. 

In Kr and Xe mattices only broad emission bands are 
observed, which is quite expected as no bauier can be found 
in the excited state potential. Moreover, the extent of redshift 
with respect to the absorption indicates binding in the emit­
ting B 2I state. The thermal behavior of the emission inten-
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TABLE II. UV absorptions and LIF emissions in B doped AI, Kr, and Xe 
matiices. Estimated accuracy of the last digit is set in parentheses. 

Absorption LIF 

Rg host Type /.. (nm) Type ),. (nm) 

stable 210.1(1) 

stable 215.6(1) broad 285(5) 

Ar transient 241(2) nanow 254 2(3) 

B2 (0,0) 331(1) 

stable 210.7(2) 

stable 226.7(3) 

Kr transient 247(1) broad 297(2) 

B2 (1,0) 325(1) 

B2 (0,0) 335(1) 

stable 213.7(1) 

thennal 220.0(2) 

thermal 231.5(1) 

Xe transient 254(1) broad 337(3) 

B2 (1,0) 332(1) Xe{W 257(2) 

B2 (0,0) 343(1) 

sity is nevertheless similar to the AJ: case but the band expe­
riences blueshift at higher temperatures. The lowest panel in 
Fig. 8 emphasizes the presence of mobile H atoms which 
show intense emission assigned27 to xe;H-. This emission 
increases first from 10 K to 15 K, and then decreases at 
further elevated temperatures. 

It would be tempting to interpret the data shown for Ar 
mahix as resulting from substitutional trapping with addi­
tional 0-2 vacancies (the sharp emission), and interstitial 
trapping (the broad emission). In fact, the temperature be­
havior of these bands would supp01t this conclusion as the 
tighter site can be expected to be more easily mobilized. The 
results in Kr and Xe are, however, in contradiction with this 
model. There, interstitial trapping produces considerably 
stronger blueshifts compared to substitutional strnctures. We 
are thus left with an interpretation that strongly temperature 
dependent bands in Ar, Kr, and Xe matrices are due to 3s 
+-2p transitions of mauix pe1turbed B atoms trapped iden­
tically as boron atoms observed by EPR.2 

While not substantiated by a systematic study of diffu­
sivity or recombination kinetics, the the1n1ally induced in­
crease of the B2 band, if odginating from the mobilized at­
oms, implies paitwise trapping and subsequent sho1t-range 
recombination, thus leaving a pottion of the trapped atoms 
stable. At a qualitative level, however, the thennal depen­
dence of the B2 absorption dse follows that of the transient B 
fall, so we state that the strnctural relaxation dudng anneal­
ing results in recombination of atoms in sites that are axially 
symmettic (according to EPR) due to nearby vacancies and 
therefore more loose (less in blue) and more easily mobi­
lized. Furthermore, since the absorptions termed as stable 
doublets do not behave similar to the magnetically detected 
transient atoms, these might correspond to orbitally non­
quenched atoms, for which the 2D+- 2P transitions are al­
lowed. 

Finally, we can make a compadson of our transitions 
collected in Table II with those published by Tam et al.28 

(this paper appeared after the present work was submitted) 
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for Band B2 in p-H2, n-D2, and Rg matrices. These authors 
presented transitions ( that we have termed as transients) at 
223.0, 235.8, and 252.6 nm in AJ:, Kr, and Xe, respectively. 
Their tentative assignment was the 3s+-2p Rydberg transi­
tion of a secondary trapping site. Annealing was performed 
for Ar matrix only, and disappearance of the 223.0 nm ab­
sorption was observed. We agree on the Xe interpretation, 
but have not assigned the spectral features at 223 and 235 nm 
in Ar and Kr due to problems in the baseline. The interpre­
tation given in Ref. 28 for absorptions at 208.4 and 213.9 nm 
in Ar, 210.3 and 226.7 nm in Kr, and 211.9, 219.8, and 231.9 
nm in Xe was based on the intensity ratios of these lines. 
They assigned the doublets to the same trapping site but 
different transitions, the one in blue being the core-to­
valence 2 D+- 2 

P. Also the middle peak in Xe, that appears 
as the dsing shoulder in our spectrnm, was tentatively attrib­
uted lo this lrnnsilion. Further support lo lht:st: assignmt:nls 
was provided by a parallel theoretical work,29 where the
spectrnm simulation was pe1fo1n1ed for solid para-hydrogen 
by quantum molecular dynamics method. 

V. CONCLUSIONS 

The main result in this paper is that the major discrep­
ancy between expedment and theory in interpreting the B 
atom optical spectroscopy in Rg hosts was partially resolved 
by new experiments. The novel bands revealed here are (i) in 
better accord with the present DIM simulated spectra, for 
which considerable effort was addressed to validate the pair 
interaction input data, and (ii) show temperature dependence 
very similar to what was observed in the previous study by 
EPR.2 In particular, trapping near vacancies is the most prob­
able situation for these species. The origin of the stable dou­
blets remains unclear. Simulations with different trapping 
strnctures were not ve1y helpful to umavel this issue. Never­
theless, one of the earlier suggestions in literature, namely 
the boron 2p +-2s transition, although seemingly more 
doubtful in light of the present results, has arised new 
attention28 and may as well be the source for the line most in 
blue. In all, the most justified explanation is a combined 
strnctural effect on the ground state and the thermal stability, 
and therefore on the possible electronic transitions taking 
place in a matrix. As the present study simulates a bulk lat­
tice, possible surface effects could not be considered. Simu­
lations with finite size clusters might provide new insights 
into the subject. Additional experiments and nonadiabatic 
simulations are planned to provide a more dgorous interpre­
tation of the LIF spectra. 
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