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ABSTRACT

Dutta, Arpan
Weak and strong coupling between organic molecules and confined light

Interaction between organic molecules and confined light can influence the molec-
ular responses in the weak coupling regime and can even alter the molecular
properties when the coupling is strong. The latter is crucial to achieve a leap
in organic photovoltaics, material science, and modern organic nanophotonics
to name a few. Optical nanostructures are usually employed to obtain the con-
fined light and this dissertation focuses on optimization of such nanostructures
in order to attain effective light-matter coupling resulting in a modification of the
photochemical properties of the coupled molecules. Three kinds of optical nanos-
tructures, namely plasmonic, photonic, and excitonic nanostructures have been
studied. Computational and experimental studies reveal that in the weak cou-
pling regime, subradiant plasmonic modes supported by metallic Fano-resonant
oligomers and gratings can optimally enhance the molecular Raman response,
while planar metallic Fabry-Pérot cavities with a reflective geometry, i.e., a leaky
top and a non-transparent bottom mirrors, can optimally enhance the molecu-
lar emission. In the strong coupling regime, similar cavities sustaining hybrid
light-matter states, cavity polaritons, can modify the emission yield of an ultra-
fast photochemical reaction. The dissertation also studies fully organic nanos-
tructures made of polymer doped with excitonic molecules. The findings show
that optical properties of such excitonic nanostructures can be tuned via molecu-
lar concentration of the dopants and in the weak coupling regime, they can pro-
vide equivalent or even better confinement of light compared to the plasmonic
systems. However, in the strong coupling regime, in most of the cases, excitonic
nanostructures can only support the strong coupling induced transparency and
cannot sustain the hybrid polaritonic states due to spectrally limited operation
range. The findings reported in this dissertation are important for development
of novel nanodevices and for facilitation of engineered light-matter coupling in
order to manipulate material properties. This dissertation contains six chapters,
six published articles, and two preprints that are currently in the peer review
phase.

Keywords: light-matter interaction, plasmonics, Raman spectroscopy, strong cou-
pling, polaritons, surface excitons



TIIVISTELMÄ (ABSTRACT IN FINNISH)

Dutta, Arpan
Vangitun valon vahva ja heikko kytkeytyminen orgaanisiin molekyyleihin

Heikkokin vuorovaikutus orgaanisten molekyylien ja vangitun (confined) valon
välillä voi vaikuttaa molekyylien kemialliseen vasteeseen, mutta se voi myös jopa
muuntaa molekyylin kemiallisia ominaisuuksia, kun vuorovaikutusta kasvate-
taan vahvan kytkennän alueelle. Näistä erityisesti jälkimmäinen, eli kemiallis-
ten ominaisuuksien muokkaus on tärkeä ominaisuus, koska se voi mahdollistaa
merkittävän kehitysloikan muun muassa orgaanisissa aurinkokennoissa, materi-
aalitieteissä sekä orgaanisen nanofotoniikan sovellutuksissa. Tiedeyhteisö käyt-
tää optisia nanorakenteita vangitsemaan valoa. Tämä tutkielma keskittyy tällais-
ten rakenteiden optimointiin kyllin tehokkaan kytkennän aikaansaamiseksi, jotta
kytkettyjen molekyylinen kemiallisiin ominaisuuksiin kyettäisiin vaikuttamaan.
Tutkielma keskittyy kolmen tyyppisiin optisiin nanorakenteisiin: plasmonisiin-,
fotonisiin- ja eksitonisiin. Työssä käytetyt laskennalliset ja kokeelliset menetelmät
paljastavat, että heikon kytkennän rajalla pimeät (subradiant) plasmoniset väräh-
telymoodit metallisissa Fano-resonoivissa oligomeereissä sekä hiloissa voivat pa-
rantaa molekulaarista Raman vastetta, kun taas täysin heijastavalla pohjapeilillä
varustetut metalliset Fabry-Pérot -tyyppiset kaviteetit kykenevät vahvistamaan
molekyylien emissiota. Vahvan kytkennän rajalla vastaavanlaisia kaviteetteja
voidaan käyttää luomaan hybridisoituneita valon ja materian superpositiotiloja
polaritoneja, joilla voidaan muokata ultranopean fotokemiallisen reaktion kvant-
tisaantoa. Väitöskirjan tutkimus perehtyy myös täysin orgaanisiin nanoraken-
teisiin, jotka on valmistettu eksitonisilla molekyyleillä seostetusta polymeeriseok-
sesta. Löydökset osoittavat, että tällaisten rakenteiden optisia ominaisuuksia
voidaan säätää seostuksessa käytettävän molekyylin konsentraatiolla ja, että hei-
kon kytkennän alueella ne voivat tarjota yhtä hyvän tai jopa paremman keinon
vangita valoa kuin vastaavat plasmoniset rakenteet. Useimmat tutkituista or-
gaanisista nanorakenteista eivät kuitenkaan pystyneet ylläpitämään vahvan kyt-
kennän aikaansaamia polariton-tiloja, rajallisen spektraalisen toiminta-alueensa
takia, mutta vahva kytkentä oli silti havaittavissa sen aiheuttaman läpinäkyvyy-
den kautta. Tutkielmassa esiin tulleet löydökset ovat merkittäviä uudenlaisten
nanolaitteiden kehitystyössä ja edesauttavat ponnisteluissa kohti materiaaliomi-
naisuuksien muokkaamista vahvan kytkennän avulla. Tämä tutkielma sisältää
kuusi lukua, kuusi julkaistua artikkelia sekä kaksi esivedosta (preprint), jotka
ovat parhaillaan vertaisarvioitavana.

Avainsanat: valon ja aineen vuorovaikutus, plasmoniikka, Raman spektroskopia,
vahva kytkentä, polaritoni, pintaeksitoni
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1 INTRODUCTION

Light-matter coupling is a thriving topic in science, especially in physics and
chemistry, since fifth century BC. The term light-matter coupling is usually used to
imply any interaction between light and matter considering them as two distinct
entities. Studies on light-matter coupling evolved through time and gave birth
of seminal theories in physics such as ancient corpuscular theory, wave theory,
theory of relativity, and quantum theory to name a few. It also shaped our un-
derstanding on a broad arena of physical phenomena happening in nature and in
the universe ranging from astrophysical occurrences to subatomic processes. Sci-
entific research on light-matter coupling results in technological advancements
such as invention of lasers, telescopes, and consumer optical products which are
industrialized and utilized in daily life. Eventually, exploring the rich physics be-
hind light-matter coupling to reveal the mysteries of the universe and to engineer
such coupling for practical applications becomes pivotal in modern science and
technology [1].

Light-matter coupling can be weak or strong depending on the physical con-
ditions. In weak light-matter coupling, the light and matter can be considered as
two different entities where the matter (e.g., a molecule) experiences the light,
i.e., an electromagnetic field, as a perturbation. In weak coupling regime, the ex-
change of energy between the molecule and the electromagnetic field is slower
than their individual decays. Examples of such phenomena are absorption and
spontaneous emission of a molecule influenced (enhanced or suppressed) by the
presence of an electromagnetic field. In strong light-matter coupling, the light
and matter cannot be considered as two different entities anymore and the en-
ergy exchange between them is faster than their individual decays. In strong
coupling regime, the excitation energy is virtually transferred from the molecule
to the electromagnetic field and reabsorbed by the molecule again. Thus, the sys-
tem consisting of the molecule and the electromagnetic field shows an oscillatory
behaviour of the expectation value of the energy (Rabi oscillations), i.e., a cycle
of the virtual energy transfer and reabsorption processes. Consequently, new
energy states, polaritons, emerge which are hybrid light-matter states, i.e., super-
positions of the eigenstates of the light and the matter. Such half-light-half-matter
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hybrid states can absorb and emit light at different energies than the molecule
and the coupled electromagnetic mode. This has led to a fully new field called
polariton chemistry [2, 3]. Therefore, electromagnetic environment, i.e., available
light modes, can merely influence the interaction between light and matter (e.g.,
enhancing the emission rate of a molecule) when weakly coupled, and to modify
the properties of light and matter, the coupling needs to be strong.

In light-matter coupling studies at nanoscale, organic molecules are a pop-
ular choice as matter [4–7]. Influencing or modifying physical and chemical prop-
erties of organic molecules through weak [4, 5] or strong [6–10] coupling has
essential significance in organic photovoltaics [11–14] and organic optoelectron-
ics [15–18]. Consequently, realization of novel optical nanodevices involving or-
ganic molecules is one of the thrust area in modern nanophotonics.

The quality of coupling between light and matter, i.e., how well they are
coupled to each other, can be quantified by a parameter called coupling strength.
The higher the coupling strength, the stronger the coupling, and it is inversely
proportional to the physical volume of an optical mode, i.e., an electromagnetic
resonance. In other words, the more confined the light, the higher the coupling
strength. Optical nanostructures, i.e., structures with subwavelength dimensions,
having engineered electromagnetic resonances or modes are frequently used to
achieve such confined light [3]. Hence, it is vital to develop novel and customized
optical nanostructures to optimize the confinement of light and thereby, the light-
matter coupling.

Optical nanostructures can be photonic, plasmonic, or excitonic depending
on the underlying mechanism of confining light. These different mechanisms are
briefly discussed in the following subsections.

1.1 Confined light using photonic nanostructures

Light can be confined using photonic nanostructures and the simplest example
of it is a planar Fabry-Pérot (FP) optical cavity having two mirrors facing each
other at a suitable distance [19]. Figure 1(a) illustrates the schematic of such a
cavity where M1 and M2 are the two parallelly aligned planar mirrors and the
distance between them is the cavity length (Lc). A cavity can be considered as
a nanostructure (nanocavity) for a subwavelength cavity length, i.e., when Lc is
smaller or same length as the wavelength of the excitation light.

In a planar FP cavity, light enters through one of the mirrors (e.g., M1), and
reflects back and forth between the mirrors resulting in a formation of standing
waves inside the cavity. The cavity mode (or resonance) implies the scenario
when the light is in-phase after one round trip and an enhanced transmission
of light is obtained through M2. In the case of an ideal cavity with fully non-
transparent mirrors, the spectral position of a cavity mode depends on the cavity
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length Lc as

Lc =
mλ

2nc
, (1)

where λ and nc are the wavelength of light and refractive index of the cavity
medium, respectively, while m is an integer [19, 20]. Considering air (nc = 1)
as the cavity medium and both mirrors to be identical, for m = 1, we get the
fundamental (first order) mode of the cavity having a single antinode inside the
cavity region as shown by the blue curve in Figure 1(a). For m = 2 and 3, we get
the second (green curve) and third (dark red curve) order cavity modes having
two and three antinodes, respectively.

M2M1

3

Lc

(a) (b) (c)

Wavelength

Abs.

Trans.

Reflec.

Ag Cavity Layer Ag
30 nm 30 nm100 nm

Wavevector

En
er
gy

Abs.0 1

FIGURE 1 (a) Schematic of a planar Fabry-Pérot (FP) optical cavity having two paral-
lelly aligned planar mirrors (M1 and M2) facing each other at a distance Lc

(cavity length). The blue, green, and dark red curves represent the first, sec-
ond, and third order cavity modes, respectively, according to Eq. (1). (b)
Reflection (Reflec.), transmission (Trans.), and absorption (Abs.) spectra of
the first order cavity mode of a planar FP cavity with its schematic on top.
(c) Dispersion in the absorption of the same cavity plotted as a contour map.

A planar FP cavity can be implemented as a multilayer structure having two
metallic thin films as mirrors and a polymer layer sandwiched between them as
the cavity region [19, 20]. Figure 1(b) illustrates the schematic of such cavity hav-
ing a 100 nm thick cavity layer (Lc = 100 nm) sandwiched between two identical
30 nm silver (Ag) mirrors. The first order cavity mode is profound in the reflec-
tion (Reflec.), transmission (Trans.), and absorption (Abs.) spectra of the cavity
as shown in Figure 1(b). The spatial distribution of the electric field inside the
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cavity layer at resonance (absorption peak) represents the confinement of light
within the cavity and it follows the profile shown by the blue curve in Figure 1(a)
for the first order mode.

Confinement of light inside a cavity can be quantified by the quality factor
(Q) in temporal domain and by the mode volume (Vm) in spatial domain [21].
The quality factor (Q) of a cavity mode is defined as

Q =
λc

∆λ
, (2)

where λc and ∆λ are the peak wavelength and the full width at half maximum
(FWHM) of the cavity mode, respectively [22]. The mode volume can be calcu-
lated as

Vm =

∫
ϵE2dV

max [ϵE2]
, (3)

where ϵ is the dielectric constant and E is the electric-field amplitude inside the
interaction volume V [21]. Finally, the light confinement can be estimated by a
field-confinement factor defined as Q/Vm [23].

The optical responses of a cavity strongly depend on the incident angle of
the excitation light. The energy of a cavity mode Ec follows an in-plane dispersion
expressed as

Ec

(
k∥
)
=

h̄c
nc

√(
mπ

Lc

)2

+
(

k∥
)2

, (4)

with the in-plane wavevector k∥ defined as

k∥ =
(

2π

λ

)
sin θ. (5)

Here, c is the velocity of light in vacuum, θ is the angle of incidence of the ex-
citation light, and h̄ is the reduced Planck’s constant. From Eqs. (4) and (5) we
can see that the spectral position (Ec) of the cavity mode (absorption peak) can be
tuned by changing the incident angle (θ) of the excitation light and thereby, the
in-plane wavevector (k∥) [19]. Such dispersion in the cavity absorption is plotted
as a contour map in Figure 1(c) for the cavity shown in Figure 1(b).

In light-matter coupling studies, the organic molecules are doped in the
polymer layer sandwiched between the cavity mirrors and the cavity mode is
spectrally tuned with the molecular absorption or emission. The weak [PIV] and
strong [PVI] coupling between organic molecules and optical cavities are covered
in Chapter 4.

1.2 Confined light using plasmonic nanostructures

Light can also be confined using plasmonic nanostructures which are metallic
systems with subwavelength dimensions. The collectively oscillating conduc-
tion electrons in metals, i.e., plasmons, can be excited by shining light on such



15

metallic nanostructures. The resulting plasmonic modes are visible in the opti-
cal spectra of the metallic system and usually manifest a strong enhancement of
electromagnetic field in the vicinity of the structure [24]. In other words, the con-
finement of light (Q/Vm) in plasmonic nanostructures is often better compared
to the planar FP cavities. The type of the excited plasmonic mode depends on
the nanostructure geometry. For example, surface plasmon polariton (SPP) and
localized surface plasmon (LSP) modes can be excited at a flat metal/dielectric
interface and in a metal nanoparticle (NP), respectively, [24] while periodic struc-
tures such as metal NP arrays can sustain plasmonic surface lattice resonance
(PSLR) mode [25].

In a metal-dielectric interface, if the dielectric has a positive and real per-
mittivity while the metal has a complex dielectric function with a negative real
part, the SPP modes can be excited using the transverse magnetic (TM or p) po-
larized excitation light coupled through a prism [24, 26] as depicted in Figure
2(a). The excited SPP modes are electromagnetic surface waves hybridized with
the oscillating electrons in the metal, i.e., plasmons. They are propagating at the
metal-dielectric interface with a decay in the transverse direction like an evanes-
cent field [24] as shown by the near-field (|E|2) profile (dark red curve) in Figure
2(a) for gold (Au). Such modes can be excited and detected in angular scheme,
i.e., using p-polarized monochromatic light for excitation and recording the at-
tenuated total reflection (ATR) over a broad range of incident angles higher than
the critical angle of total internal reflection [26]. The blue curve in Figure 2(b) de-
picts such angle-dependent reflectivity where the SPP mode is profound as a dip.
The SPP modes can also be excited and recorded in spectral scheme, i.e., using a
broadband white light source (p-polarized) for excitation at a fixed incident angle
while the reflectivity is measured over a wide spectral range [26]. The dark red
curve in Figure 2(b) represents such wavelength-dependent reflectivity (spectral
reflectance) where the dip in the curve is the signature of the SPP mode. Like the
FP cavity mode, the SPP mode (reflectance dip) shows in-plane dispersion [24]
as shown in Figure 2(c) and its spectral position can be tuned by changing the
excitation angle [26].

Interaction of light with a metal nanoparticle (NP) having a subwavelength
size can excite the LSP mode without any phase-matching condition (e.g., prism
coupling) and hence, via direct illumination [24]. For a Au NP (radius r), signa-
ture of such LSP mode is profound as a peak in the extinction spectrum as shown
in Figure 2(d) and the near-field (|E|2) around the NP enhances at the LSP peak
due to the localized nature of such mode [24].

The optical response of a NP array drastically differs from the response of
the individual NPs present in that array. Figure 2(e) schematically illustrates a
square array of Au NPs (radius r) having a period D in both x and y directions.
The choice of lattice period D is important here since the PSLR mode can only be
excited if D > λRA where λRA = nsλLSP is the spectral position of the Rayleigh
anomaly with ns as the refractive index of the surrounding medium, and λLSP
as the extinction peak (LSP mode) of the individual NPs [27]. Eventually, the
PSLR mode is always found as a sharp peak in the extinction spectrum at a
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FIGURE 2 (a) Near-field (|E|2) profile of the SPP mode with a schematic of the prism-
coupled excitation. (b) Angular (blue) and spectral (dark red) reflectivity of
the prism where the dip is due to the excitation of a SPP mode. (c) Dispersion
in the attenuated total reflection (ATR) of the SPP mode plotted as a contour
map. (d) Schematic of a metal NP (radius r) along with its extinction spec-
trum and the near-field (|E|2) distribution around it at the extinction peak. (e)
Schematic of a square array (period D) of metal NPs (radius r) along with the
extinction spectrum of the array and the near-field (|E|2) distribution around
a NP in that array at the sharp PSLR peak. The vertical dashed line depicts
the spectral position of the Rayleigh anomaly.

higher wavelength than the LSP mode of the individual NPs (broad peak) and
the Rayleigh anomaly (vertical dashed line) [25, 27] as shown in Figure 2(e). Like
the LSP mode, the PSLR mode can be excited by direct illumination and the near-
field (|E|2) around the NPs present in the array enhances at the PSLR peak [25] as
depicted in Figure 2(e). In general, the near-field enhancement (|E|2) due to the
PSLR mode is stronger than that of the LSP mode [25].

In light-matter coupling applications, the organic molecules are deposited
on the plasmonic nanostructures while the plasmonic modes are spectrally tuned
with the molecular responses. The study on the localized [PI, PII] and propagat-
ing [PIII] plasmonic modes when weakly coupled to the organic molecules is
summarised in Chapter 3.



17

1.3 Confined light using excitonic nanostructures

Even though plasmonic nanostructures outperform photonic nanostructures in
confining and enhancing light, they exhibit absorption losses which limit their
optical performance. In this regard, Frenkel exciton based organic thin films are a
potential alternative. Such thin films are usually made of polymer doped with ex-
citonic molecules and can possess plasmon-like modes in the visible wavelengths
with low losses when the doping concentration is high enough [28, 29]. This
type of organic excitonic materials can support surface exciton polariton (SEP,
analogous to SPP), localized surface exciton (LSE, analogous to LSP), and exci-
tonic surface lattice resonance (ESLR, analogous to PSLR) modes at the organic
film/dielectric interfaces [28, 29], in the excitonic NPs [29], and in the excitonic
NP arrays [30], respectively.
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FIGURE 3 Real (Re{ϵ}) and imaginary (Im{ϵ}) parts of the dielectric function (ϵ) of
TDBC J-aggregates with Re{ϵ} of Au in the inset.

To understand how surface excitonic modes originate in excitonic nanos-
tructures, we should look into the complex-dispersive permittivity, ϵ(ω), of the
excitonic materials. The surface plasmon modes originate in metals when their
permittivity has a negative real part, i.e., Re{ϵ(ω)} < 0. The criteria for the
SPP and the LSP modes are Re{ϵ(ω)} < −1 and Re{ϵ(ω)} < −2 , respec-
tively [29]. For Au, spectral region where Re{ϵ(ω)} < 0 covers the entire visible
spectrum [31] as shown in the inset of Figure 3. Therefore, to support any surface
exciton mode, the excitonic materials should have at least Re{ϵ(ω)} < 0. Only
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few organic molecules that have strong transition dipole moment along with nar-
row absorption linewidth can sustain such surface excitonic modes [28]. Their
negative Re{ϵ(ω)} regime is always spectrally located at energies just above their
strong excitonic absorption band [28, 29]. Figure 3 illustrates an example of such
scenario for TDBC J-aggregates [29] where its Re{ϵ(ω)} is negative only in a nar-
row spectral regime at energies higher than its material absorption.

Optical properties of the surface excitonic modes (SEP, LSE, and ESLR) are
mostly similar to their plasmonic analogs (SPP, LSP, and PSLR). For example, if
we replace the material of the nanostructures presented in Figure 2 from Au to
TDBC J-aggregates, we will get almost similar results, however, with better con-
finement of light (Q/Vm) and less material losses [PVII]. Chapter 5 summarizes
the findings on how the surface excitonic modes can be implemented [PV] in
light-matter coupling applications [PVII], and how such modes behave in weak
and strong coupling regimes [PVIII].

Chapter summary

To summarise, this thesis reports weak and strong coupling between organic
molecules and confined light achieved through different optical nanostructures.
Chapter 2 briefly explains the methods to design, fabricate, and characterize such
nanostructures. Chapter 3, Chapter 4, and Chapter 5 summarize findings on the
plasmonic, photonic, and excitonic nanostructures, respectively, when weakly
and/or strongly coupled to the organic molecules. Chapter 6 concludes the thesis
followed by a list of cited references and the appended publications included in
this thesis.



2 DESIGN, FABRICATION, AND
CHARACTERIZATION OF OPTICAL
NANOSTRUCTURES

Optical nanostructures can be photonic, plasmonic, or excitonic depending on
what type of electromagnetic or optical resonance they possess. Realization of
such nanostuctures in application-specific purposes requires optimal design or
modelling, precise fabrication, and accurate characterization. In this chapter,
methods and techniques relevant to design, fabrication, and characterization of
nanostructures are briefly discussed.

2.1 Design of nanostructures

In this thesis, nanostructures are designed and optimized using transfer matrix
method (TMM) [32–34], Mie theory [35–37], coupled dipole method [30], finite-
difference time-domain (FDTD) method [38,39], and finite element method (FEM)
[40, 41]. The methods are briefly explained in the following subsections.

2.1.1 Transfer matrix method (TMM)

Nanofilms, i.e., thin films with sub-wavelength thicknesses, are an important
class of nanostructures. In this thesis, nanofilms are used to develop optical coat-
ings [PV], planar microcavities [PIV, PVI], and resonant substrates [PVII] while
TMM [32–34] implemented in MATLAB [42] is used to model those nanofilm
based systems and to optimize their optical responses (reflection, transmission,
and absorption).

To understand the basic formalism of TMM [32], lets consider a simple
model of a stratified medium, i.e., a multilayer stack consisting of two nanofilms
on a substrate in air (Figure 4). The refractive index of the j-th layer is nj while
the four layers are substrate (j = 1), film-X (j = 2), film-Y (j = 3), and air (j = 4)
from right to left in Figure 4. For simplicity, lets assume normal incidence of light
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from air. To calculate the reflection/transmission coefficients, one has to consider
the continuity of the electric field amplitudes and their derivatives at all inter-
faces [32]. From the continuity equations one can form transfer matrices for each
interface to calculate the total reflection/transmission. For the interface z3 (Air to
film-Y), the transfer-matrix relation takes a form as

M(n4, z3)

[
1
r

]
= M(n3, z3)

[
C
D

]
, (6)

where the transfer-matrix M(nj, zq) is

M(nj, zq) =

[
e−ik0njzq e+ik0njzq

nje−ik0njzq −nje+ik0njzq

]
(7)

with k0 as the wave vector in free space. For the interface z2 (film-Y to film-X),
the transfer-matrix relation becomes

M(n3, z2)

[
C
D

]
= M(n2, z2)

[
A
B

]
, (8)

while for the last interface z1 (film X to substrate), it is

M(n2, z1)

[
A
B

]
= M(n1, z1)

[
t
b

]
, (9)

where r and t are the reflection and transmission coefficients, respectively [32].
The field amplitudes at different layers are A, B, C, D, and b as shown in Figure
4.

Considering the whole multilayer structure (four layers) as a cascaded sys-
tem and using Eqs. (6) to (9), one can derive[

1
r

]
= M

[
t
b

]
, (10)

where M represents the transfer matrix of the whole system described as

M = [M(n4, z3)]
−1M(n3, z3)[M(n3, z2)]

−1M(n2, z2)[M(n2, z1)]
−1M(n1, z1). (11)

Since the excitation is considered coming from air, the backside incidence
coefficient (b) is zero. Hence, Eq. (10) becomes[

1
r

]
= M

[
t
0

]
=

[
M11 M12
M21 M22

] [
t
0

]
. (12)

Solving Eq. (12) for r and t yields

t =
1

M11
(13)

and
r =

M21

M11
. (14)
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The total reflection (R) and transmission (T) of the multilayer are then

R = |r|2 (15)

and
T =

n1

n4
|t|2, (16)

while the absorption (A) is calculated as A = 1 − R − T [32].
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FIGURE 4 Transfer matrix method (TMM) for a stratified medium.

2.1.2 Mie theory

Nanoparticles are another important class of nanostructures. In this thesis, sen-
sors and resonators are developed using nanoparticles with spherical shape, i.e.,
using homogeneous [PVII] and core-shell [PVIII] nanospheres. In both cases, Mie
theory [35–37] implemented in MATLAB is used to model those nanospheres and
to optimize their optical responses (scattering, extinction, and absorption).

To understand the basic formulation of Mie theory, lets consider a homo-
geneous nanosphere first. The radius of the nanosphere is r while its complex-
dispersive refractive index is nm(λ). The nanosphere is surrounded by a dielectric
medium of refractive index nd (non-dispersive). For an excitation wavelength λ,
the wave vector (kd) is then kd = 2πnd/λ. The Mie parameters used in the fol-
lowing formulation are m = nm(λ)/nd, v = kdr, and w = mv. The scattering
(σsca), extinction (σext), and absorption (σabs) cross-sections of the nanosphere can
be derived as

σsca =
2π

k2
d

∞

∑
j=1

(2j + 1)(|aj|2 + |bj|2), (17)

σext =
2π

k2
d

∞

∑
j=1

(2j + 1)Re{aj + bj}, (18)

and
σabs = σext − σsca, (19)
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where aj and bj are the Mie coefficients. To attain numerical convergence, it is
sufficient to consider the sum over j from j = 1 to j = N where N = v + 4v1/3 + 2
[36, 37]. The scattering (Qsca), extinction (Qext), and absorption (Qabs) efficiencies
are then Qsca = σsca/cgeo, Qext = σext/cgeo, and Qabs = σabs/cgeo, respectively,
where cgeo is the geometrical cross-section of the nanosphere, i.e., cgeo = πr2 for a
spherical NP [36, 37].

The Mie coefficients aj and bj in Eqs. (17) and (18) can be described as

aj =
mψj(w)ψ

′
j(v)− ψj(v)ψ

′
j(w)

mψj(w)ξ
′
j(v)− ξ j(v)ψ

′
j(w)

(20)

and

bj =
ψj(w)ψ

′
j(v)− mψj(v)ψ

′
j(w)

ψj(w)ξ
′
j(v)− mξ j(v)ψ

′
j(w)

, (21)

where

ψj(x) =
√

πx
2

Jj+1/2(x), (22)

ξ j(x) =
√

πx
2
[Jj+1/2(x) + iYj+1/2(x)], (23)

ψ
′
j(x) = ψj−1(x)− j

x
ψj(x), (24)

and
ξ
′
j(x) = ξ j−1(x)− j

x
ξ j(x). (25)

In Eqs. (22) and (23), Jj and Yj are the Bessel functions of the first and second
kind, respectively. In Eqs. (20) to (25), ψj and ξ j are the Riccati-Bessel functions
while ψ

′
j and ξ

′
j are their first order derivatives [36, 37].

For a core-shell nanosphere, however, the Mie theory becomes a bit cum-
bersome. Lets consider a core-shell nanosphere having a core with radius r1 and
a shell (coating) with thickness t. The shell outer radius is then r2 = r1 + t. The
complex-dispersive refractive indices for the core and shell are n1 and n2, respec-
tively. The coated nanosphere is surrounded by a dielectric medium of refractive
index nd (non-dispersive). For an excitation wavelength λ, the wave vector (kd) is
again kd = 2πnd/λ. The Mie parameters used in the formulation are m1 = n1/nd,
m2 = n2/nd, v1 = kdr1, v2 = kdr2, w1 = m1v1, w2 = m2v1, and w3 = m2v2 [36].

The scattering (σsca), extinction (σext), and absorption (σabs) cross-sections of
the core-shell nanosphere can still be calculated from Eqs. (17) to (19) where only
the Mie coefficients aj and bj are now changed. The sum over j is now restricted
from j = 1 to j = N where N = v2 + 4v1/3

2 + 2. The scattering (Qsca), extinction
(Qext), and absorption (Qabs) efficiencies can also be calculated similarly like the
case for homogeneous nanosphere except the fact that cgeo is now πr2

2 [36].
The Mie coefficients aj and bj for core-shell nanosphere are now

aj =
ψj(v2)[ψ

′
j(w3)− Ajχ

′
j(w3)]− m2ψ

′
j(v2)[ψj(w3)− Ajχj(w3)]

ξ j(v2)[ψ
′
j(w3)− Ajχ

′
j(w3)]− m2ξ

′
j(v2)[ψj(w3)− Ajχj(w3)]

(26)
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and

bj =
m2ψj(v2)[ψ

′
j(w3)− Bjχ

′
j(w3)]− ψ

′
j(v2)[ψj(w3)− Bjχj(w3)]

m2ξ j(v2)[ψ
′
j(w3)− Bjχ

′
j(w3)]− ξ

′
j(v2)[ψj(w3)− Bjχj(w3)]

, (27)

where

Aj =
m2ψj(w2)ψ

′
j(w1)− m1ψ

′
j(w2)ψj(w1)

m2χj(w2)ψ
′
j(w1)− m1χ

′
j(w2)ψj(w1)

(28)

and

Bj =
m2ψj(w1)ψ

′
j(w2)− m1ψj(w2)ψ

′
j(w1)

m2χ
′
j(w2)ψj(w1)− m1ψ

′
j(w1)χj(w2)

(29)

with an additional Riccati–Bessel function χj and its first order derivative χ
′
j as

χj(x) = −xYj(x) (30)

and
χ

′
j(x) = χj−1(x)− j

x
χj(x). (31)

The other Riccati–Bessel functions and their first order derivatives, i.e., ψj, ξ j, ψ
′
j,

and ξ
′
j are identical with the case for homogeneous nanosphere, i.e., as described

in Eqs. (22), (23), (24), and (25), respectively [36].
Considering m1 = m2 gives Aj = Bj = 0 leading to the scenario where Eqs.

(26) and (27) reduce to Eqs. (20) and (21) which is the case for the homogeneous
sphere [36].

2.1.3 Coupled dipole method

Nanoparticle arrays with well-defined periodicity are also an important class of
nanostructures. In this thesis, sensors and resonators are developed using spher-
ical nanoparticle arrays, i.e., using nanosphere arrays [PVII] where the coupled
dipole method [30] implemented in MATLAB is used to model those arrays and
to optimize their optical responses (scattering, absorption, extinction, and trans-
mittance).

To realize the coupled dipole approach [30], lets start from an individual
dipole, i.e., a single nanosphere with its radius as r and its complex-dispersive
dielectric function as ϵm. The nanosphere is surrounded by a non-dispersive
medium having a dielectric constant ϵd. In quasi-static limit [API], i.e., when
the excitation wavelength (λ) is very large compared to the nanoparticle size (2r),
the polarizability of the nanosphere can be written as

α0 =
4π

3
r3 ϵm − ϵd

ϵd + L(ϵm − ϵd)
, (32)

where L is a geometrical shape factor and for a sphere, L = 1/3. To obtain a more
generalized version of the polarizability beyond the quasi-static limit [API] (i.e.,
when λ ≫ 2r is not valid), one has to consider corrections on the quasi-static
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polarizability (α0) for dynamic depolarization and retardation. In modified long-
wavelength approximation (MLWA), the corrected polarizability (α1) becomes

α1 = α0

[
1 −

ik3
d

6π
α0 −

k2
d

4πr
α0

]−1

(33)

with kd = 2πnd/λ and nd =
√

ϵd [30].
Now, lets assume a two dimensional array of such nanospheres with a lat-

tice period D in both x and y directions. In coupled dipole method, nanoparticles
present in an array are collectively considered as coupled dipoles where each
nanoparticle is treated as a single dipole. The collective polarizability of such
array, i.e., the array polarizability (α2) can be described as

α2 =
1

α−1
1 − S

(34)

with the lattice sum S as

S =
1

4π ∑
j

eikdrj

[
(1 − ikdrj)(3 cos2 θj − 1)

r3
j

+
k2

d sin2 θj

rj

]
, (35)

where rj and θj are the polar coordinates of the j-th nanoparticle (dipole) from the
central nanoparticle (origin) in an array [30].

The absorption (σabs), scattering (σsca), and extinction (σext) cross-sections of
the array are then calculated as [36]

σabs = kd Im{α2}, (36)

σsca =
k4

d
6π

|α2|2, (37)

and
σext = σabs + σsca, (38)

while the transmittance (T) of the array can be calculated from the extinction [43]
using the relation

σext = D2(1 − T). (39)

2.1.4 Finite-difference time-domain (FDTD)

Nanostructures with arbitrary shapes, aperiodic arrangements, and complex de-
signs cannot be modelled using TMM, Mie theory, or coupled dipole method.
Moreover, these methods are often unable to provide information on the electric
and magnetic fields, such as enhancement and confinement of the near-field, in
a straightforward way. In these cases, Maxwell equations need to be solved rig-
orously and FDTD [38, 39] is a common approach to do it. In this thesis, FDTD
is used to design optimal gratings [PIII], planar cavities [PIV, PVI], and resonant
substrates [PVII, PVIII] by using the method implemented in Ansys Lumerical
FDTD solver [44].
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To understand the basic formalism of FDTD [38], lets consider the Maxwell
equations in differential form as

∇× H =
∂D
∂t

+ J, (40)

∇× E = −∂B
∂t

, (41)

∇ · D = ρ, (42)

and
∇ · B = 0, (43)

where J is the source current and ρ is the charge density. In FDTD approach, Eqs.
(40) to (43) are solved using Yee algorithm [39] by discretizing the time and space.
The cartesian space (x, y, and z) is discretized as a grid of rectangular cells with
side lengths ∆x, ∆y, and ∆z while the time (t) is discretized in steps of ∆t. In Yee
algorithm, the field components take a form as

E(x, y, z, t) = En(j, k, l), (44)

where x = j∆x, y = k∆y, z = l∆z, and t = n∆t with j, k, l, n ∈ N. Using this
notation one can write the x-component of Eq. (41) in a discretized form as

Bn+0.5
x (j + 0.5, k, l) = Bn−0.5

x (j + 0.5, k, l)

− ∆t
∆y

[
En

z (j + 0.5, k + 0.5, l)− En
z (j + 0.5, k − 0.5, l)

]
+

∆t
∆z

[
En

y (j + 0.5, k, l + 0.5)− En
y (j + 0.5, k, l − 0.5)

]
. (45)

In Eq. (45), the magnetic field (B) at the time step n + 0.5 is updated from the
magnetic field (B) at the time step n − 0.5 and the electric field (E) at the time step
n in a leapfrog manner. For other components of Eq. (41), the electric field (E) at
the time step n+ 1 can be updated from the electric field (E) at the time step n and
the magnetic field (B) at the time step n + 0.5. Such procedure can be generalized
to compute the electromagnetic field at all times over the whole computational
grid [38].

Proper discretization of time and space is essential in FDTD to attain highly
accurate results. The finer the discretization, the higher the accuracy in results,
however, in expense of long computation time and demanding computational
resources. As a thumb rule, the spatial discretization ∆x, ∆y, and ∆z should be
smaller than λ/20 where λ is the excitation wavelength. The temporal discretiza-
tion should satisfy the Courant condition described as

c∆t ≤ 1√
1

(∆x)2 +
1

(∆y)2 +
1

(∆z)2

, (46)

where c is the velocity of light [38].
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The basic workflow of FDTD method contains multiple steps. At first, a
nanostructure and its surroundings (substrate and superstrate) are designed as
geometrical objects. Then, the material properties (permittivity and refractive in-
dex) are added to the objects. After that, the computational region is defined
and suitable boundary conditions are added to the design. For periodic struc-
tures, periodic boundary conditions are used. For single nanostructures and ape-
riodic structures, perfectly matched layers are used. The next step is meshing,
i.e., discretizing the computational region uniformly or non-uniformly, i.e., finer
mesh in the region of interest and relatively coarse mesh elsewhere. Then, a light
source is added depending on the type of the excitation, i.e., a plane wave source
for broadband illumination, a Gaussian wave source to mimic a laser pulse, and
dipole sources for quantum emitters. The last step is adding power monitors for
collecting spectra and field monitors for extracting electromagnetic field informa-
tion. The near-field information can be collected by placing a field monitor very
close to the nanostructure [45].

2.1.5 Finite element method (FEM)

Maxwell equations can be solved rigorously also by using FEM [40, 41] as an
alternative of FDTD method. The basic workflow of FEM is similar to FDTD
except the fact that Maxwell equations are solved in frequency domain [38]. In
this thesis, FEM is used to model and optimize oligomer nanostructures [PI, PII]
implemented in COMSOL Multiphysics FEM solver [46].

To grasp a simple picture of FEM, lets consider the one dimensional Pois-
son’s equation expressed as

−u”(x) = f (47)

in (0, 1) where the boundary condition is u(0) = u(1) = 0. To find a solution of
u using FEM for a source function f , one has to consider a weak form of Eq. (47)
described as ∫ 1

0
u′(x)v′(x) dx =

∫ 1

0
f v(x) dx (48)

where v is a test function defined in a domain Λ. The solution of Eq. (48) can be
approximated by truncating the problem into a finite element (subdomain) Λh ⊂
Λ. In other words, to find a solution of uh ∈ Λh for a source function f , we need
to solve ∫ 1

0
u′

h(x)v′(x) dx =
∫ 1

0
f v(x) dx (49)

for all v ∈ Λh [40, 41].
In order to numerically solve Eq. (49), one needs to define uh and vh in terms

of basis functions as

uh =
n

∑
j=1

β j φj (50)

and

vh =
n

∑
i=1

φi (51)
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where φj and φi are the basis functions while β j is the basis coefficient. Inserting
the basis forms of uh and vh in Eq. (49) yields

n

∑
j=1

β j

∫ 1

0
φ′

j φ
′
i dx =

∫ 1

0
f φi dx (52)

for each i = 1, . . . , n. From this point, a system of linear equations for β j can be
developed and can be expressed in a matrix form as

β = A−1b (53)

with

Aij =
∫ 1

0
φ′

j φ
′
i dx (54)

and

bi =
∫ 1

0
f φi dx (55)

where A is the system matrix and β is the solution vector. The majority of the
elements in the system matrix (A) are zero since each subdomain is connected
to only a few neighboring subdomains (finite elements). In other words, A is a
sparse matrix and can be solved numerically using a sparse matrix solver. For two
and three dimensional cases, the subdomains can be triangles and tetrahedrons,
respectively [40, 41].

In practice, FEM and FDTD are equivalent for designing nanostructures.
However, FEM can provide triangular and tetrahedral mesh cells which are often
better to model anisotropy and critical geometries compared to the rectangular
and cubic cells of FDTD method [38].

2.2 Fabrication of nanostructures

Practical implementation of nanostructures requires precise fabrication of such
structures as per their optimized design parameters. In this thesis, fabricated
nanostructures can be classified into two categories - multilayer structures, i.e.,
coatings [PV] and planar cavities [PVI], and patterned structures, i.e., oligomers
[PI] and gratings [PIII]. The fabrication techniques used to develop these nanos-
tructures are thermal evaporation [47], spin coating [47], electron-beam lithog-
raphy [48, 49], and etching [47, 50], which are briefly explained in the following
subsections.

2.2.1 Thermal evaporation

Thermal evaporation is a physical vapor deposition (PVD) technique typically
used to fabricate thin films (nanofilms) of metals on top of a desired substrate
(e.g., glass or silicon). Figure 5 depicts a schematic diagram of the thermal evap-
oration process. In thermal evaporation, a source material in solid form (melt)
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FIGURE 5 Schematic diagram of a thermal evaporator.

is vaporized atom by atom to deposit on the substrate. The deposition happens
at a controlled rate to attain a target thickness of the deposited thin film. The
source material is vaporized using thermal energy provided either by resistive
heating (filament) or by a tightly focused electron beam (e-beam). The temper-
ature of the melt is increased up to a point where it starts to evaporate. A high
vacuum environment (10−8 − 10−9 mbar pressure) is maintained inside the evap-
oration chamber using a vacuum pump to avoid formation of any oxides or ni-
trides due to the presence of any background gases. In addition, the substrate is
kept at a distance from the melt no longer than the mean free path of the evap-
orated atoms (evaporant) to ensure no collision between the evaporant and the
background gas molecules during transit from melt to substrate. The substrate is
usually positioned above the melt so that the vapor (evaporant) produced during
evaporation can condense on the substrate to form a uniform thin film [47].

The evaporation rate (ZA), i.e., the number of atoms leaving the melt surface
depends on the binding energy of the source material as well as its temperature
and can be expressed as

ZA ∝
P√

M × T
, (56)

where P is the vapor pressure, T is the vapor temperature, and M is the molar
mass. The deposition rate (r) on the substrate can be calculated from ZA as

r =
ZA

ρ
M×NA

, (57)

where ρ is the density of the source material (melt) and NA is the Avogadro num-
ber. In practice, thermal evaporation systems contain a quartz crystal control unit
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for monitoring the deposition rate in real time to obtain the target thickness of the
deposited film [47].

In resistance-heated evaporation, the thermal energy is provided through
a resistive heating filament where a flow of large direct current through the fil-
ament (controlled by a power supply) is used to increase the temperature. The
pellets of melt are kept on a cup made of materials with high melting points
(tungsten or molybdenum) to ensure that the cup will not deform or evaporate
during the evaporation of melt. In resistive heating, the temperature is highest
at the filament and at the bottom of the melt while its lowest at the melt surface
which is the actual region of interest. Eventually, such approach is cheap, simple
but less efficient [47].

Electron-beam evaporation is a more sophisticated way of providing ther-
mal energy to the melt. In this process, an electron-beam emitter (controlled by
a power supply) is used to generate an electron beam (e-beam) which is then
guided to the top of the melt (melt surface) with the help of several beam forming
plates, deflectors and electromagnets. The magnets are used to adjust the beam
spot and to sweep the beam. The pellets of melt are kept on a crucible which is
water cooled. In e-beam heating, the temperature is highest at the melt surface
while lower in the bulk material and crucible. Consequently, this approach pro-
vides better material purity than the resistive heating, however, is more expensive
to operate [47].

In this thesis, thermal e-beam evaporation is used to develop thin metal-
lic layers for fabrication of nanoparticles [PI], gratings [PIII], and cavity mir-
rors [PVI].

2.2.2 Spin coating

Spin coating is a common procedure to develop polymer based organic thin films
(nanofilms) on top of a substrate from the spin solution containing the polymer
dissolved in a liquid solvent. In this process, the substrate is placed inside the
spinner on a motorized rotating stage and kept there by a vacuum chuck. After
that spin coating happens in four phases, i.e., dispense, spreading, thin-out, and
evaporation. Figure 6 shows the first three phases of the spin coating process. In
the dispense phase, the spin solution is dispensed on top of the substrate through
a pipette or syringe. The amount of the dispensed solution has no effect on the
film thickness as far as the amount is ample to cover the substrate area in the fol-
lowing phases. In the spreading phase, the substrate is spun with a low speed to
ensure spreading of the dispensed fluid covering its entire surface. Spinning with
low speed will incur angular acceleration and the fluid will experience a tangen-
tial force. In addition, due to the angular velocity, the fluid will also experience a
centrifugal force acting radially. As a result, the fluid will flow in a spiral trajec-
tory towards the edge opposite to the rotation as shown in Figure 6. In thin-out
phase, the substrate is spun at full speed. Consequently, the angular acceleration
drops to zero so as the tangential forces resulting in a radially outward motion
of the fluid (Figure 6). Eventually, the film will thin out and its thickness will
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FIGURE 6 Different phases of the spin coating process.

reach a steady-state. In the evaporation phase, the rest of the solvent will evap-
orate (solvent evaporation happens in all phases of spin coating) and hence, the
film viscosity will increase. At this stage, the film thickness will saturate and will
not change even if the spinning continues. After the evaporation phase, often the
spin-coated film is baked at a high temperature to harden the polymer [47].

The thickness of a spin-coated film depends on the spin speed and the vis-
cosity of the spin solution [47]. To achieve a target thickness, the spin speed
should be optimized with the help of a calibration curve, i.e., a plot of film thick-
ness as a function of spin speed. Figure 7 illustrates an example of a calibration
curve for a generic polymer film. To construct such a calibration curve, multiple
spin-coated films should be produced using different spin speeds with identical
spin solution (same viscosity) and their thicknesses should be measured to plot
the trend. From Figure 7, it is clear that for a constant viscosity of the spin solu-
tion, the coated films will be thick if the spin speed is very low and the thickness
will drop rapidly if the spin speed increases. However, after a certain spin speed,
the thickness will saturate and further reduction in thickness is only possible by
reducing the viscosity of the spin solution (i.e., diluting the polymer in solvent).
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FIGURE 7 Calibration curve of the spin coating process for a generic polymer.
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In this thesis, spin coating is used to coat resists before e-beam patterning
for oligomers [PI] and gratings [PIII], and to produce molecular films [PV] and
doped cavities [PVI].

2.2.3 Electron-beam lithography and lift-off process

Electron-beam lithography (EBL) is a fabrication technique to pattern nanostruc-
tures on top of a substrate using a focused electron-beam (e-beam). The substrate
is coated with an electron-sensitive material called resist and after exposure to the
e-beam, the solubility of the resist changes in the exposed areas. For a positive
resist (e.g., polymethyl methacrylate or PMMA), the polymer chains break due to
exposure in the exposed areas and the exposed part of the resist will dissolve dur-
ing the development process. Therefore, only the resist in the unexposed areas
will remain after development. For a negative resist (e.g., SU-8 from Microchem),
the polymer chains cross-link due to exposure in the exposed areas and the un-
exposed part of the resist will dissolve during the development process. Hence,
only the resist in the exposed areas will remain after development. The e-beam
scans the coated substrate guided by the pattern generator where the desired de-
sign parameters are loaded.

Electron source

Anode

Beam blanking plates

Focusing, deflection,

and scanning coils

Sample

Stage

Electron beam

FIGURE 8 Schematic diagram of an electron beam lithography (EBL) system.

An EBL system consists a chamber, an electron gun, and a column with
electro-optic elements. Figure 8 depicts a simplified schematic diagram of an EBL
system. The e-beam generated by the electron source (gun) traverses through an
anode and a pair of beam blanking plates. After that, electro-optics elements, i.e.,
focusing, deflection, and scanning coils are used to accelerate, control, focus, and
deflect the e-beam to write the pattern on the sample (resist-coated substrate).
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The sample is usually inserted into the EBL chamber through a loadlock, and
placed on a stage equipped with accurate positioning and precise movements. A
high vacuum is maintained inside the EBL chamber using vacuum pumps and
the EBL system is operated by computers containing the control unit, the pattern
generator and the operator interface [48].

In e-beam patterning, the important EBL parameters to consider are the size
of the writing field (largest exposed area without any movement of the stage),
the size of the exposure elements (subdivisions of the writing field), the stitching
conditions (stitching of areas exposed to include totally more than one writing
fields), the exposure dose (energy in terms of current applied per unit area), the
system clock (writing speed), and the beam current (number of electrons hitting
the sample per second). Calibration and optimization of these parameters are
essential to obtain high accuracy in the patterning. However, these parameters
often vary pattern to pattern depending on the desired resolution, resist type, and
density/dimension/fineness of the pattern. Another important factor to consider
in EBL is the proximity effect, i.e., creation of unwanted features during pattern-
ing due to multiple elastic and inelastic scattering of electrons after hitting the
sample surface. Usually, high acceleration voltage is used to minimize the prox-
imity effect [48].

To pattern a nanostructure, the optimized design is imported into the EBL
system through a CAD tool. A fracturing process is employed to convert the
design into a pattern data file containing patterning instructions required by the
pattern generator for directing and scanning the e-beam. The drawing substrate
(sample) is usually conducting or semiconducting to conduct the electrons from
the e-beam to ground. For insulating substrates, to avoid charging of the sample
during exposure which might incur inaccuracy in patterning, a thin layer of metal
or conducting polymer is added on top of the resist. At this point, performing a
calibration sequence is essential to optimize the EBL parameters. Such sequence
includes electron gun and column alignment, writing field calibration, and ad-
justment of beam current, beam focus, and astigmatism. After that the sample
can be exposed to the e-beam. During patterning, the EBL software moves the
stage and separates the pattern in corresponding writing fields as per require-
ments [48].

In EBL, the so-called lift-off process usually involves the patterning, the sub-
sequent development phase, deposition, and the final lift-off. Figure 9 illustrates
a flowchart for fabrication of metal nanostructures on a dielectric substrate. The
process starts with a cleaned substrate (e.g., fused silica). First, the substrate is
coated with a positive e-beam resist, e.g., PMMA, by spin coating (see Section
2.2.2). Then, the coated substrate is exposed to the e-beam for patterning. After
that, the patterned substrate is developed by submerging it into a developer so-
lution. Consequently, only the PMMA in the unexposed area will be left after the
development. The next step is metallization, i.e., depositing metal (e.g., gold) on
top of the developed substrate by thermal evaporation (see Section 2.2.1). The
last step of the lift-off process is submerging the metallized substrate into a re-
sist stripper (e.g., acetone for PMMA). Eventually, the PMMA with the metal on
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FIGURE 9 Flowchart for fabrication of metal nanostructures on a dielectric substrate.

top of it will dissolve and only the metal directly on top of the substrate will
remain [49].

In this thesis, EBL and the lift-off process are used to fabricate oligomers [PI]
and gratings [PIII].

2.2.4 Wet and reactive-ion etching

Etching is a method of patterning substrate by removing material from it through
chemical or/and physical processes. The etching process is purely chemical in
wet etching, while in dry etching, it can be more like a physical process. In wet
etching, a resist-coated and lithographically patterned substrate is immersed into
an etch solution and during that chemical bath, the etch liquid reaches to the
substrate material through the openings in the resist pattern to etch it. The etch
solution should be selected such a way that it will only etch the target material
but neither the resist on top nor the bulk substrate underneath and hence, the
resist will work as an etch mask. The etch selectivity is defined as

Selectivity =
Etch rate of the target material

Etch rate of the etch mask
(58)

and an etch solution with high selectivity is required to achieve desired etched
pattern. In wet etching, the etch selectivity is usually very high [47].

Wet etching can be isotropic or anisotropic in nature as illustrated in Fig-
ure 10. In anisotropic etching, the etching rates are different for different crystal
planes of the target material. For example, the etch rates for ⟨100⟩, ⟨110⟩, and
⟨111⟩ planes of crystalline silicon are different in potassium hydroxide (KOH) so-
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FIGURE 10 Anisotropic and isotropic wet etching processes.

lution. The ⟨100⟩ and ⟨110⟩ crystal planes are etched much faster than the ⟨111⟩
plane which is the etch-stop plane. Consequently, the anisotropically etched pat-
tern results in a hole with tapered sidewalls (see Figure 10). Such orientation-
dependent etching is often useful to maintain the resolution of the desired pat-
tern. For most amorphous or polycrystalline materials, however, wet etching is
isotropic in nature, i.e., the etch rate is same in all directions. Such etching of-
ten narrows the etched line and affects the resolution of the desired pattern. The
scenario becomes more severe when the thickness of the target material (to be
etched) is in the same order of magnitude as the dimensions of the desired pat-
tern, which is often the case in practice [47].

A more sophisticated way to perform etching is the inductively coupled
plasma reactive ion etching (ICP-RIE). It is a dry etching technique and often pre-
ferred over wet etching for patterns with demanding resolution [47, 50]. Figure
11 presents a simplified schematic diagram of the ICP-RIE system.

Gas

Substrate

Substrate power supply

ICP

power

supply

FIGURE 11 Schematic diagram of a ICP-RIE system.

In an ICP-RIE system, an inductive coil is looped around the outer walls of
the etching chamber and excited by a time-varying current controlled via ICP
power supply. The gas used for etching (e.g., oxygen or sulfur hexafluoride)
enters into the chamber from above through a nozzle with a controlled in-flow
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rate. A vacuum environment is maintained inside the chamber by controlling
the chamber pressure using pumps. Inside the vacuum chamber, the substrate
being etched is placed on a wafer electrode (cathode), while the chamber wall at
the bottom works as the grounded anode. A separate substrate power supply
is used to apply a negative DC bias voltage on the wafer electrode. The time-
varying magnetic field provided by the ICP power supply ionizes the gas and
sustains a plasma (containing positive ions and excited molecules) generated in-
side the chamber. The excited pieces act as radicals and easily react and thus
etch the substrate. The negative DC bias at the wafer electrode attracts the ions
towards the substrate and the etching is enhanced by the energy due to the ion
bombardment on the surface of the substrate. The process can be tuned to only
physical etching also by removing the chemically reacting component/gas and
using only inert gas like Argon to have only the Ar+ ions to bombard the sub-
strate away. This process is usually called sputter etching. During etching, a flow
of helium gas is often used for cooling the substrate, while volatile species pro-
duced in the process are pumped out from the chamber. The etching parameters,
i.e., ICP power, substrate power, chamber pressure, and gas flow rate should be
optimized to attain anisotropic etching with a high etch rate [47,50]. In this thesis,
gratings [PIII] are fabricated using wet and ICP-RIE etching.

2.3 Characterization of nanostructures

Fabricated nanostructures are characterized to verify the accordance between the
fabricated version and the targeted optimal design. The geometry of the fabri-
cated version is assessed by structural characterization, i.e., profilometry [51] for
measuring the thickness and scanning electron microscopy (SEM) [52] for verify-
ing the morphology. Optical characterization is employed to check the optical re-
sponses (reflection, transmission, and emission) of the fabricated nanostructures,
while Raman characterization is used to test their performance as a resonant sub-
strate in Raman spectroscopy [53].

2.3.1 Structural characterization

Stylus profilometry is a structural characterization method used to measure the
thickness and surface roughness of a fabricated nanofilm. Figure 12 shows a
schematic diagram of the stylus profilometer. In the profilometer, the vibration
isolation frame is used to isolate the measurement from external vibrations that
incur inaccuracy in the measured data. The base plate connected to the control
system with line scanning system is used to scan the substrate. The substrate is
kept on the substrate holder and both of them move during the line scan. To in-
corporate a change in surface height, the substrate often contains an artificially
made scratch (e.g., made by a scalpel) on a sacrificial region of the film (e.g., close
to the edges). During a line scan, the stylus scans the rough substrate surface and
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any change in stylus height is recorded by the displacement sensor. The comput-
erized control system is used for controlling the line scanning (speed and length),
converting the displacement sensor data (analog to digital), and data processing.
The vertical resolution of the measurement depends on the sensitivity of the dis-
placement sensor but the horizontal resolution is determined by the tip diameter
of the stylus. The surface profile (thickness and roughness) is evaluated from the
changes in stylus height in terms of arithmetical mean deviation of roughness,
maximum height of roughness, and root mean square deviation of roughness.
An optical microscope is often combined with the profilometer to facilitate se-
lective local measurements [51]. In this thesis, profilometry is used for thickness
characterization of nanofilms in [PV] and [PVI]. Examples of profilometric data
can be found in [PV].

Vibration isolation frame

Base plate with line scanning system

Substrate holder

Substrate

Stylus

Displacement

sensor

Control

system
Scan

FIGURE 12 Schematic diagram of a stylus profilometer.

Scanning electron microscope (SEM) [52] imaging is another structural char-
acterization method used to explore the morphology, i.e., shape, size, and struc-
ture of a fabricated nanostructure. The working principle and schematic of a SEM
is identical with an EBL system (see Section 2.2.3) except the fact that in SEM,
the focused e-beam is used for imaging with subnanometer resolution instead
of patterning. During the imaging, the e-beam is continuously scanned along the
substrate as stated by the name of the method. Consequently, often SEM and EBL
systems are combined to a single e-beam system operated either in the patterning
mode (EBL) or in the imaging mode (SEM).

In SEM, multiple signals are produced due to an interaction between the
focused e-beam and the substrate being imaged. Figure 13 schematically shows
such an interaction where the produced signals are secondary electrons (SEs),
backscattered electrons (BSEs), Auger electrons (AEs), and X-rays, while PEs refer
to the primary electrons impinging on the substrate surface. The SEs are recorded
by a dedicated detector and their yield heavily depends on the incident angle of
the e-beam. Therefore, they are utilized to image the shape. The yield of the BSEs
depends on the atomic number of the specimen being imaged and hence, they
are utilized to determine the composition, i.e., to observe the material contrast.
In addition to the shape and composition, elemental analysis can also be done in
SEM by recording the characteristic X-rays through an energy-dispersive X-ray
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PE

FIGURE 13 Interaction between the focused e-beam and the substrate being imaged
where the produced signals are secondary electrons (SEs), backscattered
electrons (BSEs), Auger electrons (AEs), and X-rays, while PEs refer to the
primary electrons impinging on the substrate surface.

spectrometer (EDS) attached with the SEM [52]. In this thesis, SEM is used to
characterize the morphology of the oligomers [PI] and gratings [PIII] where the
corresponding SEM images can be found.

2.3.2 Optical characterization

Bright-field reflection spectroscopy is a straightforward method to measure the
reflectivity of a nanostructure and a schematic of such set up is shown in Figure
14. In this method, the sample (nanostructure) is kept on a movable microscopic
stage and illuminated by a white light source (lamp). A polarizer is used to select
the polarization of the excitation. After passing through a beam splitter, the po-
larized incident light is tightly focused on the sample through an objective. The
same objective is used to collect the reflected light where an analyzer is used to
select the polarization of the reflected signal. The reflected light is then fed to
an optical fiber via a fiber coupler and guided to a CCD spectrometer system to
collect the reflection spectrum.

The experimental set up in Figure 14, however, fails to provide any angle-
resolved information of the optical responses. That is because, the incident light
through an objective comes at all angles and hence, precise control on the excita-
tion angle is not possible in such set up. To accurately measure the angle-resolved
reflection, transmission, and emission, a customized goniometric set up depicted
in Figure 15 is used along with a suitable light source.

In angle-resolved steady-state reflection and transmission measurements, a
white light source (lamp) is used to shine light on the samples, i.e., the nanos-
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FIGURE 14 Experimental set up for the bright-field reflection spectroscopy.

tructures. The pseudo-collimated incident light passes two pinholes (P1 and P2)
and reaches the sample. The sample is kept on the rotation axis of a 360◦ rotating
stage facing towards the incident light and the prism polarizer axis is set to the
vertical or s-polarization. By rotating the sample stage and the rotational arm, the
excitation (θ) and detection (ϕ) angles are regulated, respectively. When collect-
ing reflection, θ = ϕ, while for transmission, the rotational arm is always kept at
the transmission position as shown in Figure 15 for all θ. The reflected and trans-
mitted signals are collected using a fiber coupler connected to an optical fiber.
The collected light is then guided to a spectrometer having a monochromator
and CCD to obtain the corresponding spectra.
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FIGURE 15 Experimental set up for the angle-resolved optical spectroscopy. Adapted
from [PVI] under the license CC BY 4.0.
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In angle-resolved steady-state emission measurement, the sample is excited
by a tunable pulse laser where the temporal length of the excitation pulses (pulse
length or pulse width) is ∼ 5 ns, while the repetition rate, i.e., the number of
emitted pulses per second (inverse temporal pulse spacing) is 100 Hz. Care has
been taken on pulse energy to keep everything in a linear regime, so that the
laser can be treated as a continuous wave excitation. The laser beam is collected
into a fiber, guided to the experimental setup, and used to excite the sample with
pseudo-collimation. The other experimental settings (sample position, polariza-
tion, regulation of θ and ϕ, and the pinhole sizes) are kept exactly similar to the
reflection and transmission studies. In this work, the emission at the sample sur-
face normal is detected, i.e., ϕ = 0◦ for all θ. The collection path for the sample
emission is similar to the reflection/transmission measurements except a long
pass filter placed before the spectrometer to exclude the laser excitation (see Fig-
ure 15).

In this thesis, the bright-field reflection spectroscopy is used to measure
the reflectance of the gratings [PIII], while the angle-resolved approach is em-
ployed to measure reflection, transmission, and/or emission of the oligomers
[PI], nanofilms [PV], and doped cavities [PVI].

2.3.3 Raman characterization

Confocal Raman microscopy [53] is a common approach to evaluate the perfor-
mance of a nanostructure when employed as a resonant substrate in Raman spec-
troscopy. A confocal Raman microscope as schematically shown in Figure 16 is
usually used to carry out such measurements.

FIGURE 16 Schematic diagram of a confocal Raman microscope.

In Raman characterization, the sample is placed on a movable microscopic
stage and excited by a laser. The excitation light (blue) passes a beam splitter and
is tightly focused on the sample through a high numerical aperture objective. The
same objective is used to collect the scattered light, i.e., the Rayleigh component
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of the excitation light (blue) and the Raman-shifted (Stokes) signal (red). A notch
filter is used to exclude the Rayleigh component of the excitation light (blue) and
only the Raman signal (red) is collected via a confocal path. The collected light is
then guided to the spectrograph for recording the Raman spectrum [53]. In this
thesis, the confocal Raman microscopy is used to measure the Raman responses
of the oligomers [PI] and gratings [PIII].

Chapter summary

To summarise, this chapter briefly explains how the optical nanostructures re-
ported in this dissertation are designed, fabricated, and characterized for light-
matter coupling applications. To design nanofilms, nanospheres, and nanosphere
arrays, transfer matrix method, Mie theory, and coupled dipole method are used,
respectively, while for modelling complex and arbitrary nanostructure geome-
tries, rigorous approaches such as finite-difference time-domain and finite ele-
ment methods are employed. To fabricate planar multilayer structures (nanofilms
and nanocavities), thermal evaporation and spin coating are used, while for pat-
terned nanostructures (oligomers and gratings), electron-beam lithography, lift-
off process, and etching are further employed. The structural properties of the
fabricated nanostructures are explored using stylus profilometry and scanning
electron microscopy, while the optical properties are investigated through bright-
field and angle-resolved optical spectroscopy, and Raman spectroscopy.



3 WEAK COUPLING BETWEEN ORGANIC
MOLECULES AND PLASMONIC
NANOSTRUCTURES

In weak light-matter coupling, as mentioned in Chapter 1, molecular responses
can be influenced using confined light. In line with that this chapter summarizes
how Raman responses of the organic molecules can be enhanced using plasmonic
nanostructures possessing subradiant plasmonic modes.

3.1 Raman scattering

The size of an organic molecule is usually smaller or comparable to the wave-
length of light and consequently, they scatter light when illuminated. When a
monochromatic light (e.g., a laser beam) is used as an excitation, the light scat-
tered from the molecule contains the excitation frequency (νex) at the center of its
spectrum along with a higher and a lower frequencies. The scattered light having
the frequency νex is called the Rayleigh signal originated due to the Rayleigh scat-
tering of light, while the higher and lower frequencies are called the anti-Stokes
and Stokes signal, respectively, emerged due to the Raman scattering (RS) [54–56].

To understand the origin of RS, one can consider a simple energy diagram as
shown in Figure 17. Lets assume that an organic molecule has two vibrational en-
ergy states m and n with an energy difference between them as ∆E = h∆ν where
h is the Planck’s constant and ∆ν is the frequency difference of the states. When
the molecule is illuminated by a laser with a frequency of νex (green arrows), ma-
jority of the incident photons elastically collide with it and the scattered photons
have the same frequency (νex) as the excitation light (green). As if the molecule
goes through a transition from m or n state to a corresponding virtual state (m∗ or
n∗) and relaxes to the same state, i.e., the net energy difference between the initial
and final states is zero. This is the case of Rayleigh scattering [54–56] as shown in
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FIGURE 17 Energy diagram for Raman scattering (RS).

the middle part of Figure 17.
There is, however, a small fraction of incident photons present that inelas-

tically collide with the molecule. In that case, the scattered photons can have a
frequency (νs, red) lower than the excitation light. The lost energy (∆ν) will re-
sult in a molecular transition from the vibrational state m to the virtual state (m∗)
where the molecule relaxes to the upper vibrational state n. Such scenario orig-
inates the Stokes part of the Raman signal [54–56] as shown in the left part of
Figure 17. It can also be possible that after the inellastic collision, the scattered
photons have a frequency (νas, blue) higher than the excitation light. The pho-
tons gain this extra energy (∆ν) from a molecular transition where the molecule
is pumped from the vibrational state n to the virtual state (n∗) while relaxes to the
lower vibrational state m. This explains the emergence of the anti-Stokes part of
the Raman signal [54–56] as shown in the right part of Figure 17.

Raman response of an organic molecule can be considered as a chemical
fingerprint since Raman spectrum contains information about the vibrational or
rotational energy levels of the molecule which can further be used to determine
its atomic arrangements and bond strengths. Eventually, Raman spectroscopy is
widely used as an analytical tool in material science. In practice, however, RS is
a weak process since the Raman cross-sections (10−29 − 10−31 cm2/molecule) are
quite lower than the fluorescence cross sections (10−16 cm2/molecule) even when
the excitation light is in resonance with a real molecular transition [54–56].

One approach to enhance the RS is coherent anti-Stokes Raman scattering
(CARS) which involves a third-order nonlinear effect called four-wave mixing
(FWM) process. In CARS, an organic molecule is excited by three laser beams,
i.e., a pump (νp), a Stokes (νs), and a probe (νprb) beam. The CARS signal (νCARS)
is the enhanced anti-Stokes response of the molecule generated at the four-wave
mixed frequency as

νCARS = νp + νprb − νs, (59)

where the beat frequency (νp − νs) is tuned with a vibrational transition (νvib) of
the molecule [57–59]. Figure 18 shows a simple energy diagram of the CARS
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FIGURE 18 Energy diagram for coherent anti-Stokes Raman scattering (CARS).

process. In general, CARS signal is stronger than the RS signal, however, both RS
and CARS processes need to be enhanced for optimal Raman analysis of organic
molecules.

3.2 Weak coupling: surface enhancement

The RS and CARS signals of the organic molecules can be enhanced via surface
enhancement, i.e., an enhancement due to the presence of a resonant surface un-
derneath [4, 55, 56, 60]. From Chapter 1 we know that in metallic nanostructures,
the supported plasmonic modes can enhance and confine light at the near-field,
i.e., very close to or around the structure (see Section 1.2). Therefore, the sur-
face of the plasmonic nanostructure underneath the organic molecules can be
the resonant surface having the plasmonic modes coupled to the molecular re-
sponses [4, 55, 56, 60]. Surface enhancement is a weak coupling process since it
only enhances the Raman responses without inducing any change in the molec-
ular energy levels. In other words, the light (plasmonic modes) and the mat-
ter (molecular responses) can still be considered as two different entities where
the molecules experience the confined light (plasmonic mode) as a perturbation
aiding the amplification of the molecular Raman response without forming any
hybrid light-matter states.

The surface enhancement can have a chemical or an electromagnetic ori-
gin [56]. Here, we only focus on the electromagnetic enhancement which can be
quantified by an enhancement factor (G). In surface enhanced Raman scattering
(SERS), the enhancement factor can be formulated as

GSERS =

∣∣∣∣Eloc(νex)

E0(νex)

∣∣∣∣2 × ∣∣∣∣Eloc(νs)

E0(νs)

∣∣∣∣2 (60)

with E0 and Eloc as the electric field amplitudes of the incident light and the lo-
cal field (near-field), respectively. From Eq. (60) it is clear that to significantly
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enhance the SERS signal, the underlying plasmonic surface should support plas-
moic modes at the excitation (νex) and Stokes (νs) frequencies [60]. In surface
enhanced coherent anti-Stokes Raman scattering (SECARS), Eq. (60) extends to

GSECARS =

∣∣∣∣Eloc(νp)

E0(νp)

∣∣∣∣4 × ∣∣∣∣Eloc(νs)

E0(νs)

∣∣∣∣2 × ∣∣∣∣Eloc(νCARS)

E0(νCARS)

∣∣∣∣2 (61)

and it is apparent from Eq. (61) that the plasmonic modes need to be present
at the pump (νp), Stokes (νs), and CARS (νCARS) frequencies [61]. The near-field
intensity enhancement (NFIE) of a plasmonic mode is defined as |Eloc/E0|2 and it
is a key parameter here since the higher the NFIE at the excitation (νex and νp) and
Raman (νs and νCARS) frequencies, the higher the G, and the stronger the Raman
signals [60, 61]. Considering νex ≈ νs we get |E|4 enhancement of the Raman
signal in SERS [60] and assuming νp ≈ νs ≈ νCARS we get |E|8 enhancement in
SECARS [61]. Therefore, it is crucial to develop plasmonic nanostructures that
can provide an optimal NFIE.

3.3 Plasmonic nanostructures for SERS

The optical properties of a plasmonic nanostructure both at near- and far-field are
important for SERS. A plasmonic mode can strongly enhance and tightly confine
light at the near-field (i.e., around the structure), and hence, can provide high
NFIE leading to a large value of GSERS. On the other hand, a strong peak in the
scattering spectrum of such nanostructure enhances the intensity of the scattered
light at the far-field and hence, improves the collection of the Raman signal with
a high signal to noise ratio. Therefore, it is essential to engineer a plasmonic
mode which ensures intense interaction between the molecules and the excitation
light at νex along with a strong far-field intensity at the targeted Stokes frequency
(νs) [61]. Realizing Fano resonance [62] in a coupled plasmonic system is one way
to engineer such plasmonic modes and in [PI], it is used to facilitate SERS.

Fano resonance (FR) is an asymmetric non-Lorentzian resonance [62] and it
can be supported by a plasmonic oligomer, i.e., a cluster of metallic NPs [63–70].
In such oligomer, the size, shape, and material of the NPs as well as the interparti-
cle distance are carefully chosen so that the structure can sustain FR at the desired
spectral range. In a Fano-plasmonic oligomer, the LSP modes of the individual
NPs hybridize when the interparticle distance is very small. Such hybridization
can be a constructive interference resulting in an increase in the net dipole mo-
ment of the structure when the plasmon oscillations in all particles are in phase.
This scenario yields a broad peak in the scattering spectrum known as the su-
perradiant mode. When the plasmon oscillations in the NPs are not in phase,
a destructive interference occurs and the net dipole moment decreases. Conse-
quently, a subradiant mode emerges as a dip in the scattering profile. The depth
of this Fano dip indicates how strongly the LSP modes of the NPs are coupled and
it can be modulated by varying the interparticle distance. For a large interparticle
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gap, such dip starts to disappear while it can reach even to a plasmon-induced
transparency for a very small gap [63–71].

The subradiant mode (Fano dip) can provide a large NFIE within the nanos-
tructure due to its non-radiative nature and capability to trap energy at the in-
terparticle gaps, while the superradiant mode (Fano peak) can ensure a strong
far-field intensity [69,70]. Therefore, it is desirable to tune the Fano dip mainly at
the excitation frequency and match the Fano peak more with the targeted Stokes
region. Such strategy ensures an enhanced collection of the Raman signal at the
far-field along with an optimal interaction between the molecules and the excita-
tion energy at the near-field [61].

In [PI], two plasmonic oligomers - a trimer and a pentamer having disk
shaped NPs are used for SERS. The nanostructures are designed by FEM (see
Section 2.1.5) and fabricated using EBL followed by a lift-off process (see Section
2.2.3). The fabricated nanostructures are characterized by an angle-resolved op-
tical setup (see Section 2.3.2). Figure 19(a) shows the simulated and measured
optical responses of the fabricated trimer with its SEM image on top. The green
markings on the SEM image show its geometrical parameters where s1 = 200
nm, s2 = 100 nm, and d1 = 20 nm so as is the thickness of the nanodisks. The
signature of FR is profound in the simulated (blue curve) and experimental (red
curve) scattering spectra of the trimer where the Fano dip is at 800 nm in between
two Fano peaks, one at 700 nm and another one beyond 900 nm as one can see
in Figure 19(a). The reported spectra are truncated at 900 nm since the collection
efficiency of the measurement setup beyond that region is really poor. Unfortu-
nately, that excludes the second Fano peak (> 900 nm) except its rising tail.

The green curve in Figure 19(a) shows the simulated NFIE profile of the
trimer where the NFIE is maximum at the Fano dip due to the non-radiative
nature of the subradiant mode. In Figure 19(b), the optical responses (simulated
and measured) of the fabricated pentamer are reported along with the SEM image
of the structure on top. The geometrical parameters of the pentamer marked in
green on the SEM image are: s3 = 150 nm, s4 = 125 nm, and d2 = 20 nm so as
is the disk thickness. Like in the trimer, simulated (blue curve) and experimental
(red curve) scattering profiles of the pentamer clearly show the signature of FR
with a Fano dip (800 nm) and two Fano peaks (700 nm and > 900 nm). Here also,
the NFIE profile (green curve) has its maximum at the Fano dip.

In Figures 19(a)-(b), the orange, magenta, and violet dashed vertical lines
depict the excitation wavelength (785 nm), 734 cm−1 Raman line of adenine [72],
and 1360 cm−1 Raman line of rhodamine 6G [73]. The FR in the trimer and pen-
tamer is optimized such a way that in both cases, the Fano dip is tuned with the
excitation wavelength (785 nm) while the Fano peak on the red side of the dip
is overlapping with the targeted Stokes region (833 nm and 879 nm). From the
NFIE profiles (green curves) in Figures 19(a)-(b) it is clear that for both structures,
the NFIE is maximum at the excitation wavelength and reasonably high at the
targeted Stokes region. This ensures an intense near-field interaction (i.e., large
NFIE) between the molecules and light at the desired frequencies (excitation and
Stokes) resulting in an optimal GSERS. On the other hand, in both oligomers, the
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FIGURE 19 Optical responses of the fabricated (a) trimer and (b) pentamer with their
SEM images on top. The green markings on the SEM images show the ge-
ometrical parameters of the structures where s1 = 200 nm, s2 = 100 nm,
s3 = 150 nm, s4 = 125 nm, and d1 = d2 = 20 nm. The thickness of the
nanodisks in both structures is 20 nm. In (a)-(b), the blue and red curves
(left vertical axis) present the simulated and experimental (scaled) scatter-
ing spectra, respectively, while the green curve (right vertical axis) shows
the simulated NFIE. The orange, magenta, and violet dashed vertical lines
depict the excitation wavelength (785 nm), the targeted Raman line of ade-
nine (734 cm−1 or 833 nm), and the targeted Raman line of rhodamine 6G
(1360 cm−1 or 879 nm), respectively. (c) Spectral reflectance of the grating
with the SEM image of a fabricated grating on top. The blue markings on
the SEM image show the geometrical parameters of the structure where the
fill factor ( f f ) is defined as Λ/D with D as the grating period and Λ as
the top groove width. The blue and red curves (left vertical axis) present
the simulated and experimental reflection spectra, respectively, for a grat-
ing with f f = 0.47 while the green dashed vertical lines show the spectral
position of the SPP modes manifested as dips. The green triangles (right
vertical axis) are the simulated average NFIE values calculated for a grat-
ing with f f = 0.47 at the position of the SPP modes and plotted as a scatter
diagram. The SEM images of the trimer and pentamer are adapted with
permission from [PI] © The Optical Society. The SEM image of the fabri-
cated grating ( f f = 0.61) is modified from [PIII] under the license CC BY
4.0.
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targeted Stokes region overlaps with the rising tail of the Fano peak (at > 900 nm)
in the scattering profile (blue and red curves) which confirms a strong intensity
of the Stokes signal at the far-field. This way one can fully utilize the near- and
far-field properties of FR for SERS [61, 63].

Another approach to attain subradiant modes with large NFIE is to excite
SPP modes in plasmonic gratings. The SPP modes in such gratings manifest
as reflectance dips at the resonant energies when excited by regular transverse-
magnetic (TM) polarized light [74–78]. In [PIII], such SPP modes are used to en-
hance SERS. The gratings are designed by FDTD method (see Section 2.1.4) while
fabricated using EBL followed by the lift-off (see Section 2.2.3) and etching (see
Section 2.2.4) processes. The fabricated gratings are characterized by bright-field
reflection spectroscopy (see Section 2.3.2). Figure 19(c) depicts the spectral re-
flectance (simulated and measured) of the grating with the SEM image of a fabri-
cated grating on top. The blue markings on the SEM image show the geometrical
parameters of the structure where a fill factor ( f f ) is defined as Λ/D with D as
the grating period and Λ as the top groove width. The simulated (blue curve) and
measured (red curve) reflection spectra of the grating ( f f = 0.47) clearly depict
the signature of three SPP modes as reflectance dips with their spectral positions
marked by the green dashed vertical lines. The green triangles in the figure re-
port the simulated NFIE values for the same grating ( f f = 0.47) calculated at the
position of the SPP modes and plotted as a scatter diagram. From the right verti-
cal axis (green) in Figure 19(c) it is clear that the SPP modes at 450 nm and at 800
nm provide the highest and lowest NFIE, respectively, having the NFIE from the
mode at 600 nm in between. Eventually, the bluest SPP mode at 450 nm is chosen
for SERS and by varying the f f , it is spectrally tuned at the excitation wavelength
(488 nm).

The SERS performance of the trimer, pentamer, and gratings are evaluated
through Raman characterization (see Section 2.3.3). Even though both oligomers
support FR, the pentamer provides higher depth in the Fano dip (blue vertical
axis on left) and hence, higher NFIE (green vertical axis on right) at the excitation
wavelength compared to the trimer as one can see by comparing the spectra in
Figures 19(a)-(b). Consequently, in Figures 20(a)-(b), we see that the SERS inten-
sities of adenine (Ade) and rhodamine 6G (R6G) at the targeted Raman lines are
much higher with the presence of the pentamer (red curves) than the trimer (blue
curves). Such finding clearly indicates that the higher the strength (depth and
NFIE) of a subradiant mode (Fano dip) at the excitation wavelength, the stronger
the SERS response.

For the gratings, 1321 cm−1 and 1345 cm−1 Raman lines of riboflavin [79] are
targeted for an excitation at 488 nm. Four gratings are designed and fabricated
with different f f (0.47, 0.50, 0.55, and 0.61) to incorporate different amounts of
detunings between the bluest SPP mode (reflectance dip at 450 nm) and the excita-
tion wavelength (488 nm). An increase in f f red shifts the bluest SPP mode [PIII].
Therefore, when the f f increases from 0.47 to 0.61, the spectral detuning between
the bluest SPP mode and the excitation reduces. In other words, the higher the f f
(within 0.47 – 0.61), the better the spectral match between the subradiant mode
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FIGURE 20 SERS intensity spectra of the Raman lines (a) 734 cm−1 of adenine (Ade) and
(b) 1360 cm−1 of rhodamine 6G (R6G). In (a)-(b), the blue and red curves
show the Raman spectra with the presence of the trimer and pentamer, re-
spectively. Reprinted with permission from [PI] © The Optical Society. (c)
SERS spectra of riboflavin on top of the fabricated gratings with an excita-
tion at 488 nm. Reproduced from [PIII] under the license CC BY 4.0. (d)
Scatter diagram of the simulated and experimental SERS enhancement fac-
tors (GSERS) for 1321 cm−1 and 1345 cm−1 Raman lines as a function of fill
factor ( f f ). The experimental GSERS values are calculated from the data
reported in (c). In (d), the GSERS values are normalized (divided by maxi-
mum) for qualitative comparison.
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(reflectance dip) and the Raman excitation. The SERS spectra of riboflavin on the
fabricated gratings are reported in Figure 20(c) where the Raman signal intensity
rises with an increase in f f .

The GSERS values of the gratings are computed for the targeted Raman lines
(1321-1345 cm−1, 522 nm) using Eq. (60). The experimental GSERS values for
the targeted Raman lines are the relative SERS enhancement estimated by the ra-
tio between the SERS intensities for TM (ITM) and transverse-electric or TE (ITE)
polarizations, i.e., ITM/ITE. When excited by TE-polarized light, no SPP modes
are present in the reflectance of the gratings and eventually, the Raman signal
intensity is very weak as shown by the black curve in Figure 20(c). This is the
non-resonant signal (ITE). When the polarization is set to TM, SPP modes are
profound in the reflectance of the gratings resulting in prominent SERS enhance-
ment and hence, that is the resonant signal (ITM). The ratio between the reso-
nant (ITM) and non-resonant (ITE) signals gives a qualitative picture for GSERS
since the black curve (ITE) in Figure 20(c) is identical for all f f and hence, can
be used as a reference. The simulated and estimated GSERS (normalized values)
are reported in Figure 20(d), and they show almost identical qualitative trend as
a function of f f . From Figures 20(c)-(d) one can infer that as f f increases from
0.47 to 0.61, the spectral match between the strongest subradiant mode (bluest re-
flectance dip) and the Raman excitation improves resulting in an increase of the
Raman intensities and GSERS values. Such outcome confirms that the better the
spectral tuning between a subradiant mode (reflectance dip) and the Raman ex-
citation, the stronger the SERS response. Therefore, in this case, the grating with
f f = 0.61 (SEM image in Figure 19(c)) is optimal for SERS.

From the results in [PI] and [PIII], and from the Figures 19 and 20, we can
conclude that an optimal plasmonic nanostructure for SERS should have a sub-
radiant mode possessing a large NFIE at the Raman excitation.

3.4 Plasmonic nanostructures for SECARS

Developing plasmonic nanostructures for SECARS is challenging since CARS is
a multi-excitation based spectroscopic method [61,80,81]. The SECARS substrate
(nanostructure) needs to be engineered such a way that the supported plasmonic
mode should have large NFIE at the pump (νp), Stokes (νs), and CARS (νCARS)
frequencies as one can see from Eq. (61). Plasmonic oligomers possessing FR are
suitable as SECARS substrates since one can tune the subradiant Fano dip with
the pump frequency while overlapping the superradiant Fano peaks with the
fingerprint region, i.e., the Stokes and CARS frequencies. Like in SERS, such strat-
egy ensures a far-field CARS enhancement with an efficient near-field coupling
between the pump energy and the organic molecules [61, 81].

Ensuring large NFIE at the pump, Stokes, and CARS frequencies is not
enough to attain a high value for GSECARS. The spatial distribution of the NFIE
hot spots over the oligomer geometry at those frequencies is also an important
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factor to consider. These hot spots tightly confine the highly localized electromag-
netic energy and for a large GSECARS, they need to be at the exact same loca-
tion at all intended frequencies. Usually, spatial distribution of hot spots over the
oligomer geometry is random, i.e., hot spot locations change when the wavelength
is changed [81]. Moreover, in disk-type NP based oligomers like in [PI], only a
few hot spots can be achieved. Consequently, plasmonic substrates possessing a
large number of hot spots with identical spatial localization at multiple frequen-
cies are favorable for SECARS [81]. Such substrates are developed in [PII] based
on the hexagonal shaped NPs as schematically shown in Figure 21.

Quadrumer Heptamer

(a) (b)

FIGURE 21 Optical responses of the (a) quadrumer and (b) heptamer with their
schematics on top. The geometrical parameters for the quadrumer are
a = 80 nm, d = 15 nm, and h = 40 nm while for the heptamer, a = 62.5 nm
with identical values for d and h. The black arrows on top of the schemat-
ics present the polarization of the excitation light. In (a)-(b), the blue and
red curves present the simulated scattering and NFIE spectra, respectively,
where the blue (red) vertical axis corresponds to the blue (red) curve. The
green dashed vertical line and the red (blue) shaded rectangular region de-
pict the pump wavelength (780 nm) and the Stokes (CARS) window of the
fingerprint region, respectively. Reproduced from [PII] under the license
CC BY 4.0.
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The proposed oligomers, a quadrumer and a heptamer, are modelled and
optimized using FEM (see Section 2.1.5). Figure 21(a) shows the optical responses
of the quadrumer with its schematics on top while Figure 21(b) reports the same
for the heptamer. The geometrical parameters for the quadrumer are a = 80
nm, d = 15 nm, and h = 40 nm while for the heptamer, a = 62.5 nm with
identical values for d and h. Both oligomers are excited by normal incidence of
light with a polarization indicated by the black arrows on top of their schematics.
The signature of FR is clear in their simulated scattering spectra (blue curves) and
the corresponding NFIE profiles (red curves) have the maxima at the Fano dips.
The designed oligomers are optimized for SECARS where the pump wavelength
is 780 nm and the targeted fingerprint region is the favorable Raman signature
zone of the organic molecules, i.e., 500 − 1800 cm−1 [82]. Consequently, in both
structures, the Fano dip is tuned at the pump wavelength (green dashed vertical
lines) while the Fano peaks at the blue and red sides of the dip are tuned with
the CARS (blue shaded areas, 683 − 753 nm) and the Stokes (red shaded areas,
810 − 908 nm) regimes, respectively.

The NPs present in the proposed quadrumer and heptamer are chosen as
hexagons since the hexagonal geometry offers a higher area of nanogaps as po-
tential hot spots than that in the disk-type geometry. To verify this, the hot spots
in oligomers with hexagons and disks are compared by visualizing them through
the spatial distribution of the NFIE. For 740 cm−1 Raman line of adenine [61],
the NFIE maps are computed at CARS (738 nm), pump (780 nm), and Stokes (828
nm) wavelengths along with the resulting SECARS maps, i.e., spatial distribution
of GSECARS calculated using Eq. (61). Figures 22(a) and 22(b) show the results
for the quadrumer and heptamer, respectively, where the hot spot positions are
labelled as i, ii,. . . vi. From Figure 22 it is clear that hexagon based oligomers pro-
vide higher number of spatially localized hot spots and hence, are better SECARS
substrates than their disk based analogs.
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Heptamer
(b)

Quadrumer
(a)

FIGURE 22 NFIE maps for the (a) quadrumer and (b) heptamer computed at CARS
(738 nm), pump (780 nm), and Stokes (828 nm) wavelengths along with the
corresponding SECARS maps for 740 cm−1 Raman line of adenine. Repro-
duced from [PII] under the license CC BY 4.0.
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Chapter summary

In summary, we can conclude from [PI, PII, PIII] that weak coupling between
organic molecules and confined light can enhance the Raman responses of the
molecules. Plasmonic nanostructures like Fano-resonant oligomers and gratings
can provide such confined light where the plasmonic modes have subradiant and
superradiant natures. For an optimal Raman enhancement, the subradiant mode
should be tuned at the Raman excitation and it should have a large NFIE at that
frequency. The superradiant modes with strong scattering nature should overlap
with the Raman or CARS fingerprint regions of the molecules. Furthermore, the
nanostructure geometry (e.g., NP shapes) should be optimized to attain a high
number of spatially localized hotspots for efficient Raman enhancement.



4 WEAK AND STRONG COUPLING BETWEEN
ORGANIC MOLECULES AND PHOTONIC
NANOSTRUCTURES

Implementation of optical nanostructures may become too sophisticated if the
fabrication demands advanced lithography processes. In this regard, planar mul-
tilayer photonic nanostructures such as metallic Fabry-Pérot (FP) cavities are ex-
tremely useful since such cavities doped with organic molecules are relatively
easy to fabricate and study by spectroscopy [83, 84]. Moreover, chemical proper-
ties of organic molecules are modified when they are strongly coupled to such FP
cavities [8]. In line with that, this chapter summarizes how weak and strong cou-
pling between planar metallic FP cavities and organic molecules can be utilized
to influence molecular emission and photochemistry happening in an ultrafast
(femtosecond) time scale.

4.1 Criteria for weak and strong light-matter coupling

To understand the criteria for weak and strong light-matter coupling, we first
need to understand the basics of such interaction. Light-matter coupling can be
figuratively described in a classical picture considering the light and matter as har-
monic oscillators [3, 19]. Let us assume two harmonic oscillators having masses
mA and mB with corresponding spring constants kA and kB as shown in Figure
23(a). The oscillators are coupled to each other through a spring constant kC. In
Newtonian mechanics, the system can be described using the laws of motion

mA ẍA + kAxA + kC (xA − xB) = 0 (62)

and

mB ẍB + kBxB − kC (xA − xB) = 0 (63)
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with xA and xB as the corresponding displacements. The solution of Eqs. (62)
and (63) yields

ω± =
1
2

[
ωA + ωB±

√
(ωA − ωB)2 + 4Ω2

]
(64)

where ωA and ωB are the natural frequencies of the uncoupled oscillators, and Ω
is the frequency splitting causing the generation of two new frequencies (ω±) in
the coupled system. For a resonant condition (ωA = ωB = ω), i.e., at zero detun-
ing (ωA − ωB = 0), the solution reduces to ω± = ω±Ω. These new frequencies
(ω±) show an avoided crossing by being separated with a frequency difference of
2Ω [3,19] as shown in Figure 23(a). The strength of the coupling directly depends
on the magnitude of kC. The higher the kC, the higher the Ω, and the wider the
avoided crossing [3, 19].
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FIGURE 23 (a) Classical picture of light-matter interaction in terms of two harmonic os-
cillators. (b) Quantum mechanical picture of a coupling between an optical
cavity and a molecule.

The above-mentioned formulation considers the oscillators as undamped.
To incorporate damping, we need to insert the frictional terms γA ẋA and γB ẋB
in Eqs. (62) and (63), respectively. In such formulation, when Ω < (γA/mA +
γB/mB) the coupling is considered as weak, while in the case of strong coupling,
Ω > (γA/mA + γB/mB). Other definitions also exist, but only the details of the
definition vary. A wider view on this topic can be found in Reference [3]. In
strong coupling regime, the coupling strength outperforms the energy dissipa-
tion or loss in the system and new eigenfrequencies (ω±) are generated with an
anticrossing (2Ω). In weak coupling, no such new frequency states are generated
since the loss is larger than the coupling strength [3, 19].

The classical picture of light-matter coupling fails to describe the vacuum
energy, i.e., the ground state energy of a quantized field as deduced from Heisen-
berg’s uncertainty principle. To address this, one has to consider the quantum
picture of light-matter coupling where molecules can weakly or strongly couple
with the vacuum field of an optical cavity without any light. Such vacuum field
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(εvac) of a cavity can be described as

εvac =

√
h̄ωc

2ϵ0Vm
(65)

where h̄ is the reduced Planck’s constant, ωc is the cavity mode frequency, ϵ0 is the
permittivity of vacuum, and Vm is the cavity mode volume [3, 8, 19] as described
by Eq. (3) in Chapter 1.

In a quantum mechanical picture, the strength of a molecular transition be-
tween a ground (Eg) state and an electronic excited state (Ee) depends on the
transition dipole moment (d) of the molecule. According to the Fermi’s golden
rule, the rate (Γ) of such transition can be defined as

Γ =
2π

h̄
|d · ε|2ρ(E) (66)

where ε is the electric field vector and ρ(E) is the density of states (DOS) at energy
E. When the coupling between a molecule and a cavity is weak, the confinement of
light inside the cavity can significantly improve ρ(E) and ε at the molecular emis-
sion energy causing an enhancement of the molecular spontaneous emission rate
(Γ). Such cavity induced emission enhancement is known as Purcell effect [19]
and the associated enhancement factor (Purcell factor) is directly proportional to
the field-confinement factor (see Section 1.1) of the cavity [23]. In other words,
when a molecule is weakly coupled to a cavity, the molecular emission rate is in-
fluenced (e.g., enhanced) due to the presence of confined light (cavity field) while
the molecular energy states remain intact.

The scenario is drastically different when the coupling between a molecule
and a cavity is strong. In this case, if the cavity mode energy (Ec = h̄ωc) matches
with the molecular transition energy, i.e., Ec = Ee − Eg, new energy states (P±)
are generated due to the energy splitting also known as the vacuum Rabi split-
ting (ERS), as shown in Figure 23(b). The new energy states (P±) are hybrid light-
matter states called the upper (P+) and lower (P−) polaritons. The energy differ-
ence between the upper polariton (UP) P+ and the lower polariton (LP) P− is the
vacuum Rabi splitting (ERS) formulated as

ERS = 2h̄ΩR = 2g ∝ 2
√

N|d · εvac| (67)

where ΩR is the Rabi frequency, g is the coupling strength, and N is the number
of molecules coupled to the cavity mode. The coupling parameters ERS and g
quantify the intensity of the cavity-molecule interaction, i.e., how strongly they
are coupled to each other. From Eqs. (65) and (67) it is apparent that ERS and g are
directly proportional to d, N, and εvac ∝ Vm

−1/2. Therefore, when N = 1 (single
molecule), a molecule with large d and a cavity with small Vm are favourable to
attain strong coupling. Furthermore, for an ensemble of molecules (large N), it is
desirable to have a large number of molecules residing inside the volume of the
cavity mode, i.e., a large value of

√
N/Vm [3, 6, 7, 19].

The hybrid nature of the polariton states (P±) can be understood from a
quantum description of light-matter coupling based on the Jaynes–Cummings
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(JC) model. In such model, the system is described by a JC Hamiltonian expressed
as

ĤJC = Ĥm + Ĥc + Ĥint (68)

where Ĥm, Ĥc, and Ĥint are the Hamiltonians for molecule, cavity, and cavity-
molecule interaction, respectively, within the rotating wave approximation. The
polariton states (P±) are the eigenstates of ĤJC deducible via diagonalization and
can be expressed as

|P+⟩ = α|e, 0⟩+ β|g, 1⟩ (69)

and
|P−⟩ = β|e, 0⟩ − α|g, 1⟩ (70)

where |g⟩ and |e⟩ render the ground and excited states of the molecule, respec-
tively, with the absence (|0⟩) and presence (|1⟩) of a cavity photon. From Eqs.
(69) and (70) it is clear that P± states are linear combination of light and matter
states, and hence, have a half-light-half-matter nature. The ratio between pho-
tonic and molecular components of a polariton state yields the Hopfield coeffi-
cients |α|2 and |β|2 which are the probabilities of polariton to have photonic or
molecular properties, respectively. For large N (ensemble of molecules), the JC
model has to be extended to the Tavis–Cummings model to consider the collec-
tive coupling [6, 7, 19].

The spectroscopic signature of strong coupling can easily be observed by
shinning light on a cavity having the organic molecules embedded in it [7, 19].
Let us assume a cavity with a cavity mode at energy Ec as shown by the blue
curve in Figure 24(a). If we dope such cavity with molecules having a strong ab-
sorption at energy Em (green dashed vertical line) and ensure that these two en-
tities are spectrally tuned, i.e., Ec = Em, we would see two new polariton peaks
(P±) and a transparency at Ec = Em in the absorption of the doped cavity as
shown by the red curve in Figure 24(a). This is an indication that the molecules
are strongly coupled with the cavity mode [7, 19]. However, to confirm this, one
should measure the absorption of the doped cavity for different excitation angles,
i.e., as a function of in-plane wavevector k∥ since like the cavity mode, the cavity
polaritons (P±) possess an in-plane dispersion [3, 6, 7, 19]. Similarly, the Hopfield
coefficients also depend on in-plane wavevector k∥, i.e., α(k∥) and β(k∥). The red
curves in Figure 24(b) show such dispersion of P± states where ERS is defined
as the minimum energy difference between them in k-space (k∥). In the figure,
the blue dashed curve depicts the dispersion of the cavity mode energy (Ec) as
discussed in Section 1.1, while the green dashed horizontal line represents the
dispersionless molecular absorption (Em). In the dispersion of the uncoupled ab-
sorption, the undoped cavity (blue dashed curve) and the bare molecules (green
dashed line) cross each other. However, when they are strongly coupled, the cav-
ity polaritons (P±) show an avoided crossing (ERS) like we see in the classical
picture in Figure 23(a).

Figure 24(a) shows the absorption of the doped cavity, undoped cavity, and
bare molecules for one excitation angle (or k∥) while Figure 24(b) depicts the
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FIGURE 24 (a) Absorption spectra of the undoped cavity (blue curve) having a cav-
ity mode at Ec and the doped cavity (red curve) possessing two polariton
(P±) states. The cavity is doped with molecules having a strong absorp-
tion at energy Em (green dashed vertical line) and spectrally tuned with the
molecular absorption (Ec = Em). (b) Dispersion of P± states (red curves),
undoped cavity energy Ec (blue dashed curve), and molecular absorption
Em (green dashed horizontal line) as a function of in-plane wavevector (k∥).
The vacuum Rabi split (ERS) is defined as the minimum energy difference
between the polaritons (P±) in k∥-space. (c) Hopfield coefficients |α|2 and
|β|2 (ranges from 0 to 1) for P− as a function of k∥.

same for all incident angles (k∥ space). From these information one can evalu-
ate whether the cavity and the embedded molecules are strongly coupled or not
using the condition for strong coupling [3, 7, 19]. A cavity-molecular system can
be considered as strongly coupled if the coupling strength g > (κ, γ) where κ and
γ are the FWHM of the cavity mode and the molecular absorption, respectively.
When g < (κ, γ), the system can be considered as weakly coupled. The system
enters into the strong coupling regime for g > (γ + κ)/4, and in that regime, g
outperforms the system losses in time scale. In other words, a coherent interac-
tion happens between the cavity photon and the molecules through the virtual
emission and reabsorption cycles (Rabi oscillations) till the cavity photon decays.
During this phase, energy is delocalized in the system [3, 7, 19].

The probabilities of polariton to express molecular and photonic properties
[85], i.e., the Hopfield coefficients (|α|2 and |β|2) [86] can be calculated from the
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dispersion of the cavity polaritons P± shown in Figure 24(b) using a coupled
harmonic oscillators model (CHOM) [19]. In such model, the coupled molecules
are treated as a single strong oscillator or absorber and the coupling between this
molecular absorption (exciton) and the cavity mode (photon) is expressed by a
Hamiltonian similar to the JC-model. This can be expressed in the form of a 2× 2
matrix as [

Ec(k∥)
h̄ΩR

2
h̄ΩR

2 Em(k∥)

] [
α

β

]
= E

[
α

β

]
(71)

where Ec(k∥) and Em(k∥) are the dispersions of the undoped cavity and the molec-
ular absorption (blue and green dashed lines in Figure 24(b), respectively) while
h̄ΩR is the half of the Rabi split ERS. The deducible eigenvectors of the Hamilto-
nian are the same as in Eqs. (69) and (70) [19], with the Hopfield coefficients (|α|2
and |β|2). Figure 24(c) shows their dependency on k∥ for the LP (P−). These coef-
ficients are actually probabilities (ranging from 0 to 1) stating the photonic (|α|2)
and molecular (|β|2) contribution in a polariton, i.e., how much is light (|α|2) and
how much is matter (|β|2) in a hybrid light-matter state [19,85]. For example, from
Figure 24(c) we can infer that the nature of the LP (P−) is more photonic (light)
for small values of k∥ (|α|2 > |β|2) while it is more molecular (matter) when k∥
is large (|α|2 < |β|2). For a certain value of k∥, the red and blue curves in Figure
24(c) intersect (|α|2 = |β|2) implying P− is half-light-half-matter at that k∥.

4.2 Role of optical cavity

Optimizing the optical properties of a cavity is essential to attain efficient light-
matter coupling. As discussed in the previous section, a cavity with high Q and
small Vm is optimal to facilitate effective coupling since in the weak coupling
regime, the Purcell factor scales as FP ∝ Q/Vm [23], while in the strong coupling
regime, the coupling strength scales as g ∝ V−1/2

m [3]. In [PIV], the optical proper-
ties of a planar metallic FP cavity are optimized for fluorescence spectroscopy of
sulforhodamine 101 (SR101) dye in the weak coupling regime.

In planar metallic FP cavities, the organic molecules are usually embedded
in a polymer matrix sandwiched between the two metallic mirrors [83, 84] as
schematically shown in Figure 25 inset. The embedded molecules are excited and
the corresponding Stokes-shifted off-resonant emission is detected through one
of the mirror by making it leaky (semi-transparent). Increasing the cavity mirror
thicknesses (L1 and L2) is one way to achieve high Q, small Vm (since the modes
leak outside the mirrors in the case of leaky mirrors), and hence, a large FP. How-
ever, such approach is unfavourable in fluorescence spectroscopy since exciting
molecules and detecting their emission through the thick mirrors are challeng-
ing. Therefore, one needs to consider an optimal trade-off between the Purcell
factor (FP) and the fluorescence measurability (IFL), i.e., the fluorescence inten-
sity measurable outside of the cavity. Such fluorescence measurability (IFL) can
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be formulated as
IFL = FPTavgΦEΦA (72)

where Tavg is the average transmissivity of the leaky mirror through which the
emission is collected, ΦE is the spectral overlap between the molecular emission
PL(λ) and the cavity absorption Ac(λ), i.e., ΦE =

∫
Ac(λ)∩PL(λ)dλ, and ΦA

is the spectral overlap between the molecular absorption Am(λ) and Ac(λ), i.e.,
ΦA =

∫
Ac(λ)∩Am(λ)dλ. Considering the fact that FP and IFL can not be optimal

simultaneously for a certain cavity, it is crucial to attain an optimal trade-off be-
tween them. In [PIV], such trade-off has been achieved by optimizing the cavity
geometry in terms of cavity mirror thicknesses, while the optical properties of the
cavities are calculated by TMM (see Section 2.1.1) and FDTD method (see Section
2.1.4).

Figure 25 shows a plot of fluorescence measurability (IFL) and Purcell factor
(FP) as a function of cavity geometry. A FP cavity is symmetric when the top and
bottom mirrors have equal thicknesses, i.e., L1 = L2 = LM. In that case, as we see
in the figure, an increase in LM results in a rise in FP with a drop in IFL. Hence,
a symmetric cavity geometry fails to attain a good balance between FP and IFL.
By making a thick top mirror and a thin bottom mirror or vice versa, one can
design an asymmetric cavity. In such a case, the geometry can be quantified by
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a parameter ∆L = L2/L1 where ∆L > 1 implies a thin top and a thick bottom
mirrors, while ∆L < 1 means the opposite. From Figure 25 it is clear that an
increase in ∆L beyond 1 incurs a simultaneous rise in FP and IFL. Such outcome
indicates that a cavity geometry having a thin (leaky) top mirror for fluorescence
collection and a thick bottom mirror can assure a reasonable trade-off between FP
and IFL.

Inspired by the aforementioned finding, one can consider a reflective cav-
ity geometry having a leaky top mirror (L1) for emission collection and a non-
transparent thick bottom mirror (e.g. L2 = 200 nm). Such cavity has zero trans-
mission and hence, is fully reflective. As we see in Figure 25, an increase in L1
for such cavity improves FP and IFL simultaneously. Moreover, among the three
geometries, only a reflective geometry (L1 = 50 nm) yields the largest FP while
maintaining a reasonably high IFL. Therefore, from [PIV] we can conclude that
reflective FP cavities are optimal for fluorescence spectroscopy in the weak cou-
pling regime since such cavities can ensure high Purcell enhancement of molec-
ular emission inside the cavity along with a reasonably efficient collection of the
enhanced emission.

4.3 Polariton chemistry

Weak coupling between organic molecules and optical cavities, as discussed in
the previous sections, can merely influence the molecular responses (e.g., enhanc-
ing the spontaneous emission rate), but is unable to create new energy states in
the coupled system. Eventually, the molecules experience the cavity field as a
small perturbation only (e.g., a surge in local DOS), while the individuality of the
light (cavity field) and the matter (molecules) remains intact [3, 6, 7, 19]. Essen-
tially, to affect the energy landscape of the molecules [8] and thereby, modifying
their material properties [10,87], the cavity-molecular coupling needs to be strong
enough, i.e., g > (γ + κ)/4 [19].

Formation of hybrid light-matter states or polaritons in strong coupling
regime can modify the photochemical properties of organic molecules by influ-
encing the reaction rate [8,9,88,89], by enabling the energy transfer [90–92], by af-
fecting the kinetics [87], and/or by changing the optoelectronic properties [93–95]
to name a few. Consequently, a new branch has emerged called as polariton chem-
istry to grow more insights on the effects of polaritons and how to exploit them
to alter material properties [2, 6, 96]. In this regard, polariton chemistry is cru-
cial to achieve a leap in modern organic photovoltaics by influencing, modifying,
and controlling the photochemical properties of organic molecules via strong cou-
pling.
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4.4 Photochemistry in strong coupling regime

In a strongly coupled cavity-molecular system, polaritons supplant the electronic
excited state of the molecules coupled to the cavity mode (see Figure 23(b)). Such
event can incur modifications in the molecular potential energy surfaces leading
to a change in the photochemical reactivity of the molecules [89]. However, to
optimally affect the reaction, the polariton lifetime needs to be comparable with
the reaction timescale, i.e., the evolution time of the reactants. In practice, polari-
ton lifetime is limited by the cavity photon lifetime [97, 98]. Therefore, to study
the influence of strong coupling on a photochemical reaction, one should choose
a cavity-molecular system where the reaction timescale and the cavity photon
lifetime are comparable, i.e., in the same orders of magnitude. In [PVI], such
study has been performed to investigate the effect of strong coupling on ultrafast
photochemistry.

To study photochemistry, 10-hydroxybenzo[h]quinoline (HBQ) molecule is
selected since it possesses an ultrafast photochemical reaction, excited-state in-
tramolecular proton transfer (ESIPT), with a reaction timescale of ∼ 15 fs [99,100].
In order to facilitate strong coupling with a comparable cavity photon lifetime,
a planar metallic FP cavity is chosen with a reflective geometry as optimized
in [PIV]. Figure 26(a) shows a schematic of the cavity-molecular system where
HBQ molecules are embedded in a polymethyl methacrylate (PMMA) matrix
(thickness ∼ 100 nm) sandwiched between a leaky (20 nm) and a non-transparent
(120 nm) aluminium (Al) mirrors on a glass substrate. Figure 26(b) depicts the
absorption (violet curve) and emission (red curve) spectra of HBQ along with its
chemical structures in enol (violet) and keto (red) forms.

The ESIPT in HBQ can be elucidated from Figure 26(c) which illustrates
how the potential energy profiles of the electronic ground state S0 (black curve)
and the first singlet electronic excited state S1 (violet curve) of HBQ evolve over
the reaction coordinate, i.e., the difference between oxygen-hydrogen (dO−H) and
nitrogen-hydrogen (dN−H) distances (dO−H − dN−H) [PVI]. When S1 state of HBQ
in enol form is excited by ultraviolet (λex = 375 nm) light, it undergoes the ESIPT
process, i.e., transfers the hydrogen from the phenol oxygen to the nitrogen, and
reaches to its keto form within ∼ 15 fs. After that, HBQ decays back to its S0 state
by emitting red (λem = 620 nm) light and after that returns to its enol form.

The ESIPT process in bare HBQ molecules is barrierless as one can see in
Figure 26(c). However, if we embed such molecules in a cavity having a cavity
mode spectrally tuned with the S0 → S1 transition of HBQ at 375 nm, then the
LP would replace the S1 state of the molecule when the cavity-molecule coupling
is strong. In such a case, the potential energy profile of the LP shows a barrier
which increases with an increase in Rabi split resulted due to a rise in the number
of molecules (N) inside the cavity mode volume. As depicted in Figure 26(c), the
higher the N (256 → 512 → 1024), the higher the Rabi spilt (250 meV → 356
meV → 502 meV), and the higher the barrier in LP (red → green → blue), which
reaches to 157 meV for the highest Rabi split (502 meV). Such a high barrier can
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FIGURE 26 (a) Schematic diagram of the HBQ doped cavity. (b) HBQ absorption and
emission in PMMA. (c) Potential energy surfaces for the molecular ground
state S0 (in black) and excited state S1 (in purple). The red dashed, green
dashed, and blue dotted lines show the lower polariton (LP) for 256, 512,
and 1024 HBQ molecules (pcs.), respectively, originated due to a strong
cavity-molecular coupling, and resulting in Rabi split of 250, 356 and 502
meV. The cavity mode is spectrally tuned with the S0 → S1 transition. In
the upper right, the corresponding Rabi splits are reported. The potential
barrier for ESIPT present in LP is shown by the double-arrow for the Rabi
split of 502 meV. Reproduced from [PVI] under the license CC BY 4.0.

hinder the ESIPT process resulting in a low emission yield at 620 nm in steady-
state.

To verify the theoretical findings mentioned above, three HBQ-doped cav-
ities were fabricated with increasing HBQ/PMMA ratios (doping concentration
C) as 0.5 (low C), 1.0 (mid C), and 1.6 (high C). The HBQ-doped PMMA layers
are prepared by spin-coating (see Section 2.2.2) while the mirrors are deposited
via thermal evaporation (see Section 2.2.1). The cavity thicknesses are tuned via
profilometry (see Section 2.3.1) to attain a spectral match between the first-order
cavity mode and the HBQ absorption (375 nm). For each concentration, an identi-
cal HBQ:PMMA film is prepared without the top Al mirror as a reference sample.
The fabricated films and cavities are optically characterized by angle-resolved
reflection and fluorescence spectroscopy (see Section 2.3.2).

The angle-resolved absorption of the doped cavities, reported in Figure 27
as contour map, shows profound signature of strong coupling with extracted cou-
pling strengths (g) of 140 meV, 170 meV, and 190 meV for low, mid, and high C
cavities, respectively. In the figure, the left axes show the bare HBQ/PMMA
film (reference samples) absorption spectra, while the CHOM fitted polariton
branches (upper, middle, and lower) are depicted by the white dashed curves.
The black crosses represent the spectral positions of the polaritons measured and
used in CHOM fitting. The undoped cavity dispersion is shown by the black dot-
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FIGURE 27 Dispersion in the absorption of the HBQ doped cavities plotted as a con-
tour map for (a) low, (b) mid, and (c) high doping concentrations (C). The
left axes show the corresponding bare HBQ/PMMA film (reference sam-
ples) absorption spectra, while the CHOM fitted polariton branches (upper,
middle, and lower) are depicted by the white dashed curves. The black
crosses represent the spectral positions of the polaritons measured and used
in CHOM fitting. The undoped cavity dispersion is shown by the black
dotted curves, while the HBQ absorption peaks (360 nm and 375 nm) are
depicted by the horizontal black dotted lines. Reproduced from [PVI] un-
der the license CC BY 4.0.
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ted curves, while the HBQ absorption peaks (360 nm and 375 nm) are depicted
by the horizontal black dotted lines. The minimum energy difference between
the UP and LP, i.e., the resonance angle, is obtained around 40◦ to 50◦ for the
doped cavities. From the figure it is apparent that due to an increase in molec-
ular concentration (C) and absorption, g increases, as also reported in the earlier
findings [3, 7, 19].

Figure 27 confirms that the HBQ molecules are strongly coupled to the first
order cavity mode for all concentrations (C), and the higher the C, the larger the
g. As previously discussed and shown in Figure 26(c), strong coupling induces a
barrier in the LP energy surface hindering the ESIPT process and thus resulting
in a lower ESIPT emission. To verify this, the steady-state emission intensity
at 620 nm is measured for the doped cavities (and reference films) at different
excitation angles as a function of excitation wavelength sweeping the molecular
absorption band (350-400 nm). The cavities and films are excited by a tunable
pulsed laser with ∼ 5 ns pulses at a 100 Hz repetition rate and the ESIPT emission
(620 nm) is collected at the sample surface normal. Such measurements construct
the excitation spectra as reported in Figures 28(c) and 28(d) for the mid and high
C cavities, respectively.

In the uncoupled system, i.e., in reference HBQ films, the absorption (curves
on the left axis in Figure 27) and excitation (grey curves in Figures 28(c)-(d)) spec-
tra are very similar. However, in the strongly coupled system, i.e., in HBQ doped
cavities, the absorption and excitation profiles differ drastically as one can see by
comparing Figures 28(a) and 28(c) for the mid C cavity, and Figures 28(b) and
28(d) for the high C cavity. By hypothesizing that all the excitations from excited
polariton states end up into HBQ molecules undergoing ESIPT according to the
earlier predicted behavior [98,101], the ESIPT reaction yield inside a cavity should
depend on the probability to absorb a photon determined by the cavity absorption
and the probability to undergo ESIPT determined by the density of molecular states,
i.e., the excitation spectrum of the bare molecules [PVI]. To verify this, the film
excitation and the cavity absorption are multiplied, which yields profiles very
similar to the cavity excitation as one can see in Figures 28(e) and 28(f). Simi-
larly, dividing the cavity excitation by the film excitation yields the polaritonic
absorption profiles as shown in Figures 28(g) and 28(h). Such outcomes confirm
that the reaction efficiency is mainly governed by the excitation transfer from the
bright polaritonic states (polaritonic absorption) into the molecular dark states
(molecular absorption). In other words, when the coupling is strong, the bright
cavity polaritons become a pathway of accessing the reactive bare molecular dark
states. How efficient this pathway is depends on how much the polaritonic ab-
sorption and the molecular density of states (molecular absorption or excitation)
overlap [98].

As a collaborator, Prof. Groenhof’s group performed quantum mechanics
molecular mechanics (QM/MM) simulations to model the system. The results
of these simulations are presented in Figure 29 and strongly support the above-
mentioned findings. The QM/MM simulations show that no matter which po-
lariton state is excited, a single HBQ molecule soon obtains all the excitation en-
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ergy and undergoes ESIPT as depicted in Figure 29(d). This is due to the un-
avoidable (thermal) disorder of the coupled molecules, which dilute the photonic
contribution among almost all the possible states as shown in Figure 29(b). This
also allows the direct transition from any polariton state into a dark localized
molecular state which then undergoes ESIPT [PVI].
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FIGURE 29 (a) QM/MM simulated HBQ absorption with (magenta) and without (blue)
the presence of a resonant cavity mode with εvac = 0.77 MVcm−1 where the
number of HBQ molecules N = 512. The eigenstates used as starting points
of the simulations are shown by the arrows. (b) The photonic contribution
(|α|2) in the eigenstates of the strongly coupled cavity-molecular system for
all the 513 eigenstates. (c) Plot of how much the polaritonic absorption and
the molecular density of states overlap for a varying number of strongly-
coupled molecules. (d) The plot of how the oxygen-proton distance evolved
temporally in HBQ molecules (N = 512, all colors) when a bright polariton
is excited where ∼ 0.10 nm distance means that the proton is bound with
the oxygen, while ∼ 0.19 nm distance means that the proton is bound with
the nitrogen. Reproduced from [PVI] under the license CC BY 4.0.

The aforementioned findings suggest that cavity polaritons provide an ef-
ficient pathway to excite molecular states while still inducing a barrier in LP en-
ergy surface. To see how these affect the ESIPT reaction, the yield (η) of the ESIPT
emission is evaluated for the doped cavities and reference films. Such yield (η)
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can be quantified as
η = I(λem)/A(θex, λex) (73)

where I(λem) is the intensity at the emission maximum (λem = 620 nm) and
A(θex, λex) is the absorption at the excitation wavelength (λex) and angle (θex).
To obtain similar and comparable η, the cavities are excited at their LP wave-
length (low C: 385 nm, mid C: 386 nm, and high C: 390 nm) at their resonance
angle (low C: 50◦, mid C: 40◦, and high C: 40◦), while the reference HBQ/PMMA
films are always excited at their absorption maximum (375 nm). Figure 30 depicts
the emission yield (η) of the doped cavities and reference films as a function of
HBQ concentration, i.e., HBQ/PMMA doping ratio.

Since strong coupling creates a potential barrier in the LP energy surface
as a hindrance for the ESIPT process to occur and as such barrier increases with
a rise in g ∝

√
N (see Figure 26(c)), one would expect a drop in η for a doped

cavity when the doping concentration is high. However, as shown in Figure 30,
η increases for the cavity with a rise in HBQ concentration and hence, with an
increase in g. The reason for this cannot be the HBQ film concentration since for
the reference films, η is almost constant except at higher concentrations where it
drops because of quenching [102].
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when the doping concentration is varied. Reproduced from [PVI] under the
license CC BY 4.0.

The theoretical prediction on how strong coupling can affect an ultrafast
photochemical reaction, as shown in Figure 26(c), strikingly differs from the ex-
perimental findings reported in Figure 30. Such a discrepancy can be understood
considering the role of reactive molecular dark states in a strongly coupled cavity-
molecular system. As previously discussed and depicted in Figure 28, the ESIPT
reaction yield inside a cavity depends on the probabilities of photon absorption
and the DOS of reactive molecular dark states. Hence, the reaction efficiency di-
rectly depends on how much the bright polaritons and the molecular dark states
spectrally overlap. Increasing HBQ concentration and thereby g, increases also
the density of dark states and eventually enhances such overlap at the resonance
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angle resulting in a surge in η for the doped cavities. As the coupling becomes
stronger due to a rise in concentration, it decreases and even surpasses the pre-
dicted suppression (due to the barrier). That is because the rate of the population
transfer from the polaritons to the dark states is accelerated [PVI, 98]. Neverthe-
less, the findings in [PVI] show that strong coupling can influence the photochem-
istry in organic molecules, e.g., by affecting the reaction yield of the ESIPT process
in this case. However, the findings in [PVI] also reveal that the original hypoth-
esis of polariton chemistry for chemical reaction happening along the polariton’s
modified potential energy surface, is hard or in many cases even impossible, to
achieve. The observed effects are mainly due to efficient energy transfer into the
dark states [89], which here produced exactly opposite effect than the original
hypothesis would suggest.

Chapter summary

In summary, we can conclude from [PIV, PVI] that planar metallic FP cavities
doped with organic molecules can facilitate efficient cavity-molecule coupling
and hence, can be utilized to engineer the photochemical properties of molecules.
When such cavity-molecule coupling is weak, confined light provided by the cav-
ity enhances the spontaneous emission rate of the molecules (Purcell effect). In
this regard, a reflective cavity geometry is optimal for achieving such Purcell en-
hancement and for collecting the enhanced emission. When similar cavity geome-
try is employed to attain strong cavity-molecule coupling for a molecule possess-
ing a photochemical reaction with a reaction timescale comparable to the cavity
photon lifetime, the emission yield of the reaction enhances due to the cavity po-
laritons efficiently transferring the energy to the reactive molecular states. This
modifies significantly the excitation spectrum of the molecules, but does not mod-
ify the reaction itself via modified potential energy surfaces as predicted. This
means that the bright polaritons provide an efficient pathway of accessing the
molecular dark states depending on how much the polaritons and the molecular
states spectrally overlap.



5 WEAK AND STRONG COUPLING BETWEEN
ORGANIC MOLECULES AND EXCITONIC
NANOSTRUCTURES

Optical nanostructures can be purely organic and excitonic (Frenkel excitons),
i.e., made of organic dye doped polymers. Such excitonic nanostructures possess
surface excitonic modes similar to the plasmonic modes when the doping concen-
tration is very high. Excitonic materials are considered as a potential alternative
for plasmonics since they can provide confinement of light in the visible range
while exhibiting low material losses compared to the metals [28,29]. This chapter
briefly explains the modeling of excitonic materials and the origin of surface ex-
citons followed by a summary of weak and strong coupling properties of surface
excitons.

5.1 Modeling of excitonic materials

To develop novel excitonic nanostructures one first needs to model the absorp-
tion of the excitonic materials [103]. Such modeling requires knowledge on the
complex-dispersive dielectric function of the materials [104–106]. In [PV], a sim-
ple and straightforward spectral fitting is proposed for estimation of such optical
constants.

In dye-doped polymer based excitonic materials, the local excitonic absorp-
tion bands ideally show a Lorentzian profile and hence, Lorentz oscillator model
(LOM) is generally used to model the associated optical constants [29, 105]. In
such framework, the complex-dispersive permittivity (ϵ) takes the form as a func-
tion of energy (E) as

ϵ(E) = ϵ∞ +
f E2

0

E2
0 − E2 − iγE

(74)

for an excitonic absorption band (peak energy: E0, oscillator strength: f , spec-
tral linewidth: γ) when the dielectric constant of the host polymer is ϵ∞ [29]. In
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practice, however, when the doping concentration is very high which is the case
for excitonic nanostructures, the absorption profile broadens inhomogeneously
(unlike a Lorentzian or Gaussian). Consequently, in such a case, LOM becomes
inaccurate in estimating the optical constants and a modified Lorentz oscillator
model (MLOM) needs to be considered [105, 107, 108].

In MLOM, a frequency-dependent adjustable broadening function (ABF) is
incorporated as a modification to address the inhomogeneous broadening. The
ABF is considered as

γ
′
(E) = γ exp

[
−α

(
E − E0

γ

)2
]

(75)

where α is an adjustable broadening parameter. Any arbitrary lineshape can be
fitted by varying α (α = 0: Lorentzian, α = 0.3: Gaussian, 0 < α < 0.3: Voigt,
and α > 0.3: asymmetric or inhomogeneous lineshapes). The damping term γ

in Eq. (74) is replaced by the frequency-dependent ABF γ
′

in MLOM. Therefore,
MLOM is a convenient method of obtaining dielectric function by fitting absorp-
tion bands with non-Lorentzian broadening [105, 107, 108].

In MLOM fitting, f , E0, γ, and α are the fitting parameters. They are opti-
mized to reduce the value of an objective function (Θ) which indicates the differ-
ence between the experimental (Aexp) and the calculated (Acal) absorption. The
value of Θ is calculated as

Θ = ∑
E

[
Aexp(E)− Acal(E)

]2 (76)

with A = 1 − R − T (R: reflection and T: transmission) [106]. In the fitting, Acal
is calculated using the optical constants derived from MLOM.

In [PV], thin films of poly-vinyl alcohol (PVA) doped with rhodamine 6G
(R6G) molecules are considered as the excitonic material and the doping concen-
tration is varied. The thin films are prepared on top of glass substrates using spin
coating (see Section 2.2.2) and optically characterized (R and T measurements)
by an angle-resolved optical setup (see Section 2.3.2). The theoretical absorption
(Acal) is calculated using the transfer-matrix method (see Section 2.1.1). Figure
31(a) reports the R6G film absorption spectra for four different doping concentra-
tions: 0.2 mol/L (blue), 0.6 mol/L (green), 1.7 mol/L (red), and 5.2 mol/L (grey).
The vibronic shoulder (503 nm) of R6G (dashed vertical line) becomes prominent
with an increase in concentration resulting in a merging of two separate peaks
(540 nm and 503 nm) leading to a flat top profile (grey curves) for highest doping
(5.2 mol/L) as one can see in Figure 31(a).

The effect of R6G concentration on the fitted f and γ for the vibronic shoul-
der (503 nm) of R6G can be understood from Figure 31(b). From the figure, we
can see that when the R6G concentration increases, f and γ rises, and as a result,
the vibronic shoulder intensifies and broadens as reported in Figure 31(a). Such
trend validates the dominance of the shoulder peak (503 nm) at high concentra-
tions.
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FIGURE 31 (a) Measured (solid curves) and fitted (dotted curves) absorption spectra of
the R6G films for four target concentrations: 0.2 mol/L (blue), 0.6 mol/L
(green), 1.7 mol/L (red), and 5.2 mol/L (grey). The dashed vertical line in
the figure depicts the spectral position of the vibronic shoulder (503 nm) of
R6G. (b) Evolution of the fitted oscillator strength ( f ) and Lorentz linewidth
(γ) as a function of R6G concentration (Conc.) for the vibronic shoulder (503
nm) of R6G. The red squares and blue triangles are the discrete data points
plotted as a scatter diagram. (c) Real part of the complex dielectric function
(Re{ϵ}) of the R6G films for four target concentrations: 0.2 mol/L (blue),
0.6 mol/L (green), 1.7 mol/L (red), and 5.2 mol/L (grey).

The real component of the permittivity (Re{ϵ}) calculated by Eq. (74) using
the optimized fitting parameters for the R6G films are reported in Figure 31(c).
We can clearly see in the figure that the gap between Re{ϵ} values below 475 nm
and above 575 nm increases with concentration. This results in negative values
of Re{ϵ}, implying a plasmon-like behavior [28, 29], in a small spectral window
(460-500 nm) when the doping is highest (5.2 mol/L) as one can see in the grey
curve in Figure 31(c).

From Figure 31 and from [PV] in general, we can infer that the effect of
molecular concentration can be modelled by varying f and γ of an excitonic ma-
terial. Moreover, simultaneous rise in f and γ due to an increase in concentration
can induce negative values of Re{ϵ} which is an essential prerequisite to realize
surface excitonic modes in excitonic nanostructures.
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5.2 Origin of surface excitons

The origin of surface exciton (SE) in excitonic materials can be explained in terms
of Re{ϵ} [29] as also discussed in Chapter 1 (see Section 1.3). To support any
surface exciton mode, the excitonic materials should have at least Re{ϵ(ω)} < 0.
The criteria for sustaining the surface exciton polariton (SEP) mode in an exci-
tonic thin film and the localized surface exciton (LSE) mode in an excitonic NP
are Re{ϵ(ω)} < −1 and Re{ϵ(ω)} < −2, respectively [29]. In [PVII], the effect of
molecular concentration on the generation of SE modes is investigated numeri-
cally by considering PVA doped with TDBC J-aggregates as the excitonic material
since such system can sustain SE modes in room temperature [29, 30, 109–114].

To determine how molecular concentration can affect the negative-real per-
mittivity regime, i.e., Re{ϵ(ω)} < 0, for a TDBC-PVA system, f and γ are varied
in Eq. (74) during the calculation of ϵ(ω) for a TDBC-PVA thin film (thickness: 60
nm). Other Lorentz parameters (ϵ∞ = 2.1025, E0 = 2.08 eV) are realistic values
taken from the existing literature [115]. Figure 32(a) reports the calculated ϵ(ω)
(real: solid and imaginary: dashed) spectra where f and γ are varied. In the fig-
ure inset, the associated absorption computed using the transfer-matrix method
(see Section 2.1.1) is shown.

Figure 32(a) shows how molecular concentration can affect the existence
of SE modes. In the case of a 60 nm TDBC-PVA film with low concentration
( f = 0.05 and γ = 0.05 eV), Re{ϵ(ω)} > 0 (green solid curve) and therefore,
no SE mode exists. By increasing the value of f with the same γ, i.e., f = 0.20
and γ = 0.05 eV, one can partially mimic an increase in concentration. In such a
case, Re{ϵ(ω)} < 0 around 575-595 nm (green spot in red solid curve) and hence,
SE modes can exist in the TDBC-PVA film. By increasing the value of f and γ

together, one can fully mimic an increase in concentration as we infer from [PV].
Therefore, when f = 0.20 and γ = 0.15 eV, we see the more accurate scenario of
high concentration where again Re{ϵ(ω)} > 0 (blue solid curve) and therefore,
no SE mode exists. At this point, it is apparent that broadening (rise in γ) negates
the consequences of an increase in f without broadening.

By calculating the spectral window of Re{ϵ(ω)} < −1 and Re{ϵ(ω)} < −2
for various f and γ where the loss is low, i.e., | Im{ϵ(ω)}| < |Re{ϵ(ω)}| [116] one
can estimate the bandwidth (BW) sustaining the SE modes. Figure 32(b) reports
the BW (solid: Re{ϵ} < −1 and dashed: Re{ϵ} < −2). From the figure it is
clear that without broadening (at γ = 0.05 eV), the higher the f (0.40 → 0.50 →
0.75), the higher the BW (green → blue → red in the vertical axis). If we now
consider broadening, i.e., a rise in γ (0.05 eV → 0.20 eV) for a constant f , we
observe a rapid fall in BW. Again, we see that a rise in γ (broadening) negates the
consequences of an increase in f .

From Figure 32(b) we also see that the BW vanishes after a threshold value
of γ. For example, the threshold value is 0.14 eV for the LSE mode at f = 0.75
(dashed red curve). This threshold is actually a broadening tolerance (∆γ) and to
sustain the SE modes, the broadening needs to be < ∆γ. The tolerance (∆γ) also
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FIGURE 32 (a) Permittivity ϵ(ω) (real: solid and imaginary: dashed) of a TDBC-PVA
thin film (thickness: 60 nm) for various f and γ. In the inset, the associ-
ated absorption spectra are reported in the corresponding colors. In the red
curve of Re{ϵ}, the spectral region of Re{ϵ} < 0 and | Im{ϵ}| < |Re{ϵ}| is
marked by the green spot. (b) Spectral window or bandwidth (BW) sus-
taining SE modes for various f and γ. The f -dependent profile of the
broadening tolerance (∆γ) is plotted in the inset. Reprinted with permis-
sion from [PVII] © The Optical Society.

increases with f as we see in the inset of Figure 32(b). Therefore, if we attain a
very high concentration, f will be very high resulting in a BW of Re{ϵ(ω)} < 0
with a large ∆γ. Consequently, the associated obvious broadening can be miti-
gated and the TDBC layer will support the SE modes.

5.3 Weak coupling properties of surface excitons

From the results reported in previous sections it is apparent that we can model
the variation in molecular concentration by varying f and γ, and these param-
eters can directly affect the generation of SE modes in excitonic materials. In
line with that weak coupling properties of SE modes are also studied in [PVII],
i.e., how molecular concentration affects the SE mode based sensing and spec-
troscopy. For the previously discussed TDBC-PVA system, the weak coupling
properties, i.e., spectral sensitivity (Sλ), spectral figure of merit (Fλ) in sensing,
NFIE, Purcell enhancement, and field confinement are evaluated for varying con-
centration. Three types of TDBC-PVA nanostructures are studied, i.e., a thin
film (SEP), a nanosphere (LSE), and a nanosphere array (ESLR) identical to the
schematics shown in Figures 2(a), 2(d), and 2(e), respectively, if we change the
material from Au to TDBC-PVA. The resulting SE modes have optical responses
and near-field profiles similar to their plasmonic analogs shown in Figure 2.

Refractive-index (RI) sensing performance of SEP, LSE, and ESLR modes
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can be quantified in terms of Sλ and Fλ where

Sλ =
∆λr

∆ns
(77)

and
Fλ =

Sλ

∆λ
(78)

with ∆λr as the shift in the spectral position of the SE mode (λr) due to a change
in refractive index (∆ns) of the sensing medium (ns) and ∆λ as the spectral full-
width at half-maximum (FWHM) of the SE mode in air (ns = 1) [26, 27, 110].
The optical spectra (and thus subsequently λr and ∆λ) of the SEP, LSE, and ESLR
modes are computed using the transfer-matrix method (see Section 2.1.1), Mie
theory (see Section 2.1.2), and coupled dipole method (see Section 2.1.3), respec-
tively, for ns varying from 1 to 1.01 with a step size of 0.001. Figure 33 reports the
evolution of Sλ and Fλ as a function of molecular concentration implemented by
varying f (at γ = 0.05 eV) and by varying γ (at f = 0.5).
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FIGURE 33 Sensing properties of SEP, LSE, and ESLR modes. The f -dependent (at
γ = 0.05 eV) profiles of the spectral (a) sensitivity (Sλ) and (b) figure of
merit (Fλ). The γ-dependent (at f = 0.5) profiles of the spectral (c) sensitiv-
ity (Sλ) and (d) figure of merit (Fλ). In all figures, the discrete data points
are depicted by the blue squares, dark red triangles, and green circles, while
the numbers in corresponding color show the obtained minimum and max-
imum values of the parameters.

From Figures 33(a) and 33(b) it is clear that for all SE modes, Sλ and Fλ

increase with f except Fλ of ESLR (dark red triangles) which drops drastically as
one can see in Figure 33(b). This is the case of no broadening, i.e., γ = 0.05 eV
where an increase in f induces broadening in the ESLR mode (∆λ increases) and
eventually, Fλ drops [PVII]. When broadening is included at f = 0.5, we see a fall
in Sλ for SEP (blue squares) and a rise in Sλ for ESLR (dark red triangles), while
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FIGURE 34 The f -dependent (at γ = 0.05 eV) profiles of (a) NFIE, (b) Purcell enhance-
ment, and (c) field confinement of SEP, LSE, and ESLR modes. In all figures,
the discrete data points are depicted by the blue squares, dark red triangles,
and green circles, while the numbers in corresponding color show the ob-
tained minimum and maximum values of the parameters.

no change in Sλ for LSE (green circles) as reported in Figure 33(c). However, such
rise in γ ( f = 0.5) causes a drop in Fλ for all SE modes as shown in Figure 33(d).
Such findings imply that the performance of SE modes in RI sensing is tunable via
molecular concentration since an increase in f and γ induces counterbalancing
effects.

In spectroscopy, the effectiveness of the SEP, LSE, and ESLR modes are as-
sessed by the NFIE, Purcell enhancement, and field confinement. As discussed in
Section 3.2, the NFIE (|E|2) is relevant to the surface enhancement [60, 61]. In
fluorescence spectroscopy, the Purcell enhancement ∝ Q/Vm accounts for the
amount of emission enhancement [23]. Here, Q and Vm are the confinement of
light in temporal and spatial domains, respectively, [21] as described in Section
1.1. In strong coupling regime, the field-confinement (V−1/2

m ) is relevant to the
coupling strength [3]. All the TDBC-PVA nanostructures are simulated using
FDTD method (see Section 2.1.4) to compute NFIE, Q, and Vm. The evolution
of NFIE, Purcell enhancement, and field confinement is shown in Figure 34 for a
varying f with γ = 0.05 eV and is illustrated in Figure 35 for a varying γ with
f = 0.5.

From Figures 34(a) and 34(c) it is evident that the NFIE and field confine-
ment increase with f . However, the Purcell enhancement drops except for SEP
(blue squares) where it is rising as we see in Figure 34(b). A rise in f causes an
increase in ∆λ of the LSE and ESLR modes causing a drop in Q [PVII]. Conse-
quently, the Purcell enhancement drops. If we now include broadening at f = 0.5,
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FIGURE 35 The γ-dependent (at f = 0.5) profiles of (a) NFIE, (b) Purcell enhancement,
and (c) field confinement of SEP, LSE, and ESLR modes. In all figures, the
discrete data points are depicted by the blue squares, dark red triangles, and
green circles, while the numbers in corresponding color show the obtained
minimum and maximum values of the parameters.

all the parameters drop as one can see in Figure 35. Therefore, the performance
of SE modes in spectroscopy is tunable through molecular concentration and an
increase in f and γ induces counterbalancing effects.

In [PVII], the TDBC-PVA nanostructures are also compared with their plas-
monic analogs, i.e., with identical gold (Au) nanostructures when used as sen-
sors and resonant substrates in spectroscopy. The most surprising and important
finding revealed through such comparison is that the SE modes outperform the
plasmonic modes in enhancing and confining light, and hence, can supplant the
conventional plasmonic systems as a potential alternative.

We can conclude from [PVII] that the SE modes in the excitonic nanos-
tructures possess concentration-dependent and thus, tunable optical properties
unlike the conventional plasmonics. Most of their weak coupling (sensing and
spectroscopy) parameters increase with f when no broadening is allowed. How-
ever, broadening negates that effect by incurring a drop in those parameter val-
ues. Such findings also suggest that the chosen excitonic molecule should have a
strong transition dipole moment (large f ) and a narrow spectral linewidth (small
γ).
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5.4 Strong coupling properties of surface excitons

So far we have seen how SE modes having tunable optical properties can be ex-
ploited in weak coupling applications. In [PVIII], the study extends to investi-
gate how we can utilize such SE modes in excitonic nanostructures for strong
coupling.

A core-shell NP geometry depicted in Figure 36(a) is considered as the plat-
form for strong coupling where a TDBC-PVA core (radius: rcore = 50 nm, per-
mittivity: ϵcore(ω)) possessing LSE mode is surrounded by a generic dye shell
(thickness: tshell = 25 nm, permittivity: ϵshell(ω)). Mie theory (see Section 2.1.2)
is used to calculate the optical responses of such system since the effective size of
the NP (rshell = 75 nm) is beyond the quasi-static scenario [API]. The core permit-
tivity ϵcore(ω) is obtained from Eq. (74) with ϵ∞ as 1.452, γ as 0.05 eV, f as 0.5, and
E0 as 2.08 eV. The shell permittivity ϵshell(ω) is calculated using the same equa-
tion with ϵ∞ as 1.452, γ as 0.10 eV, and E0 as 2.15 eV for a varying f , i.e., fdye as
0.01, 0.03, 0.05, 0.10, 0.15, and 0.20. The variation in fdye renders the variation in
the shell concentration, while the shell absorption peak is spectrally tuned with
the LSE mode (Ec) in core at 2.15 eV.

At this point, we should keep in mind that the modelled NP is fully or-
ganic having the core and shell made of Lorentz materials described by Eq. (74).
However, only the core sustains a LSE mode (Ec) in the spectral regime where
Re{ϵ(ω)} < −2 in addition to its material absorption (Em). The shell has a posi-
tive Re{ϵ(ω)} in the spectral region of interest and thus, possesses only the ma-
terial absorption centered at Ec.

As mentioned above and shown by the red curve in Figure 36(a), the TDBC
core sustains a strong LSE mode (Ec) at 2.15 eV in addition to a relatively weak
material absorption (Em) at 2.08 eV. The shell absorption (black curve) has a spec-
tral match with the LSE mode at Ec. As we see in [PVII], LSE mode is analogous
to the LSP mode in enhancing and confining light. Therefore, polaritons should
emerge in the core-shell absorption due to a strong interaction between the LSE
mode (core) and the dye molecules (shell) as it usually happens for a metallic
core (LSP) [115]. Surprisingly, in Figure 36(a), we do not see any polariton forma-
tion. Instead, we see a mild broadening in the core-shell absorption at Ec with an
increase in fdye.

To understand such a perplexing finding, if we now carefully look at the
core-shell absorption at Ec (2.15 eV) reported in Figure 36(b), we see a drop fol-
lowed by a rise when fdye is varied. Initially, an increase in fdye engenders the
energy-splitting induced transparency [115] causing such drop. However, for the
large values of fdye, the density of the nonhybridized molecular excitons increases
incurring the observed rise [117]. Interestingly, in plasmon-molecule coupling,
we see similar trend [PVIII, 115]. Therefore, the coupling between the LSE mode
(core) and the dye molecules (shell) is indeed strong, although the polaritons are
absent in the absorption spectra.

The absence of polaritons can be explained with the help of Figure 36(c)
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FIGURE 36 (a) Absorption of the dye shell (in black), TDBC core (in red), and TDBC
core-dye shell NP having fdye as 0.01, 0.03, 0.05, 0.10, 0.15, and 0.20 along
with the NP schematic on top right corner. In the schematic, rcore = 50 nm,
tshell = 25 nm, and rshell = 75 nm with ϵcore and ϵshell as the core and shell
permittivities. The vertical dashed black lines show the spectral positions
of the LSE mode (Ec = 2.15 eV) and the material absorption (Em = 2.08
eV) sustained by the core. (b) The fdye-dependent profile of the absorption
(Abs.) at Ec = 2.15 eV for the TDBC core-dye shell NP. The absorption of
the core for fdye = 0 is shown by the black horizontal dashed line, while the
discrete data points are presented by the black squares. (c) Real component
of the permittivity (Re{ϵ}) of TDBC (MTDBC) in top (bottom) panel. (d)
Absorption of the dye shell (in black), MTDBC core (in red), and MTDBC
core-dye shell NP having fdye as 0.0001, 0.0005, 0.001, 0.005, and 0.01. The
vertical dashed black line shows the spectral position of the LSE mode (Ec =

5.9 eV) sustained by the core, while the tilted black dashed lines illustrate
the polariton branches (lower: LP and upper: UP). In (a) and (d), all the
curves are in same linear scale, except they are shifted vertically for clarity.
Adapted from [PVIII] under the license CC BY NC ND 4.0.
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where the top panel reports the values of Re{ϵ} for TDBC. As we see in the figure,
Re{ϵ} of TDBC is negative only in a very narrow spectral region and polaritons
residing outside of that region are absent in the absorption spectra. This hypothe-
sis can easily be tested by modelling a modified TDBC (MTDBC) material having
negative values of Re{ϵ} over a spectral window large enough to include the po-
laritons. In Figure 36(c), the bottom panel reports the values of Re{ϵ} for MTDBC
obtained from Eq. (74) with ϵ∞ as 1.452, γ as 0.10 eV, f as 50, and E0 as 2.08 eV.
As we see in the figure, Re{ϵ} of MTDBC is negative over a broad spectral range.

Let us consider again the same core-shell geometry, i.e., the schematic in
Figure 36(a), where a MTDBC core is now surrounded by a dye shell. The shell
permittivity is calculated using Eq. (74) with ϵ∞ as 1.452, γ as 0.10 eV, and E0 as
5.9 eV for a varying f , i.e., fdye as 0.0001, 0.0005, 0.001, 0.005, and 0.01, to render
the variation in the shell concentration. The red curve in Figure 36(d) shows the
core absorption where the LSE mode (Ec) is now at 5.9 eV. The shell absorption
(black curve) has a spectral match with the LSE mode at Ec. As one can see in
Figure 36(d), the polaritons are now clearly visible in the core-shell absorption
for large fdye (0.005 and 0.01) in adition to a middle peak at Ec resulting from the
nonhybridized molecular excitons [117]. Such outcome validates that strong cou-
pling between the LSE mode (core) and the dye molecules (shell) is attainable.
Although, the resulting polaritons might reside outside of the narrow spectral re-
gion where Re{ϵ} is negative and thus, might be absent in the absorption profile.

Another topic worth exploring is the strong coupling between two resonator
modes. For example, cases of strong coupling between a cavity mode and surface
plasmons [118], and between two types of plasmonic modes [119] have already
been reported. In line with that, coupling between LSE and LSP modes is also
investigated in [PVIII]. The same core-shell NP, i.e., the schematic in Figure 36(a),
is considered where a Au core (LSP) is surrounded by a TDBC shell (LSE). The
TDBC shell (ϵshell) has the permittivity similar to the TDBC core of the previous
case, while Au permittivity (ϵcore) is taken from the literature [31].

The green curve in Figure 37(a) shows the absorption of a TDBC shell when
the core is inert (dielectric). The shell supports two LSE modes, EL1 and EL2,
originated from Fano-type hybridization of LSE modes at inner and outer shell
surfaces, in addition to the material absorption (Em) [112]. When an absorbing
core is considered like the blue curve in Figure 37(a), only a single LSE mode
remains, i.e., EL1 and EL2 merge as one can see in the red curve in Figure 37(a). In
Au core-TDBC shell NP, the Au core is the absorbing core with a LSP mode (Ec)
at 2.28 eV.

To explore what happens when Ec is spectrally tuned with EL1, EL2, or Em,
the parameter Em = E0 of the TDBC shell is treated as a variable in Eq. (74)
ranging from 1.9 eV to 2.3 eV. On an energy difference scale (E − Em with the
center at Em), the positions of EL1, EL2, and Em are shown by the black curve in
Figure 37(b). In the same figure, the absorption spectra of Au core-TDBC shell
NP are depicted (in other colors) on the energy difference (E − Em) scale with Em
as 1.9 eV, 2 eV, 2.1 eV, 2.2 eV, and 2.3 eV. The LSP mode (Ec) of Au core at 2.28 eV
is shown in E − Em scale by the thick black vertical lines on each curve (except on
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FIGURE 37 (a) TDBC shell absorption when the core is inert (in green) or absorbing (in
red) with an absorption profile shown in blue. (b) Absorption of the TDBC
shell (in black) and Au core-TDBC shell NP (in all colors) over the energy
difference (E − Em) scale with Em as 1.9 eV, 2 eV, 2.1 eV, 2.2 eV, and 2.3 eV.
All the curves are in same linear scale, except they are shifted vertically
for clarity. The LSP mode (Ec) of Au core is at 2.28 eV and its position in
E − Em scale is shown by the thick black vertical lines on each curve (except
on black). In figures (a) and (b), the vertical dashed black lines show the
spectral positions of the LSE modes (EL1 and EL2) and the material absorp-
tion (Em) sustained by the TDBC shell. The tilted black dashed line in (b)
depict the lower (LP) polariton branch. (c) Energy splitting (ES) calculated
as Em − ELP on the detuning (Ec − Em) scale. The discrete data points are
marked by the black squares. (d) Contour plot of the dimer absorption. In
the top left corner, a schematic of the dimer is given where Lx = 30 nm,
r = 50 nm, and d = 10 nm. The Ly is treated as a variable ranging from 60
nm to 100 nm in 5 nm step. The excitation is polarized in y-direction (white
arrow), i.e., the electric-field vector E is parallel with Ly. In the right side
of the contour plot, absorption of the TDBC nanosphere (in black) and Au
nanobar (in blue) are shown for Ly = 60 nm. The horizontal black lines
show the spectral positions of the LSE mode (Ec) and the material absorp-
tion (Em) sustained by the TDBC nanosphere. The dispersion of the LSP
mode in Au nanobar and the lower polariton (LP) branch are illustrated by
the blue and white dashed lines. Adapted from [PVIII] under the license
CC BY NC ND 4.0.
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black). It is apparent from Figure 37(b) that when Em is 2.1 eV (green), Ec and EL2
are in tune, when Em is 2.2 eV (violet), Ec and EL1 are in tune, and when Em is 2.3
eV (yellow), Ec and Em are in tune.

As we see in Figure 37(b), for all Em (1.9 eV to 2.3 eV), EL1 and EL2 merge
since the Au core is absorbing. In addition to that, all the core-shell absorption
spectra contain a peak at the energies lower than Em. This is the lower polariton
(LP) peak originated from the strong coupling between the LSP mode (Ec) of the
Au core and the material absorption (Em) of the TDBC shell. That is because
the separation between this LP peak and Em, i.e., the energy split (ES), drops
with an increase in detuning (Ec − Em) as one can see in Figure 37(c). In core-
shell absorption, the upper polariton (UP) is masked by the Au absorption and
the LSE mode, and hence, not resolvable. The results reported in Figure 37(b)
strongly suggest that the coupling between the LSE modes (EL1 and EL2) and the
LSP mode (Ec) is weak, while only the coupling between the material absorption
(Em) and the LSP mode (Ec) is strong.

To further confirm the aforementioned finding, a dimer system is consid-
ered where a Au nanobar (LSP) is interacting with a TDBC nanosphere (LSE).
Figure 37(d) shows the schematic of such dimer (top left corner) where the di-
mensions are Lx = 30 nm, Lz = 50 nm, r = 50 nm, and d = 10 nm. The nanobar
length (Ly) is treated as a variable ranging from 60 nm to 100 nm, while the FDTD
method (see Section 2.1.4) is used to compute the optical responses of the dimer.

In Figure 37(d), the black curve on the right shows the nanosphere absorp-
tion having a strong LSE mode (Ec) in addition to the material absorption (Em).
The LSP mode of the nanobar (blue curve on the right) is in tune with the LSE
mode (Ec) when Ly is 60 nm. To explore what happens when the LSP mode over-
laps with Ec or Em, the LSP mode is shifted from Ec to Em by increasing Ly (60 nm
to 100 nm). The blue dashed line in Figure 37(d) shows the resulting dispersion
of the LSP mode.

The contour plot of the dimer absorption is presented in Figure 37(d) and
we can infer from the figure that no polaritons form when the LSP mode overlaps
with the LSE mode at Ec. A LP branch (white dashed line) forms through an
energy splitting only when the LSP mode overlaps with the material absorption
(Em). No upper polariton branch is observed since the upper polaritons overlap
with the LSE mode (Ec). Clearly, Figures 37(b) and 37(d) report the same finding
and thereby, confirm that the coupling between the LSE and LSP modes is weak,
while only the coupling between the material absorption and the LSP mode is
strong.
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Chapter summary

In summary, from [PV] we learned that effect of molecular concentration can be
modelled by varying f and γ leading to the generation of SE modes in excitonic
nanostructures. We can conclude from [PVII, PVIII] that optical properties of SE
modes supported by such excitonic nanostructures can be efficiently tuned via
molecular concentration. In weak coupling regime, excitonic nanostructures are
a potential alternative for plasmonics since the supported SE modes can provide
equivalent or even better confinement of light compared to metals. However, in
strong coupling regime, excitonic nanostructures fail to sustain polaritons since
the spectral region supporting the SE modes is usually very narrow. Moreover,
coupling between the SE modes and the other resonator modes is weak, while
coupling between the material absorption of the excitonic materials and the sur-
face plasmons is strong.



6 CONCLUSION

This dissertation is a synthesis of eight publications on weak and strong cou-
pling between organic molecules and confined light achieved via optical nanos-
tructures. To develop a foundation for this topic, the dissertation started by ex-
plaining the idea of weak and strong light-matter coupling (Chapter 1), how dif-
ferent kinds of nanostructures can be used to confine light to attain such cou-
pling (Chapter 1), and how those nanostructures can be implemented in prac-
tice (Chapter 2). Considering the importance of organic molecules in photo-
voltaics, material science, and resonant nanophotonics, the dissertation summa-
rized studies on three kinds of optical nanostructures, i.e., plasmonic (Chapter
3), photonic (Chapter 4), and excitonic (Chapter 5) nanostructures when weakly
and/or strongly coupled to the molecules. Hopefully, the aforementioned Chap-
ters provided the prerequisite for the included publications appended after the
list of cited references. This chapter concludes the overall findings and presents
an essence of the whole study.

Let us first consider weak coupling between organic molecules and confined
light. In weak coupling regime, plasmonic nanostructures like Fano-resonant
metallic oligomers [PI,PII] and metallic gratings [PIII] can be used to enhance the
Raman response of the molecules via surface enhancement, while photonic nanos-
tructures such as planar metallic Fabry-Pérot cavities [PIV] can be employed to
enhance the molecular spontaneous emission rate through Purcell enhancement.
In both cases, the coupling is weak since the confined light (plasmonic and cav-
ity modes) acts as a small perturbation only to boost the molecular responses
(Raman and fluorescence) without affecting the molecular energy states. For op-
timal surface enhancement, the subradiant part of a plasmonic mode should have
a large near-field enhancement at the Raman excitation, while the superradiant
part should have a strong far-field scattering nature at the Raman fingerprint re-
gions [PI, PIII]. Such mode can be engineered with a high number of spatially
localized hotspots by optimizing the nanostructure geometry [PII]. For optimal
Purcell enhancement and for efficient collection of the enhanced emission, the
planar metallic Fabry-Pérot cavity should have a leaky top mirror for emission
collection and a non-transparent bottom mirror, i.e., a reflective geometry [PIV].
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In weak coupling regime, whether it is a plasmonic [PI, PII, PIII] or pho-
tonic [PIV] nanostructure, the idea is to optimize its geometry in order to optimize
its optical properties and thereby, the associated Raman or fluorescence enhance-
ment. However, if a nanostructure is fully organic and made of polymer doped
with excitonic molecules [PV], then its optical properties and the corresponding
enhancements (surface or Purcell) can also be optimized by varying the molecu-
lar concentration of the dopant [PVII]. Very high dopant concentration induces a
negative real part in the permittivity of the excitonic material [PV]. Consequently,
the excitonic nanostructure shows plasmon-like behaviour by sustaining surface
exciton modes analogous to the surface plasmon modes in metals. Such surface
exciton modes, if optimized properly via molecular concentration, can outper-
form the plasmonic modes by providing equivalent or even better confinement
of light [PVII].

Confined light, provided by various optical (plasmonic, photonic, or exci-
tonic) nanostructures and optimized via geometry or molecular concentration,
can merely influence (e.g., enhance) the molecular responses (Raman or fluores-
cence) in the weak coupling regime. To actually change the energy landscape
of a molecule and potentially modify its chemical properties, the coupling needs
to be strong. In the case of strong coupling between organic molecules and con-
fined light, photonic nanostructures like planar metallic Fabry-Pérot cavities can
be utilized to engineer the photochemical properties of molecules via cavity po-
laritons [PVI], while plasmonic nanostructures such as metal nanoparticles can be
used to generate exciton-plasmon polaritons [PVIII]. However, unlike their plas-
monic analog, excitonic nanostructures such as organic nanoparticles fail to sus-
tain such hybrid polaritonic states [PVIII].

In strong coupling regime, formation of hybrid light-matter states (polari-
tons) induces drastic changes in the molecular energy landscape. The cavity
polaritons, originated from the strong cavity-molecule coupling, can modify the
emission yield of a photochemical reaction if the reaction timescale is compara-
ble to the cavity photon lifetime. In such strongly-coupled systems, the bright
polaritonic states act as an efficient pathway to access the reactive molecular dark
states. This is the most significant and novel finding in this dissertation since it
shows that unlike the theoretical predictions, cavity polaritons are only able to
significantly modify the excitation spectrum of the molecules, but the reaction
itself as well as the potential energy surfaces remain unperturbed [PVI].

The strong coupling between the material absorption of the excitonic mate-
rials and the surface plasmons forms new energy states, exciton-plasmon polari-
tons, which can absorb and emit light [PVIII]. In this regard, the surface exciton
mode, unlike its plasmonic counterpart, can only support the strong coupling in-
duced transparency and not the hybrid polaritonic states due to its narrowband
existence. In addition, it can only weakly couple to the other optical modes such
as surface plasmons [PVIII].

Hopefully, this dissertation along with the appended publications will pro-
vide insights on how optical nanostructures should be developed to attain better
confinement of light leading to an effective light-matter coupling and how such
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coupling can be utilized to influence molecular properties. The latter is crucial
to achieve a leap in organic photovoltaics and modern organic nanophotonics.
Considering the rapid progress in computational methods, nanofabrication tech-
niques, ab initio theories, and artificial intelligence driven material science, devel-
opment of novel excitonic, polaritonic, and meta devices is not far-fetched. The
field of altering material properties by hybridizing light and matter will thrive,
and optical nanostructures could soon take the role of photonic catalysts employed
to achieve the alchemy of vacuum. This dissertation may have touched the topic
only on a surface level.
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Abstract: Plasmonic oligomers can provide profound Fano resonance in their scattering 
responses. The sub-radiant mode of Fano resonance can result in significant near-field 
enhancement due to its light trapping capability into the so-called hotspots. Appearance of these 
highly localized hotspots at the excitation and/or Stokes wavelengths of the analytes makes 
such oligomers promising SERS active substrates. In this work, we numerically and 
experimentally investigate optical properties of two disk-type gold oligomers, which have 
different strength and origin of Fano resonance. Raman analysis of rhodamine 6G and adenine 
with the presence of the fabricated oligomers clearly indicates that an increment in the strength 
of Fano resonance can improve the Raman enhancement of an oligomer significantly. 
Therefore, by suitable engineering of Fano lineshape, one can achieve efficient SERS active 
substrates with spatially localized hotspots.

© 2018 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction
Raman spectroscopy is nowadays a standard method for investigating the structural information 
of the materials [1,2]. Raman spectrum contains information about the vibrational and the 
rotational states in the molecular system of a probed material [3]. Extraction of such a chemical 
‘fingerprint’ enables the use of Raman spectroscopy in different scientific and industrial 
applications ranging from ultra-violet (UV) to near-infrared (NIR) region [4,5]. Despite all 
acclaimed advantages of Raman spectroscopy, its real-life implementation is somewhat limited 
due to its low efficiency and sensitivity when compared, e.g., to fluorescence spectroscopy [6].

The observation of an intense Raman response at the presence of a silver electrode by 
Fleischmann and co-workers in 1974 [7], and the theoretical explanation of the phenomenon 
by Van Duyne et al. in 1977 [6], opened an efficient way to enhance the Raman signal with the 
help of subwavelength metallic structures [8-11]. That is, the presence of a plasmonic substrate 
leads to vastly enhanced Raman signal, i.e., Surface-Enhanced Raman Scattering (SERS) [12-
14]. Advancement in nanofabrication technologies, specifically in electron-beam and focused-
ion beam lithography, makes the realization of SERS active substrates with predefined sizes, 
shapes, and the material properties so accurate that SERS has become a popular method in bio-
sensing [15-17], and in single molecule detection [18-21].

Suitable engineering of plasmonic resonances in complex photonic structures can optimize 
the enhancement of Raman response of a material. Generation of Fano resonance (FR) in a 
coupled plasmonic system is one way to do it [22]. Fano resonance is an asymmetric non-
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Lorentzian resonance formed as an interference between a broad continuum state and a narrow 
discrete state [23-28]. It was first reported in 1935 when found in the absorption spectra of 
noble gases [23-27]. Even though FR had its implementation mainly in quantum systems in the 
past decades, it can also be generated profoundly in plasmonic oligomers [29-31].

Plasmonic oligomers are clusters of metallic nanoparticles (NP) where size, shape, and 
interparticle distance are specially arranged to obtain the desired optical response. Presence of 
multiple nanoparticles very close to each other induces interference and coupling between the 
localized surface plasmon resonances (LSPR) of individual NPs. Such hybridization of particle 
plasmon modes opens the possibility of having profound FR in the scattering or extinction 
profile of the system [30,31]. In a plasmonic oligomer, when the plasmon oscillations of all 
particles are in phase, they interfere constructively and the net dipole moment of the structure 
increases. Such collective mode provides a broad peak in the scattering spectrum that is often 
called as the super-radiant mode or bright mode. The dark mode or the sub-radiant mode is 
found as a dip in the scattering profile and is generated due to the destructive interference 
between the LSPR modes of individual particles when the plasmon oscillations are not in phase 
and the net dipole moment decreases [32-35]. The depth of the Fano dip indicates the strength 
of the coupling between LSPR modes of the nanoparticles and can be modulated by varying
the gap between the particles [31]. When the gaps between the particles widen, the coupling 
between the plasmon modes of each particle reduces and the Fano dip starts to disappear. If the 
gap becomes very small, the coupling greatly enhances and the depth of the Fano dip almost 
reaches to the zero level, which is referred as the plasmon-induced transparency [36]. The 
spectral position of FR can be tuned by controlling the structural and chemical properties of the 
oligomer such as size, shape, thickness and material of the particles present in the oligomer 
while the gap between the particles defines the strength of the coupling [31,37].

The sub-radiant (or dark) mode in a Fano resonant plasmonic system can significantly 
enhance the near-field intensity within the nanostructure due to its non-radiative nature and 
capability to trap energy at the gaps between the particles [38]. The highest near-field intensity 
is always obtained near the Fano dip or Fano window [39], and consequently, Fano-plasmonic 
structures can provide large Raman enhancements when the FR is tuned with the excitation 
frequency and the targeted Stokes frequencies of the analytes [22]. Origin of FR in a plasmonic 
oligomer can be explained theoretically with the help of multiple approaches such as the 
coupled oscillator model [40-42], the subgroup decomposition of plasmonic resonances 
[35,43], the circuit model of Fano resonance [44], and the rigorous quantum electrodynamic 
formulation [45].

In this article, we report on the SERS activity of two disk-type gold oligomers, a trimer and 
a pentamer, which have profound FR in their scattering profile but with different origin and 
strength. The origin of FR in the pentamer is purely electric in nature [38,42,46-48], while FR 
in the trimer is generated due to the interaction between the electric and the magnetic plasmon 
modes [49-52]. The strength of FR, which can be identified by the depth of the Fano dip, is 
higher in the pentamer than in the trimer. The oligomers were numerically modelled using the 
finite element method (FEM) to tune their FR into the targeted Raman signals of two Raman 
active analytes, 1360 cm-1 for rhodamine 6G [53], and 734 cm-1 for adenine [54]. Optical 
characterization of the fabricated oligomers showed agreement with the simulated responses 
and ensured deeper Fano dip in the pentamer than in the trimer. Raman spectroscopy of 
rhodamine 6G and adenine with the presence of the oligomers showed higher SERS intensity 
in the case of the pentamer than with the trimer for both analytes. Our experimental findings 
show how the strength of FR, in terms of the depth of the Fano dip, directly influences the 
SERS activity of the oligomer when it is tuned with the targeted Raman region of the analytes. 
Such investigation on the dependence of SERS enhancement on the strength of FR in plasmonic 
oligomers having different Fano origin is not reported earlier for our knowledge.
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2. Methods
2.1 Numerical simulations

Optical responses of the plasmonic oligomers were calculated and optimized numerically with 
FEM-based commercial software package (COMSOL Multiphysics version 5.1). In the 
computation, a single oligomer was placed on top of a glass substrate, and it was surrounded 
by air. The perfectly matched layers were used at all the boundaries of the 2 μm × 2 μm × 2 
μm simulation space to prevent any reflections. The optical response of the oligomer, at the 
near– and far-field, for the normal incidence of light with electric field along the oligomer’s 
main axis as illustrated in Fig. 1, was computed using the scattered-field formulation module 
of COMSOL [55]. The material model for gold was extracted from the measured optical 
constants recorded by Johnson and Christy [56]. The nondispersive refractive indices of air and 
glass (SiO2) were considered as 1.0000 and 1.4585, respectively.

2.2 Fabrication

The plasmonic oligomers were fabricated using electron beam lithography and lift-off process. 
A 0.5 mm thick silicon (Si) wafer, with a 100 nm thick ‘thermally grown’ silicon dioxide (SiO2)
layer on it, was used as a substrate. A standard positive e-beam resist (AR-P 6200) was initially 
spin-coated on the substrate. The resist was patterned in an e-beam lithography system (Raith 
EBPG 5000+) according to the optimized design parameters obtained from the numerical 
simulations. Thermal evaporation method was used to deposit a uniform gold layer with a 
thickness of 20 nm on the patterned substrate, after which the resist was removed in a solvent 
resulting in gold structures on SiO2. The schematics of the fabricated trimers and pentamers are 
shown in Fig. 1. The structures were organized as a square array on the substrate with a gap of 
2 μm between each oligomer both in x and y directions to ensure prevention of any kind of 
coupling between them. Scanning electron microscope (SEM) imaging was used 
(SEMleo1550Gemini operated at an accelerated voltage of 5 kV) to determine the structures of 
the fabricated samples.

2.3 Optical characterization

Fabricated oligomers were characterized with a custom build optical setup where a white light 
source (Oriel 66182) was used to illuminate the array of gold trimers and pentamers. The light 
coming from the lamp was pseudo-collimated at best and two irises were used to align it. 
Rotatable Glan-Taylor polarizer was used to select the polarization of the excitation light. The 
scattering profiles of the oligomers were recorded by tracing the peak intensities of the reflected 
first diffraction order of the oligomer array at different angular positions by using a full 360o

rotatable detection arrangement (F220SMA-A/ThorLabs, f = 10.9 mm, NA = 0.25). The angle-
resolved scattering was collected with an optical fiber connected to a spectrometer (Jobin Yvon 
iHR320) equipped with a CCD camera (Jobin Yvon Symphony). More details about the optical 
setup can be found elsewhere [57-59].

2.4 Raman spectroscopy of analytes

Raman responses of rhodamine 6G and adenine for both kinds of oligomers were collected 
using a commercially available Raman setup (Renishaw inVia confocal Raman microscope) 
where a continuous-wave gas laser with an emission wavelength of 785 nm was used as an 
excitation source. A numerical objective (100X, NA = 0.85) was used to illuminate the sample 
for 30 s with 3.10 mW excitation power and to collect the Stokes-shifted signal. The correct 
polarization of the tightly focused excitation beam with 1 μm (approximated) spot size was 
maintained by rotating the sample stage. The analytes were deposited on the substrates with 
fabricated trimers and pentamers within a 10 μL water droplet and then incubated at room 
temperature under normal humidity for 5 minutes until the drop had dried. The initial 
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concentrations of the analytes in solution were 1 μM for rhodamine 6G (R6G) and 1 mM for 
adenine (Ade).

3. Results and discussion
Plasmonic oligomers were optimized using FEM-based simulations so that their FR would 
overlap with the targeted Raman signature zones of the analytes (1360 cm-1 for rhodamine 6G
[53] and 734 cm-1 for adenine [54]) when excited with the wavelength of the Raman experiment 
(785 nm). The trimer, depicted in Fig. 1(a), contains a pair of identical disks having a radius of 
50 nm along with a larger disk with a radius of 100 nm. The pentamer, presented in Fig. 1(b),
contains a chain of three identical disks having a radius of 75 nm and two small identical disks 
with a radius of 62.5 nm on the top and the bottom of the central disk of the chain. The gap 
between the disks and the thickness (or height) of the disks are kept 20 nm in both oligomers 
to ensure that the difference between the strength of FR in those oligomers did not occur due 
to the difference in their interparticle distances and thicknesses. All geometric parameters 
related to the disks (i.e. interparticle gap, thickness and disk radius) had fabrication tolerances 
of ±5 nm obtained from the numerical simulations.

Fig. 1. (a) Optimized geometry for the trimer with R = 100±5 nm, r = 50±5 nm, d = 20±5 nm, h 
= 20±5 nm. (b) Optimized geometry for the pentamer with R = 75±5 nm, r = 62.5±5 nm, d = 
20±5 nm, h = 20±5 nm. All geometric parameters related to the disks (i.e. interparticle gap, 
thickness and disk radius) had fabrication tolerances of ±5 nm obtained from the numerical 
simulations. The arrows on top of the structures show the polarization of the excitation.

The existence of FR and its overlap with the intended spectral regimes are clearly seen in 
the simulated scattering cross-sections of the oligomers, presented in Fig. 2(a) after normalized 
by their geometrical cross-sections. The strength of FR, in terms of the depth of the Fano dip, 
can be quantified by a parameter , which defines the ratio between the scattering cross-
sections (or scattering intensities) at the Fano dip ( Fano dip) and at the Fano peak ( Fano peak),
i.e. = Fano dip Fano peak⁄ . The pentamer shows a lower value of ( =0.21) than the trimer 
( =0.43) in the simulated spectra and hence, provides higher depth in FR and stronger FR than 
the trimer. The spectral profiles of the total near-field intensity enhancement (NFIE) for the 
oligomers were calculated as | loc⁄ | integrated over the illuminated surfaces of the 
oligomers (i.e. the top and sides of the disks), where loc and are the local and incident 
electric field amplitudes, respectively. The NFIE profiles, normalized by the geometrical 
surface area of the corresponding illuminated surfaces, are depicted in Fig. 2(b). They yield 
higher enhancement in the case of the pentamer than in the case of the trimer. The spectral 
position of the highest enhancement was found close to the Fano dip in the scattering spectra 
for both oligomers. Such spectral correlation between the scattering minima and the NFIE 
maxima is a general property of systems having FR [39], and has been reported earlier also for 
different kind of structures [22].
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Fig. 2. (a) Simulated scattering cross-sections of the trimer (blue line) and the pentamer (red 
line). The black dots represent the position of the peak and the dip in the corresponding spectra 
used to calculate . (b) Simulated NFIE of the trimer (blue line) and the pentamer (red line). The 
red, green and blue dashed lines in both diagrams represent, the excitation wavelength (785 nm), 
the targeted Raman line of adenine (734 cm-1 or 833 nm) and the targeted Raman line of 
rhodamine 6G (1360 cm-1 or 879 nm), respectively.

The near-field enhancement (NFE) maps | loc⁄ | for the trimer and the pentamer, 
computed at a plane 1 nm above the top surfaces of the oligomers and presented in Fig. 3, show 
the spatial distribution of the NFE at the wavelengths of Fano dips and Fano peaks. The NFEs 
obtained at Fano dips (790 nm for the pentamer and 795 nm for the trimer) are higher than those 
of at Fano peaks (728 nm for the pentamer and 716 nm for the trimer) for both oligomers and 
their spatial distribution yields ‘hotspots’, i.e. confined regions with localized electromagnetic 
energy, at the gaps between the disks. In the trimer, the hotspots are found at the gap between 
the two small disks, showed in Fig. 3(a) and Fig. 3(b). In the pentamer, they situate at the gaps 
in the chain of the three identical disks, illustrated in Fig. 3(e) and Fig. 3(f), and they spatially 
overlap at both dip and peak wavelengths. The spatial locations of the hotspots at different 
wavelengths are not identical in general and are often distributed differently over the sample 
geometry [51]. Spatial overlap of the hotspots at multiple wavelengths is important for SERS 
applications since the electromagnetic enhancement factor (EEF) for SERS is defined as 
SERS EEF = loc(excitation)⁄ × loc(Stokes)⁄ i.e. the product of the NFEs at the 
excitation and Stokes wavelengths [22]. Thus, spatially coinciding hotspots of these two 
wavelengths will yield the highest enhancement. The spatial distribution of the SERS EEFs (or 
SERS maps) for both oligomers at the targeted Raman signature zones of the analytes are 
reported in Fig. 3. From the figure we can see that the maximum SERS electromagnetic 
enhancement factors are about 3×106 for the trimer and 5×106 for the pentamer. Both of them 
are achieved for the 734 cm-1 Raman line of adenine.

Origin of FR in the trimer and the pentamer was investigated by computing the surface 
charge densities and the conduction current densities over the top surfaces of the disks. The 
surface charge density plots for the pentamer presented in Fig. 4 clearly show ‘in-phase’ 
plasmon oscillations in all disks at Fano peak (728 nm), shown in Fig. 4(a), but ‘out of phase’ 
oscillation in the central disk with respect to the other four disks at Fano dip (790 nm), shown 
in Fig. 4(b). This clearly explains generation of the broad super-radiant mode at 728 nm and 
the sub-radiant mode at 790 nm in the corresponding scattering profile. We can also infer that 
the nature of FR in the pentamer is purely electric since the interaction between the electric 
dipole moments causes the generation of FR [38,42,46-48].
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Fig. 3. Simulated NFE and SERS EEF maps calculated at a plane 1 nm above the top surface of 
the oligomers. (a-b) NFE plots for the trimer at Fano dip (795 nm) and Fano peak (716 nm). (c-
d) SERS EEF maps of the trimer for the targeted Raman band of adenine (734 cm-1 or 833 nm) 
and rhodamine 6G (1360 cm-1 or 879 nm). (e-f) NFE plots for the pentamer at Fano dip (790 
nm) and Fano peak (728 nm). (g-h) SERS EEF maps of the pentamer for the targeted Raman 
band of adenine (734 cm-1 or 833 nm) and rhodamine 6G (1360 cm-1 or 879 nm). In the plots (c-
d) and (g-h), the white dashed lines represent the gold disks in the oligomer and for SERS EEF 
calculation, the excitation wavelength was considered as 785 nm. In (a-d) all the dimensions are 
along Fig. 1(a) and in (e-h) as illustrated in Fig. 1(b).

Fig. 4. Simulated surface charge densities and conduction current densities over the top surfaces 
of the disks present in the oligomers. (a-b) Surface charge density plots for the pentamer at Fano 
peak (728 nm) and Fano dip (790 nm). (c) Surface charge density plot for the trimer at Fano 
peak (716 nm). (d) Conduction current density plot for the trimer at Fano dip (795 nm). In the 
plots (a-d), the black arrows represent the polarization of the excitation electric field .

The surface charge density plot for the trimer, depicted in Fig. 4(c), shows ‘in-phase’ 
plasmon oscillations in all disks at 716 nm and explains the creation of the broad super-radiant 
mode at that wavelength in corresponding scattering profile. The current density plot for the 
trimer at Fano dip (795 nm), illustrated in Fig. 4(d), reveals the presence of a ‘coil type’ 
magnetic resonant mode at 795 nm which has a sub-radiant nature in the scattering profile. 
Hence, the super-radiant mode in the trimer is electric in nature while the sub-radiant mode is 
magnetic (coil-type) and FR is originated from their hybridization [49-52].
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The fabricated trimers and pentamers were arranged in a rectangular array with a gap of 2
μm between two adjacent oligomers to prevent direct crosstalk between them. The SEM images 
of the fabricated samples are presented in Fig. 5. Such oligomer arrays can be considered as 
periodic structures (reflective gratings) with a period of 2 μm and hence, they provide 
diffraction orders in their scattered light with scattering angle depending on wavelength. Of 
particular note is that in both fabricated structures, i.e. in the trimer and the pentamer (Fig. 5), 
the gaps between the bigger particles are slightly decreased due to the proximity effect in 
electron beam lithography. This effect was taken into account on the simulations also.

To determine the scattering intensity spectrum of the trimers and the pentamers, the first 
diffraction orders of the arrays were recorded at different angular positions, i.e., increment in 
the angle of detection redshifts the first diffraction order while its peak intensity follows the 
line shape of the scattering profile of an individual oligomer. To be specific, the intensity of the 
first diffraction order reached its minimum at an angle corresponding to the Fano dip, since, at 
that region, the nanostructures have a minimum in their scattering profile. Therefore, the peak 
intensities of the first diffraction order at different detection angles provide an intensity 
envelope from which the scattering profiles of the trimer and the pentamer can be extracted. 
The recorded peak intensities were normalized by dividing them with the lamp intensity at the 
corresponding spectral positions. The normalized intensities were further Lambertian corrected 
by dividing them with a cosine of the corresponding detection angle.

Fig. 5. SEM images of the fabricated oligomers. (a-b) SEM images of a single trimer and a single 
pentamer. (c-d) SEM images of the arrays of the trimer and the pentamer with 2 μm gap between 
two adjacent oligomers both in x and y direction.

Figure 6 shows the experimentally obtained scattering spectrum of the trimer and the 
pentamer along with their simulated estimations. The experimental spectra contain squares 
connected by dotted lines where the squares represent the measured peak intensities of the first 
diffraction order (normalized and Lambertian corrected) at different detection angles (and 
hence, at different spectral positions) thus forming the scattering intensity profiles of the 
oligomers. The experimental scattering profiles of the oligomers are in a good agreement with 
the simulated estimations and the pentamer shows stronger FR by yielding a lower value of 
( =0.25) than that of the trimer ( =0.46) in the experimental spectra.

                                                             Vol. 27, No. 21 | 14 Oct 2019 | OPTICS EXPRESS 30037 



Fig. 6. (a) Simulated (solid blue line) scattering cross-section and experimental (dotted blue line) 
scattering intensity profiles of the trimer. (b) Simulated (solid red line) scattering cross-section 
and experimental (dotted red line) scattering intensity profiles of the pentamer. The simulated 
spectra are scaled with the experimental ones. The black squares in the experimental spectra 
represent the peak intensities of the first diffraction order (normalized and Lambertian corrected) 
collected at different detection angles. The red and blue arrows represent the position of the peak 
and the dip in the corresponding spectra used to calculate . The red, green and blue (vertical) 
dashed lines in both diagrams represent, the excitation wavelength (785 nm), the targeted Raman 
line of adenine (734 cm-1 or 833 nm) and the targeted Raman line of rhodamine 6G (1360 cm-1

or 879 nm), respectively. For comparison between experimental scattering intensities of the 
trimer and the pentamer, please find Fig. 8 in Appendix.

To study the effect of FR on the SERS performance of the oligomers, we performed Raman 
spectroscopy of two Raman active analytes, adenine (Ade) and rhodamine 6G (R6G), on top of 
the trimers and the pentamers with an excitation at 785 nm. Our targeted Raman bands were 
the symmetric ring-breathing mode of adenine [54] around 734 cm-1 and C – C stretching mode 
(vibrational) of rhodamine 6G [53] around 1360 cm-1. Collected SERS spectra were baseline-
corrected using the asymmetric least squares algorithm for the baseline analysis [60] and 
smoothed using the Savitzky–Golay smoothing technique [61,62], both implemented by a 
commercially available data analysis software OriginPro 2017 [63]. The main areas of interest 
in Raman shifts were 1300 – 1400 cm-1 for R6G and 700 – 800 cm-1 for Ade during the 
collection. The resulting SERS spectra are presented in Fig. 7 and they are consistent with the 
existing literature [53,54,64-67]. The SERS spectrum of R6G shows also the N – H in-plane 
bend mode around 1312 cm-1 in addition to the targeted C – C vibrational stretching at 1363 
cm-1. No Raman signal was observed with the same amount of molecule, but without the 
oligomers.

Clearly, from Fig. 7, we can conclude that the pentamer, which has stronger FR in its 
simulated and experimental scattering profiles (in terms of the depth of the Fano dip, i.e., lower 
value of ) than the trimer, yielded stronger SERS signal than that of the trimer under the 
identical experimental conditions for both analytes. The obtained relative increases in the 
intensities of the targeted Raman lines were about 130% and even 330% for R6G and Ade, 
respectively. It should be noted that even the surface area of the pentamer is about 65% higher 
than that of the trimer, it would only account for a 65% increase in the SERS signal, when 
assuming constant surface concentration of the molecules, which is a reasonable assumption
here. This is clearly not enough to explain the observed effect. In addition, the SERS signal of 
Ade is clearly higher than that of R6G, which could be due to the better matching of the FR to 
the targeted Raman line, but since the experimental conditions between different molecules 
differ, no proper conclusion can be drawn from that. Yet, the relative increase in the Raman 
line intensity when comparing the pentamer to the trimer is significantly higher for Ade, which 
can be addressed to the fact that the Raman line of Ade matches with the Fano-resonance, while 
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R6G Raman lines lie off from the resonance. The fact that the difference in SERS enhancement 
between the oligomers is higher for the Raman lines at FR than for the lines outside the 
resonance, implies that it is indeed the subradiant Fano mode that induces the highest SERS 
enhancement.

In this study, we did not focus to quantify explicitly any SERS enhancement factor for the 
trimer and the pentamer. However, since the detection sensitivity and number of molecules 
were same for one type of molecule and only the underlying nanostructure was changed, the 
induced increase in the SERS signal directly reflects the relative increase in the enhancement 
factor due to the oligomer properties. Thus, the above-mentioned experimental outcomes
clearly present how the strength of FR directly influences the SERS activity of a plasmonic 
oligomer.  Therefore, by engineering the strength of FR with a higher depth of Fano dip (or 
lower value of ) and by spectral tuning of FR at the targeted Raman region of the analytes as
well as at the excitation wavelength, one can achieve higher SERS performance from a 
plasmonic oligomer.

Fig. 7. (a) SERS intensity spectrum of the targeted Raman line of adenine (734 cm-1) with the 
presence of the trimer (blue line) and the pentamer (red line). (b) SERS intensity spectrum of 
the targeted Raman lines of rhodamine 6G (1310 cm-1 and 1360 cm-1) with the presence of the 
trimer (blue line) and the pentamer (red line). For complete spectra, please find Fig. 9 in 
Appendix.

4. Conclusions
Concisely, we designed and optimized two Fano-plasmonic disk-type gold oligomers using 
FEM-based simulations to ensure that their FR will overlap with our intended Raman lines of 
the analytes (1360 cm-1 for R6G and 734 cm-1 for adenine) recorded with the excitation 
wavelength of 785 nm. The simulated scattering profiles and the experimental scattering 
intensities of the fabricated oligomers clearly showed stronger FR (in terms of the depth of the 
Fano dip) in the pentamer than the trimer. The NFE plots and SERS maps of the oligomers also 
revealed that we achieved the spatial overlap of hotspots at the excitation and Raman 
wavelengths of the analytes. Our numerical analysis also explained that the origin of FR in the 
pentamer is electric in nature but in the trimer, FR originated from the interplay between the 
electric and the magnetic plasmon modes.

We then studied the SERS activity of the two oligomers having different strength and origin 
of FR. Our Raman analysis of the analytes resulted in higher enhancement of the Raman signal 
with the presence of the pentamer than that in the case of the trimer for both analytes. 
Consequently, from our experimental outcomes, we can conclude that the strength of FR in a 
Fano-plasmonic oligomer as well as its spectral overlap with the intended Raman lines
significantly influences its SERS performance. Therefore, by suitable engineering of Fano 
lineshape, with stronger FR and spectral tuning with the intended Raman bands as well as with 
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the excitation frequency, one can achieve efficient SERS active substrates with spatially 
localized hotspots. We also got a hint that the optical properties and SERS activities of such 
oligomers may differ if their origin of FR differ but further studies required in this case to draw 
any concrete conclusions.

Appendix
Comparison between experimental scattering intensities of the trimer and the pentamer and 
complete SERS spectra of analytes.

Fig. 8. Experimental scattering intensity profiles of the trimer (blue dotted line) and the pentamer
(red dotted line). The black circles (in the red dotted line) and the black triangles (in the blue 
dotted line) represent the peak intensities of the first diffraction order (normalized and 
Lambertian corrected) collected at different detection angles. The red and blue arrows represent 
the position of the peak and the dip in the corresponding spectra used to calculate . The red, 
green and blue (vertical) dashed lines represent, the excitation wavelength (785 nm), the targeted 
Raman line of adenine (734 cm-1 or 833 nm), and the targeted Raman line of rhodamine 6G 
(1360 cm-1 or 879 nm), respectively.

Fig. 9. (a) Complete SERS intensity spectrum of adenine (Ade) with the presence of the trimer 
(blue line) and the pentamer (red line). (b) Complete SERS intensity spectrum of rhodamine 6G
(R6G) with the presence of the trimer (blue line) and the pentamer (red line). In (a-b), SERS 
spectra are reported without smoothing and baseline correction.
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Abstract

Realization of Fano resonance in plasmonic oligomers is often exploited to design efficient plasmonic substrates for
surface-enhanced coherent anti-Stokes Raman scattering. Disk-type Fano-resonant plasmonic oligomers are widely
used to enhance the Raman signal of the probe material. Generally, hot spots are generated in those oligomers at
different spatial locations at different wavelengths and only a few spatially overlapping hot spots at multiple
wavelengths can be achieved with oblique incidence of excitation light. In this work, we proposed hexagonal gold
nanoparticle based Fano-resonant plasmonic oligomers that can yield higher number of spatially overlapped hot
spots compared to the disk type oligomers even with the normal incidence of excitation light. The oligomers were
numerically modelled and optimized for surface-enhanced coherent anti-Stokes Raman scattering with 780 nm
pumping and 500–1800 cm− 1 Raman signature region. The Fano lineshape was engineered to ensure near-field
energy coupling at pump while enhancing the coherent anti-Stokes Raman signal at the far field. Our computational
studies explored the purely electric origin of Fano resonance in those oligomers and provided maximum Raman
enhancements of 1012–1013 from them to enable single-molecular level applications. Our findings provide a way to
realize fabrication-friendly nanostructures with higher number of spatially localized hotspots for improving the Raman
detection sensitivity.

Keywords: Fano resonance, Plasmonic oligomers, Coherent anti-Stokes Raman scattering

Introduction
The ability of Raman spectroscopy (RS) to provide ac-
curate chemical ‘fingerprint’ of probed material [1–3]
enables its utilization as a powerful analytical tool in dif-
ferent scientific and industrial fields [4, 5]. Development
of integrated optical technologies and ultrafast lasers
made RS a unique diagnostic tool for non-destructive [6]
and non-invasive analysis [7]. In spite of all acclaimed
potentials of RS, its real-life implementations are often
become challenging due to the inherited weakness of the

Raman response of the probe [8]. A linear approach to
overcome the aforementioned limitation of RS is
surface-enhanced Raman spectroscopy (SERS) where a
plasmonic substrate is used to amplify the Raman signal
of the probe material [8–12]. Biosensing at nanoscale
[13–15] and single molecule detection [16–19] become
realizable nowadays with the suitable application of
SERS. Another approach of strengthening the Raman
signal is coherent anti-Stokes Raman scattering (CARS)
where the Raman response is amplified with the help of
a nonlinear optical four-wave mixing (FWM) process,
instead of a plasmonic substrate [20–27]. In CARS, two
laser beams, the so-called pump (ωp) and Stokes (ωs),
are focused into a sample and its molecular vibration

© The Author(s). 2020 Open Access This article is licensed under a Creative Commons Attribution 4.0 International License,
which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if
changes were made. The images or other third party material in this article are included in the article's Creative Commons
licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons
licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

* Correspondence: arpan.a.dutta@jyu.fi
1Department of Physics and Nanoscience Center, University of Jyväskylä,
Jyväskylä, Finland
Full list of author information is available at the end of the article

Journal of the European Optical
Society-Rapid Publications

Dutta and Vartiainen Journal of the European Optical Society-Rapid Publications
           (2020) 16:8 
https://doi.org/10.1186/s41476-020-00128-5



modes are driven by the beat frequencies (ωp −ωs) of
the laser beams and simultaneously probed by a third
(probe, ωprb) laser beam to produce an output signal at
the blue-shifted anti-Stokes frequency (ωp −ωs +ωprb).
In CARS micro-spectroscopy, the pump and probe
beams are obtained from the same narrow-band pulsed
laser and the Stokes from a broadband (femtosecond or
supercontinuum) laser source [21–27]. CARS signal can
further be enhanced by employing a plasmonic substrate
along with the existing nonlinear process [12, 28–30].
Surface-enhanced CARS (SECARS) is such a method in
which the Raman signal enhancement can attain a much
higher level compared to the normal RS, SERS, or CARS
alone [29, 30]. Achievement of single-molecular level
sensitivity in molecular sensing become possible with
SECARS [28].
Designing plasmonic substrates for multi-frequency

based spectroscopic techniques such as SECARS is de-
manding since the optical properties of the substrate has
to be engineered such a way that its plasmon resonances
would overlap with all intended spectral regimes of the
spectroscopic technique. Realization of Fano-resonant
plasmonic (or Fano-plasmonic) oligomers is one option
[28, 30]. In a plasmonic oligomer, metal nanoparticles
(NPs) are clustered with optimal sizes, shapes and inter-
particle distances to obtain desired optical responses
from the oligomer. Hybridization between the localized
surface plasmon resonances (LSPR) of the NPs engen-
dered Fano resonance (FR) in the scattering (or extinc-
tion) profile of the oligomer, manifested as two peaks
having one dip between them in the corresponding scat-
tering (or extinction) lineshape [31, 32]. The scattering
peaks, called as the super-radiant (or bright) mode of
FR, are generated due to the constructive interference
between the LSPR modes of the NPs when the plasmon
oscillations in all NPs are ‘in phase’. The scattering dip,
which is also known as the sub-radiant (or dark) mode
of FR, is a result of the destructive interference between
the LSPR modes of the NPs when the plasmon oscilla-
tions in all NPs are not ‘in phase’ [33–36]. Tuning of FR
at the desired spectral regions can be obtained by opti-
mizing the size, shape, thickness or height, and material
of the NPs present in the oligomer while optimization of
the interparticle gap provides a way to control the de-
gree of the hybridization between the LSPR modes of
the NPs [32, 37]. Theoretical explanation behind the ori-
gin of FR in plasmonic oligomers can be found else-
where [36, 38–43].
Implementation of Fano-plasmonic oligomers in SECARS

requires spectral overlap of the sub-radiant mode of FR (i.e.
the scattering dip or Fano dip) with the pump frequency.
The two super-radiant modes of FR (i.e. the scattering
peaks or Fano peaks), situated in the red and blue side of
the Fano dip, has to be tuned with the Stokes and the

CARS frequencies, respectively [28, 30]. Such strategy
ensures an enhancement of the output light i.e. the CARS
signal at the far field along with an optimized coupling
between the excitation energy and the plasmonic substrate
at the pump wavelength [28]. The achievable Raman signal
enhancement in SECARS depends on the electric field
enhancements at the pump, Stokes, and CARS frequencies
as well as the spatial localization of the hot spots (i.e. con-
fined regions with highly localized electromagnetic energy)
at the same position at those three frequencies [30]. In
general, hot spots are distributed at different positions over
the substrate geometry at different wavelengths and spatial
overlap of them can be achieved with the oblique incidence
of excitation (i.e. pump) light as reported earlier [30]. In
addition, higher number of hot spots is favorable for the
optimal intensification of SECARS signal and in disk-type
Fano-plasmonic oligomers, only a few hot spots are possible
to achieve as shown in previous works [28, 30]. Eventually,
realizing plasmonic substrates that can provide higher
number of spatially localized hotspots is most desirable for
improving the sensitivity of SECARS.
In this article, two Fano-plasmonic oligomers, a quad-

rumer and a heptamer, consisting of hexagonal-shaped
gold NPs, are proposed as SECARS substrates. The olig-
omers are numerically modelled and optimized using
the finite element method (FEM) for CARS applications
where the pump wavelength is 780 nm. The targeted Ra-
man signature zone is considered as the favorable ‘fin-
gerprint region’ of analytes, i.e. 500–1800 cm− 1 [44]. For
the aforementioned Raman signature regime, the Stokes
wavelengths cover approximately 810–908 nm and the
corresponding CARS window becomes 683–753 nm.
Unlike the existing literature [28, 30, 33, 34, 40, 45–47],
the hexagonal shape is chosen for the nanoparticles
present in the oligomers since the hexagonal geometry
offers a higher number of nanogaps than that in the
disk-type geometry. Our computational studies reveal
that the hexagonal NP based Fano-resonant oligomers
can yield higher number of spatially localized hot spots
compared to the disk-type oligomers even with the nor-
mal incidence of the excitation light. Our numerical ana-
lysis also explores the origin of FR in the proposed
oligomers in terms of the complex phase relations be-
tween the induced dipole moments of the hexagonal
NPs. Such findings are important in the context of de-
signing plasmonic substrates for SECARS and for multi-
photon based spectroscopic techniques in general since
they could provide a way to reach high sensitivity in Ra-
man detection with fabrication-friendly nanostructures.

Methods
The oligomers were numerically modelled and opti-
mized for CARS applications using a commercial FEM
package (COMSOL Multiphysics version 5.4). In the
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simulation environment, a single oligomer was kept on
top of a glass (SiO2) substrate and air was considered as
the surrounding medium. The whole simulation space
was 2 μm× 2 μm× 2 μm and perfectly matched layers
(PMLs) were used at all the boundaries of it to prevent
spurious reflections. The near- and far-field (optical)
properties of the oligomers were calculated for the
normal incidence of light with electric field along the
oligomer’s main axis (as illustrated in Fig. 1) using the
scattered-field formulation (wave optics module) of
COMSOL [48]. The complex dielectric function of gold
was collected from the experimental data reported by
Johnson and Christy [49]. The nondispersive refractive
indices of air and SiO2 were taken as 1.00 and 1.45,
respectively.

Results and discussion
The oligomers were modelled and optimized using FEM
so that their FR would spectrally overlap with the
intended pump, Stokes and CARS regions. The sche-
matic designs of the quadrumer and the heptamer are
presented in Fig. 1. The quadrumer, depicted in Fig. 1a,
contains four identical hexagonal NPs having same sizes
(hexagon side length a) as well as equal thicknesses (h)
and interparticle gaps (d). The heptamer, illustrated in
Fig. 1b, contains seven identical hexagonal NPs of equal
sizes (hexagon side length a) while the NP thicknesses
(h) and the interparticle gaps (d) are similar with the
quadrumer.

Tuning of FR at the intended spectral regimes was
done by optimizing the geometrical parameters of the
NPs (i.e. a, d and h). During optimization, effect of one
parameter (a, d or h) on FR was studied while keeping
all other parameters fixed. An increment in NP size (a)
red shifts the Fano dip in both quadrumer and hepta-
mer, as depicted in Fig. 2a and d, respectively.
An increment in interparticle gap (d) slightly blue

shifts the spectral position of the Fano dip but more im-
portantly reduce the depth of the Fano dip significantly
due to the lack of coupling between LSPRs of the NPs,
as illustrated in Fig. 2b and e, in the case of the quadru-
mer and the heptamer, respectively. An increment in NP
thickness (h) also blue shifts the Fano dip in both quad-
rumer and heptamer, as shown in Fig. 2c and f, respect-
ively. The scattering cross-sections reported in Fig. 2 are
normalized by the corresponding geometrical cross-
sections.
The scattering profiles of the oligomers were also

compared with the so-called Fano-formula [50], math-
ematically expressed as σ = (ϵ + q)2/(ϵ2 + 1), where σ is
the scattering cross section, q is the asymmetry param-
eter and ϵ is a parameter related to the reduced energy
[50]. Figure 3a depicts a (non-scaled) overlap between
the Fano-formula (with q= 1) and the scattering line-
shape of the oligomers.
As the Fano-formula contains only one maximum and

minimum in its lineshape, we quantified the q-parameter
in the case of the oligomers as the ratio between the
scattering cross-section at the Fano dip (dotted magenta

Fig. 1 a Optimized design of the quadrumer with a = 80 nm; b Optimized design of the heptamer with a = 62.5 nm. In both a and b, d = 15 nm
and h = 40 nm. The black arrows on the top of the designs present the polarization of the excitation
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line) and the scattering cross-section at the Fano peak
(dotted brown line) in the blue side. Figure 3b, c and d
represent the effect of a, d and h on the q-parameter of
the oligomers, respectively.
The q-parameter in the case of oligomers not only

represents the degree of asymmetry in their correspond-
ing scattering profiles but also quantifies the strength of
FR in terms of the depth of the Fano dip (i.e. the
strength of the coupling between the LSPR modes of the
NPs). Lower the value of q-parameter, higher the depth
of the Fano dip, stronger the FR. The strength of FR in a
Fano-plasmonic oligomer can directly influence its
Raman enhancement capability [45, 51]. Therefore, we
optimized the geometrical parameters of the oligo-
mers such a way that their FR spectrally overlapped
with the pump, Stokes and CARS regions while main-
taining the lowest q-parameter value to ensure the
highest Raman enhancement. The optimized geomet-
rical parameters for the quadrumer are a = 80 nm,
d = 15 nm and h = 40 nm, providing a q-parameter
value of 0.36. For the heptamer, the q-parameter
value is 0.44 for a = 62.5 nm while d and h are simi-
lar with the quadrumer.

The optimized optical responses of the quadrumer and
the heptamer are presented in Fig. 4a and b, respectively.
In both panels of Fig. 4, the blue curves and the blue
vertical axes (on the left side) present the simulated scat-
tering cross-sections of the oligomers (normalized by the
corresponding geometrical cross-sections) where the
Fano lineshape is profoundly manifested. The Fano dips
are clearly in overlap with the pump wavelength (green
dashed vertical lines) while the Fano peaks are tune with
the Stokes (red shaded rectangular regions) and the
CARS (blue shaded rectangular regions) windows for
both oligomers.
The red curves and the red vertical axes (on the right

side) in both panels of Fig. 4 depict the total near-field
intensity enhancement (NFIE) for the oligomers. The
NFIE values are calculated as |Eloc/E0|

2 integrated over
the illuminated surfaces of the hexagonal NPs (i.e. the
top and sides walls), where Eloc and E0 are the local and
the incident electric field amplitudes, respectively. The
NFIE spectra are also normalized by the geometrical
surface area of the corresponding illuminated surfaces.
From Fig. 4 we can clearly find a spectral correlation
between the far-field scattering minima and the NFIE

Fig. 2 Tuning of Fano resonance in the quadrumer a by varying a while keeping d = 15 nm and h = 40 nm; b by varying d while keeping a = 80
nm and h = 40 nm; c by varying h while keeping a = 80 nm and d = 15 nm. Tuning of Fano resonance in the heptamer d by varying a while
keeping d = 15 nm and h = 40 nm; e by varying d while keeping a = 60 nm and h = 40 nm; f by varying h while keeping a = 60 nm and d = 15 nm
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maxima for both oligomers. In other words, the spectral
position of the highest NFIE is very close to the Fano
dip in the scattering profile. Such correlation is a general
property of Fano-resonant systems, reported earlier in
theoretical [52] and experimental studies [45, 51].
The spatial localization of hot spots in such hexagonal

NP based oligomers was studied in terms of the near-
field enhancement (NFE) maps, computed as |Eloc/E0| at
a plane 1 nm above the top surfaces of the oligomers.
To compare the hot spot localization in hexagon-based

oligomers with that of the disk-type oligomers, similar
NFE maps were computed for a disk-type quadrumer and
a disk-type heptamer having similar thicknesses, interpar-
ticle gaps and geometrical surface areas corresponds to
their hexagonal versions. The NFE maps for the quadru-
mer and the heptamer, calculated at the pump, Stokes and
CARS frequencies for the 740 cm− 1 Raman band of aden-
ine [28], are reported in Figs. 5 and 6, respectively.

To study the localization of hot spots and its effect on
SECARS enhancement, we plotted the spatial distribution
(or map) of the SECARS (electromagnetic) enhancement
factor G in Figs. 5d and 6d for the hexagon-based quadru-
mer and heptamer, respectively. Figures 5h and 6h report
the same for the disk-type quadrumer and heptamer, re-
spectively. The SECARS electromagnetic enhancement
factor is calculated as G = |Eloc(pump)/E0|

4 × |Eloc(Stokes)/
E0|

2 × |Eloc(CARS)/E0|
2 for the 740 cm− 1 Raman line of ad-

enine [28]. We also assign five hot spot positions in Fig. 5
over the quadrumer geometry and six hot spot positions
in Fig. 6 over the heptamer geometry, labelled as ‘i’ to ‘vi’.
From Fig. 5 we can clearly see that in the case of

hexagon-based quadrumer, the hot spots generated at
position ‘i’, ‘ii’, ‘iv’, and ‘v’ spatially overlap at the pump
and CARS wavelengths while the hot spot at position ‘iii’
spatially overlaps at the pump and Stokes wavelengths.
Eventually, we achieved all the five hot spots in SECARS

Fig. 3 a Comparison of Fano-formula with the scattering profiles of the oligomers. The brown and magenta dotted (vertical) lines represent,
respectively, the spectral positions of the Fano peak and the Fano dip used to calculate the q-parameter; b Effect of a on the q-parameter when
d = 15 nm and h = 40 nm; c Effect of d on the q-parameter when a = 80 nm (in quadrumer) and 60 nm (in heptamer) and h = 40 nm; d Effect of h
on the q-parameter when a = 80 nm (in quadrumer) and 60 nm (in heptamer) and d = 15 nm
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Fig. 4 a Simulated normalized scattering (blue curve) and NFIE (red curve) of the quadrumer; b Simulated normalized scattering (blue curve) and
NFIE (red curve) of the heptamer. The blue and red vertical axes in both diagrams are corresponded to the blue and red curves present in those
diagrams. The green dashed (vertical) lines and the red (blue) shaded rectangular regions in both diagrams depict the pump wavelength (780
nm) and the Stokes (CARS) window for the fingerprint region, respectively

Fig. 5 Simulated NFE and SECARS maps computed at a plane 1 nm above the top surface of the quadrumer for the Raman band of adenine
(740 cm-1). a-c and e-g NFE plots at CARS (738 nm), pump (780 nm) and Stokes (828 nm) wavelengths; d and h the corresponding SECARS maps;
In the plots (a)-(d), all the dimensions are along Fig. 1a. In h the white dotted circles show the nano disks
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map with an estimated enhancement factor G of 1012 at
maximum. In the case of disk-type quadrumer, as
depicted in Fig. 5e to h, only one hotspot, labelled as ‘i’,
coincides at all three wavelengths and hence, only a
single hotspot is obtained in SECARS map with an
enhancement factor G of 1012 at maximum. For the
hexagon-based heptamer, as shown in Fig. 6a to d, the
hot spots at positions ‘i’ and ‘ii’ spatially overlap at the
pump and CARS wavelengths whereas the hot spots at
positions ‘iii’, ‘iv’, ‘v’, and ‘vi’ spatially overlap at the
pump and Stokes wavelengths. Consequently, we ob-
tained all the six hot spots in SECARS map with an esti-
mated enhancement factor G of 1013 at maximum.
However, in the disk-type heptamer, as reported in Fig.
6e to h, the hot spots at positions ‘i’ and ‘ii’ spatially
overlap at all three wavelengths whereas the hot spots at
positions ‘iii’ and ‘iv’ are only obtained at the pump
wavelength. As a result, only two hotspots, at positions
‘i’ and ‘ii’, are obtained in SECARS map with an en-
hancement factor G of 1012 at maximum. The aforemen-
tioned findings clearly indicate that we achieved higher
number of spatially overlapped hot spots in the
hexagon-based oligomers compared to the disk-type
oligomers with the normal incidence of excitation light.
The predicted enhancement factors (G) for the hexagon-
based oligomers are in the order of 1012–1013, which
meet the requirement of single molecular level sensitiv-
ity [28]. However, no hot spot is overlapped at all three
frequencies (i.e. pump, Stokes and CARS) in the
hexagon-based oligomers. Of particular note is that, in
the hexagon-based oligomers, the hotspots yielded

higher spatial length compared to the corresponding
disk-type versions due to the hexagonal symmetry but
without losing the intensity of the field localization.
Achieving higher number of spatially overlapped hot

spots with the normal incidence of light is beneficial in
the context of hot spot engineering. Generally, hot spots
are generated in the oligomers at different spatial locations
at different wavelengths and only a few spatially overlap-
ping hot spots at multiple wavelengths can be achieved
with the normal incidence of excitation light. Existing lit-
erature [30] showed that by applying oblique incidence of
excitation light instead of normal incidence, one could in-
crease the number of hot spots over the oligomer geom-
etry because of the spatial redistribution of the localized
fields. However, such approach has two limitations. Firstly,
the number of hot spots might increase in such approach
but in expense of the intensity of the field localization and
thereby weakening the total Raman enhancement [30].
Secondly, experimental realization of such approach could
become more challenging due to the requirement of pre-
cise control on the excitation angle.
Our proposed hexagon-based oligomers provide a way

to overcome the aforementioned limitations, by provid-
ing higher number of hot spots even with the normal
incidence of excitation light and hence, neither losing
the intensity of the field localization due to the oblique
incidence nor bringing extra constraints in the experi-
mental realization.
The underlying reason behind the generation of FR in

those hexagon-based oligomers can be explained in
terms of the complex phase relations between the

Fig. 6 Simulated NFE and SECARS maps computed at a plane 1 nm above the top surface of the heptamer for the Raman band of adenine (740
cm-1). a-c and e-g NFE plots at CARS (738 nm), pump (780 nm) and Stokes (828 nm) wavelengths; d and h the corresponding SECARS maps; In
the plots (a)-(d), all the dimensions are along Fig. 1b. In h the white dotted circles show the nano disks
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induced dipole moments of the hexagonal NPs. To in-
vestigate that, the surface charge densities are calculated
over the top surfaces of the NPs present in the hexagon-
based oligomers at the Fano peaks and the Fano dips of
their corresponding scattering profiles. The surface
charge density plots for the hexagon-based quadrumer
and heptamer are shown in Fig. 7.
Polarized electromagnetic excitation induces dipole

moments on the top surfaces of the NPs present in the
oligomers [28, 47]. In the case of hexagon-based quadrumer
(Fig. 7a to c), plasmon oscillations (and also the induced
dipole moments) in all NPs are ‘in phase’ at the Fano peaks
(710 nm and 876 nm) which eventually explains the origin
of the broad super-radiant modes of FR as far-field scatter-
ing peaks at those wavelengths due to the constructive
interference between those dipole moments. At the Fano
dip (778 nm), NPs present in the hexagon-based quadru-
mer maintain an ‘anti-phase’ relation between them. The
top and bottom NPs are in phase while the right middle
NP is anti-phase with others, as shown in Fig. 7b, and
hence, due to the destructive interference between those

dipole moments, a sub-radiant mode is generated at that
wavelength in the scattering profile as a dip. In the
hexagon-based heptamer (Fig. 7d to f), plasmon oscillations
in all NPs are ‘in phase’ at the Fano peaks (720 nm and 864
nm) and like in quadrumer, constructive interference
between them explains the generation of the broad super-
radiant modes of FR as scattering peaks at the correspond-
ing wavelengths. At the Fano dip (778 nm), NPs in the
hexagon-based heptamer manifest a complex phase relation
between them, as depicted in Fig. 7e, which is neither
‘anti-phase’ nor ‘in phase’ rather something in be-
tween. Consequently, like in quadrumer, the far-field
scattering dip or sub-radiant mode of FR is generated
due to the destructive interference between the plas-
mon oscillations in those NPs.
Certainly, we can infer from Fig. 7 that the origin of FR

in those hexagon-based oligomers are purely electric in na-
ture since FR originated due to the interaction between the
electrical dipole moments of the NPs [28, 40, 46, 47, 53].
We also investigated the role of the symmetry breaking

in the hexagon-based oligomers in terms of the asymmetry

Fig. 7 Simulated surface charge densities over the top surfaces of the NPs present in the oligomers. a-c Surface charge densities in the case of
quadrumer at the blue Fano peak (710 nm), at the Fano dip (778 nm) and at the red Fano peak (876 nm); d-f Surface charge densities in the case
of heptamer at the blue Fano peak (720 nm), at the Fano dip (778 nm) and at the red Fano peak (864 nm); In the plots (a)-(f), the black arrows
represent the polarization of the excitation and all the dimensions are along Fig. 1a and b
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in NP sizes and interparticle gaps with respect to a sym-
metry line correlated with the polarization of the excitation.
Figures 8a and 9a represent the symmetry breaking sche-
matically. In the asymmetric quadrumer, as illustrated in
Fig. 8a, the sizes of two NPs were made unequal (a1 = 60
nm, a3 = 100 nm) while keeping the sizes of the rest two
NPs equal (a2 = 80 nm). The thicknesses of all four NPs
were equal (h = 40 nm) but the interparticle gaps were dif-
ferent over the oligomer geometry with d1 = 15 nm, d2 =
10 nm, d3 = 5 nm and d4 = 30 nm. In Fig. 8a, the black

arrow shows the polarization of the excitation light and the
black dotted line at the middle of the quadrumer represents
the symmetry line. Clearly, the light, polarized along the
direction shown in Fig. 8a, will face different NP sizes and
interparticle gaps on the two sides of the symmetry line
and hence, the symmetry of the oligomer is broken in
terms of the polarization of light. Such symmetry breaking
in the quadrumer geometry yielded double FR in its scatter-
ing profile (Fig. 8b), manifested as two Fano dips at 815 nm
(dotted magenta line) and at 880 nm (dotted red line). The

Fig. 8 a Schematic design of the asymmetric quadrumer with a1 = 60 nm, a2 = 80 nm, a3 = 100 nm, d1 = 15 nm, d2 = 10 nm, d3 = 5 nm, d4 = 30 nm
and h = 40 nm. The black arrow on the top presents the polarization of the excitation and the black dotted line at the middle of the quadrumer
shows the symmetry line; b Simulated scattering profile of the asymmetric quadrumer. The magenta and red dotted (vertical) lines indicate the
spectral position of the Fano dips at 815 nm and at 880 nm, respectively; c-d NFE maps computed at a plane 1 nm above the top surface of the
asymmetric quadrumer at the Fano dips
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NFE maps at the two Fano dips (Fig. 8c and d) show that
we again achieved two hot spots spatially overlapped at
both wavelengths.
In the asymmetric heptamer, as illustrated in Fig. 9a,

the sizes of four NPs were made unequal (a1 = 40 nm,
a3 = 80 nm) while keeping the sizes of the rest three
NPs equal (a2 = 60 nm). The thicknesses of all NPs were
equal (h = 40 nm) but the interparticle gaps were differ-
ent over the oligomer geometry with d1 = 5 nm, d2 = 20
nm, d3 = 15 nm, d4 = 10 nm, d5 = 25 nm, d6 = 6 nm
and d7 = 12 nm. According to Fig. 9a, like in the case of

quadrumer, the light, polarized along the direction
shown by the black arrow, will face different NP sizes
and interparticle gaps on the two sides of the symmetry
line (the black dotted line at the middle of the heptamer)
and hence, the symmetry of the oligomer is broken for
the polarized light. Here also, profound signature of the
double FR was obtained in the scattering profile of the
asymmetric heptamer (Fig. 9b) with three hot spots
spatially overlapped at both Fano dips (835 nm, dotted
magenta line and 1160 nm, dotted red line), as reported
in Fig. 9c and d. It is worth to mention here that in the

Fig. 9 a Schematic design of the asymmetric heptamer with a1 = 40 nm, a2 = 60 nm, a3 = 80 nm, d1 = 5 nm, d2 = 20 nm, d3 = 15 nm, d4 = 10 nm,
d5 = 25 nm d6 = 6 nm, d7 = 12 nm and h = 40 nm. The black arrow on the top presents the polarization of the excitation and the black dotted line
at the middle of the heptamer shows the symmetry line; b Simulated scattering profile of the asymmetric heptamer. The magenta and red
dotted (vertical) lines indicate the spectral position of the Fano dips at 835 nm and at 1160 nm, respectively; c and d NFE maps computed at a
plane 1 nm above the top surface of the asymmetric heptamer at the Fano dips
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scattering spectra of asymmetric oligomers (Figs. 8b and
9b), neither any sign of quadrupolar peak was found at
the lower wavelengths nor the peaks obtained at higher
wavelengths match with the LSPR modes of the individ-
ual NPs (i.e. monomer peaks) present in the oligomer.
Consequently, we can conclude that the scattering
lineshapes are clearly a manifestation of the double FR,
generated due to the complex hybridization between the
LSPRs of the NPs.
Existence of double FR can also be exploited for

SECARS enhancements by tuning the two Fano dips at
the pump and Stokes wavelengths while the Fano peak
(at the blue side of the both Fano dips) at the CARS
wavelength. Such strategy will ensure minimization of
scattering losses and efficient energy coupling between
the oligomer and the excitation light at both excitation
wavelengths (i.e. pump and Stokes) as well as an en-
hanced far-field propagation of CARS signal [30].
Generation of double FR in the optical responses of

those hexagon-based oligomers is not a general effect of
symmetry breaking and since, symmetry can be broken
in different possible ways, it can also affect the optical
response of the oligomers differently. Further studies
required to draw any concrete conclusion on the role of
symmetry breaking in such hexagon-based oligomers.

Conclusions
Succinctly, we designed hexagonal NP based Fano-
resonant oligomers, a gold quadrumer and a gold hepta-
mer, using FEM simulations for optimal performance in
CARS applications at 780 nm pumping. The targeted
Raman signature zone was the ‘fingerprint region’ (500–
1800 cm− 1) of the analytes. Our proposed designs pro-
vide fabrication possible geometries for the oligomers.
We achieved to engineer the lineshape of the FR in
those oligomers so that the sub-radiant mode of FR
would spectrally overlap with the pump to ensure energy
coupling between the excitation light and the nanostruc-
tures while the super-radiant modes of FR would tune
with the Stokes and CARS regimes to enhance far-field
propagation of the output light. Our computational
studies revealed that the hexagonal NP based oligomers
yielded higher number of spatially overlapped hot spots
compared to the disk-type oligomers even in the case of
normal incidence of excitation light. Our estimated
SECARS enhancements from the proposed oligomers
were in the order of 1012–1013, which meet the require-
ment of single molecular level applications. We also ex-
plored the origin of the FR in those oligomers, which is
purely electric in nature. Our studies on the role of sym-
metry breaking in the proposed oligomers provided a
way to implement double FR in such structures and en-
abled its exploitation for SECARS by yielding spatially
overlapped hot spots at multiple Fano dips. Such

numerical findings are important in the context of de-
signing plasmonic substrates with fabrication-friendly
nanostructures for SECARS and for multi-photon based
spectroscopic techniques in general to realize higher
number of spatially localized hotspots for improving the
detection sensitivity.
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Abstract

Plasmonic nanostructures are widely utilized in surface-enhanced Raman spectroscopy (SERS) from ultraviolet to
near-infrared applications. Periodic nanoplasmonic systems such as plasmonic gratings are of great interest as SERS-
active substrates due to their strong polarization dependence and ease of fabrication. In this work, we modelled a
silver grating that manifests a subradiant plasmonic resonance as a dip in its reflectivity with significant near-field
enhancement only for transverse-magnetic (TM) polarization of light. We investigated the role of its fill factor,
commonly defined as a ratio between the width of the grating groove and the grating period, on the SERS
enhancement. We designed multiple gratings having different fill factors using finite-difference time-domain (FDTD)
simulations to incorporate different degrees of spectral detunings in their reflection dips from our Raman excitation
(488 nm). Our numerical studies suggested that by tuning the spectral position of the optical resonance of the
grating, via modifying their fill factor, we could optimize the achievable SERS enhancement. Moreover, by changing
the polarization of the excitation light from transverse-magnetic to transverse-electric, we can disable the optical
resonance of the gratings resulting in negligible SERS performance. To verify this, we fabricated and optically
characterized the modelled gratings and ensured the presence of the desired detunings in their optical responses.
Our Raman analysis on riboflavin confirmed that the higher overlap between the grating resonance and the
intended Raman excitation yields stronger Raman enhancement only for TM polarized light. Our findings provide
insight on the development of fabrication-friendly plasmonic gratings for optimal intensification of the Raman
signal with an extra degree of control through the polarization of the excitation light. This feature enables studying
Raman signal of exactly the same molecules with and without electromagnetic SERS enhancements, just by
changing the polarization of the excitation, and thereby permits detailed studies on the selection rules and the
chemical enhancements possibly involved in SERS.
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Introduction
Raman spectroscopy (RS) is a powerful vibrational spec-
troscopic technique and widely used as an analytical
method to reveal ‘chemical fingerprint’ of the probed
materials [1–7]. Surface-enhanced Raman spectroscopy
(SERS) is an improved version of RS with the presence of
a ‘surface’ underneath the probed materials to ‘enhance’
the weak Raman response of the probe. The ‘surface’ usu-
ally consists of plasmonic nanostructures possessing plas-
monic resonances with enhanced near-field localization
suitably tuned to spectrally match with the laser excitation
and the vibrational Stokes region [8–13]. In combination
with simultaneous rapid developments in computational
nanophotonics and nanofabrication processes, SERS has
become an established tool for bio-sensing [14–16] and
single-molecule studies [17–20].
Plasmonic nanostructures for SERS typically include

metallic nanoantennas with regular geometries such as
nanospheres, nanocubes, nanotriangles, nanorods, nano-
tips [21–23], as well as irregular-shaped nanoparticles
[24] and nanoparticle oligomers [25–27]. Periodic struc-
tures with lattice resonances, such as plasmonic gratings
[28–34] and nanoparticle arrays [35], are also used as
SERS substrates. In a plasmonic grating, excitations of
surface plasmon polariton (SPP) modes are shown as re-
flectance dips at the resonance energies. The SPPs can
provide local field enhancements up to the order of 103.
Unlike flat metal surfaces, excitation of SPP modes in
metallic gratings with well-defined periodicity does not
require special experimental arrangements and the res-
onance condition can be achieved with regular
transverse-magnetic (TM) polarized light [36–41].
Resonant sub-wavelength plasmonic gratings [42] are

important SERS substrates [43–45] due to their easy re-
producibility and stability as SERS-active media [46].
Such gratings have a controllable preference to the
polarization of the incident electromagnetic field [47]

and provide relatively high enhancement factors [48].
Thus, development of fabrication-friendly plasmonic
gratings with favorable structure and surface topology as
well as strong polarization sensitivity is essential for
optimum Raman intensification.
In this article, we study a polarization-sensitive silver

grating that manifests a subradiant plasmonic resonance
as a dip in its reflectivity with significant near-field en-
hancement only for TM-polarized light. We investigate
the role of its fill factor, commonly defined as a ratio be-
tween the width of the grating groove and the grating
period (as illustrated in Fig. 1a), on the SERS enhance-
ment. The grating is modelled and optimized for Raman
applications using finite-difference time-domain (FDTD)
method [49–51]. Riboflavin is used as a probe analyte,
and the excitation wavelength is chosen to be 488 nm,
since it yields a strong resonance Raman signal of the
analyte. Riboflavin has prominent Raman lines [52] at
1321 cm− 1 and 1345 cm− 1 that are targeted in the grat-
ing design. Our FDTD simulations show that by varying
the fill factor of the grating one can improve the SERS
enhancement significantly by spectrally tuning the grat-
ing reflection dips to match energetically with the Ra-
man excitation. The more the reflection minimum
spectrally overlaps with the intended excitation, the
higher the Raman enhancement one can obtain. More-
over, by changing the polarization of the excitation light
from transverse-magnetic to transverse-electric, one can
disable the SPP resonance of the gratings. These numer-
ical predictions are confirmed by optical and SERS ex-
periments on the fabricated gratings.
Overall, our reported results not just show a way to

optimize fabrication-friendly nanostructures to reach
high sensitivity in Raman detection, but also demon-
strate an extra degree of control through the polarization
of the excitation light. This feature enables studying
Raman signal of exactly the same molecules with and

Fig. 1 a Schematic of a single unit cell of the gratings. The geometrical parameters are h1 = 1 μm, h2 = 225 nm, h3 = 275 nm and d = 300 nm; b
Simulated reflection spectra of the grating with ff = 0.47. The red and black curves present the cases for TM and TE polarizations, respectively; c
Effect of ff on the ‘bluest’ reflection minimum of the gratings in the case of TM polarization
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without electromagnetic SERS enhancements, just by
changing the polarization of the excitation, and thereby
permits detailed studies on the selection rules and the
chemical enhancements possibly involved in SERS.

Materials and methods
FDTD simulations
Plasmonic gratings were modelled and optimized using
the FDTD method [49–51] implemented by Lumerical
FDTD Solutions [53]. The optical responses of the grat-
ings were computed using the two-dimensional (2D-
FDTD) simulations on XZ plane, as defined in Fig. 1a,
by assuming that the grating volume extends uniformly
in Y direction. In the simulation setup, a single unit cell
of the grating (in air), as depicted in Fig. 1a, was consid-
ered with the geometrical parameters: h1 = 1 μm, h2 =
225 nm, h3 = 275 nm and d = 300 nm. Four different fill
factors (0.47, 0.50, 0.55 and 0.61) were considered where
the fill factor is defined as ff =Λ/d with Λ being the
width of the silver layer on top and d as the period of
the grating. Periodic boundary conditions (PBCs) and
perfectly matched layers (PMLs) were used in the X- and
Z-direction, respectively. Normal incidence of light (plane
waves) with transverse-electric (TE) and transverse-
magnetic (TM) polarizations, as defined in Fig. 1a, were
considered as excitations. The dispersive dielectric func-
tion of silver (Ag) was extracted from the experimental
data reported by Johnson and Christy [54]. The nondis-
persive refractive indices of air and glass (SiO2) were con-
sidered as 1.00 and 1.45, respectively.

Fabrication
Fabrication of the designed gratings with four different fill
factors was done using electron-beam lithography (EBL).
Chromium was used as a hard mask and it was deposited
on top of a glass (SiO2) substrate by thermal evaporation
technique. After the deposition, a standard e-beam resist
was spin-coated on top of the chromium-masked sub-
strate. The spin-coated resist was then patterned in an
EBL system (Raith EBPG 5000+) according to the opti-
mized design parameters obtained from the FDTD simu-
lations. After the resist-development, the patterns were
transferred to the chromium layer by inductively coupled
plasma reactive ion etching (ICP-RIE). A similar technique
was used to transfer the patterns from chromium to the
SiO2 substrate. After that, chromium wet etching was per-
formed to remove the remaining mask. Finally, silver was
deposited on top of the patterned SiO2 substrate by ther-
mal evaporation technique. After the fabrication, scanning
electron microscope (SEM) imaging has been carried out
using LEO 1550 Gemini SEM (operated at the acceler-
ation voltage of 5 kV) to determine the structural parame-
ters of the fabricated gratings.

Optical characterization
Fabricated gratings were optically characterized using a
microscopy (Olympus BX51) setup with a 5X objective
(Olympus MPLN5x-BD, NA = 0.15) used for the excita-
tion and the collection. The reflection spectra of the fab-
ricated gratings were collected in a regular bright-field
configuration with linearly polarized light. The desired
excitation polarization was set by rotating the sample.
The polarization at the detector end was tuned separ-
ately using an analyzer-polarizer filter. Collected light
was focused into a fiber and guided to a spectrometer
(Acton Spectrograph SP2150i with Andor iVAC CCD).
The recorded reflectance spectra from the gratings were
normalized by the instrument response spectrum ob-
tained as a reflectance from a highly reflective silver mir-
ror. The excitation light was incident on the gratings
from all directions up to the angles of 23.6°. More details
on the experimental setup can be found elsewhere [55].

SERS measurements
Raman response of riboflavin on top of the fabricated
gratings was recorded using a commercially available Ra-
man setup (WITec alpha300 confocal Raman micro-
scope) where the wavelength of the excitation light was
488 nm. A 20X objective (NA = 0.40) was used to illu-
minate the sample for 5 s with 150 μW excitation power
while collecting the Stokes-side Raman spectrum
through the same objective. The correct polarization of
the focused excitation beam was maintained by rotating
the sample stage. Ten microliters aqueous solution of
riboflavin (1.0 μM concentration) was deposited on top
of the fabricated gratings and incubated for 10 min
under normal humidity. After incubation, the riboflavin
solution was blown away with compressed nitrogen flow
to avoid the coffee-ring effect resulting in an uneven
coverage of the riboflavin molecules on the gratings.
Raman spectra were collected from four different
positions on each grating as an average of a 5 × 5 array
of single shots (i.e. 25 shots) on each position. The
collected spectra were further averaged over those four
positions for each grating. Averaged spectra were baseline-
corrected with the help of a commercially available data
analysis software OriginPro 2017 [56].

Results and discussion
We carried out 2D-FDTD simulations to optimize the
geometrical parameters of the gratings. Figure 1a sche-
matically represents a single unit cell of the gratings with
pictorial definitions of the fill factor (ff), TE/TM polari-
zations, and the simulation plane (XZ). During the
optimization process, we varied the ff of the gratings as a
key parameter while keeping all other parameters fixed
(i.e. h1 = 1 μm, h2 = 225 nm, h3 = 275 nm and d = 300
nm). Four different fill factors (ff = 0.47, 0.50, 0.55 and
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0.61) were chosen for the fabrication. The broad-range
reflection spectra of a grating with ff = 0.47 are pre-
sented in Fig. 1b for TE and TM polarizations. From the
figure, we can see that in the case of TE polarization
(black curve), the grating act as a highly reflecting sur-
face since only TM polarization of light can excite the
SPP modes [36]. For TM-polarized light (red curve), the
excitation of SPP modes is clearly manifested as the re-
flection dips close to 450 nm, 600 nm and 800 nm. The
effect of ff on the bluest reflection minimum i.e. around
450–500 nm, is reported in Fig. 1c showing a clear red
shift with increasing ff. Therefore, by choosing four dif-
ferent ff values in an increasing order, we set different
amounts of spectral detuning in the ‘bluest’ reflection
minima of the gratings from our Raman excitation (488
nm). The grating with ff = 0.61 has the lowest detuning
since its ‘bluest’ reflection minimum is closest to the ex-
citation (488 nm). Similarly, the grating with ff = 0.47 has
the highest detuning while the other two gratings are in
between.
The reason behind our choice towards the ‘bluest’ re-

flection minima (~ 450 nm) of the gratings for this study,
instead of the other two reflection minima at higher
wavelengths, can be explained with the help of Fig. 2.
Figure 2a shows the near-field enhancement (NFE) map
for the grating with ff = 0.47 while illuminated with 488
nm TM-polarized excitation light. The NFE was calcu-
lated as |Eloc/E0| where Eloc is the electric-field ampli-
tude of the local field and E0 is the same for the incident
field. We chose two detection lines (they are lines since
the simulations were in 2D) D1 and D2 on the NFE map,
as illustrated in Fig. 2a, where the field localizations are
maximum. Then, we calculated the average and

maximum values of the near-field intensity enhancement
(NFIE), defined as |Eloc/E0|

2, over the D1 and D2 lines
with excitations at three reflection minima (i.e. at 450
nm, 600 nm and 800 nm). Figure 2b reports the max-
imum NFIE values at three reflection minima over the
D1 (blue) and D2 (red) lines. Figure 2c depicts the same
for the average NFIE values.
From Fig. 2b and c it is clear that both the maximum and

average values of NFIE are highest at the ‘bluest’ reflection
minimum for both detection lines. Similar trend was found
in the case of other three gratings (not shown). Since the
electromagnetic enhancement factor of SERS is a product
of NFIE at the excitation and the Stokes wavelengths, i.e.
GSERS = |Eloc(excitation)/E0|

2 × |Eloc(Stokes)/E0|
2 [25, 26], the

‘bluest’ reflection minimum will always provide the highest
GSERS among the three reflection minima. Therefore, we
optimized the spectral position of the ‘bluest’ reflection
minimum of the gratings with different detunings from the
excitation line to systematically study their effect on SERS.
Four gratings with fill factors 0.47, 0.50, 0.55 and 0.61

were fabricated using EBL where all other geometric
parameters were similar with the values used in the nu-
merical simulations. The SEM image of a fabricated
grating having a ff of 0.61 is shown in Fig. 3a. Reflection
spectra of the fabricated gratings were measured by a
microscope under the bright-field configuration. The ex-
perimental reflection profiles of the gratings, shown in
Fig. 3b and c, are in good agreement with the simulated
responses. However, the reflection minima were found
to be a bit deeper in the experimental curves (Fig. 3b)
compared to the simulated ones (Fig. 1b). In addition,
the ‘bluest’ reflection minimum of the gratings for all fill
factors were found slightly blue-shifted in the

Fig. 2 a Simulated NFE map for the grating with ff = 0.47 under 488 nm TM-polarized excitation. D1 and D2 present the detection lines over
which the NFIE values were calculated. The geometrical parameters are h1 = 1 μm, h2 = 225 nm, h3 = 275 nm and d = 300 nm; b Maximum and c
average values of NFIE at 450 nm, 600 nm and 800 nm calculated for the same grating with ff = 0.47. In b and c, the blue (square) and red
(triangle) discrete data points show the NFIE values at the corresponding wavelengths calculated over D1 and D2, respectively, while the blue and
red vertical axes correspond to the blue and red data points
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experimental spectra (Fig. 3c) compared to the simulated
profiles (Fig. 1c). Such a small discrepancy between the
experimental and 2D-FDTD results could be due to the
effect of surface topology on the reflectance. In the 2D-
FDTD simulations, all surfaces of the gratings were con-
sidered perfectly smooth while in the fabricated gratings,
significant amount of surface corrugations were present
as one can see in Fig. 3a. Taking into account that the
surface corrugations with varying roughness can induce
changes in the amplitude and spectral position of the re-
flection minima due to the changes in the dispersion re-
lation of the SPP modes [37], our experimental findings
showed relative minor deviation from the 2D-FDTD
results. Nevertheless, like in our FDTD results, we
achieved the desired detunings in the optical responses
of the fabricated gratings, and their surface roughness
neither affect the polarization sensitivity of the reson-
ance, as shown in Fig. 3b, nor the NFE due to the SPP
modes, as will be seen below.
We investigate the role of the fill factor on the SERS

enhancement by computing GSERS for the four simulated
gratings over the D1 and D2 lines. In the computation,
the TM polarized excitation wavelength was 488 nm
while the Stokes wavelength was 522 nm for 1321 cm− 1

and 1345 cm− 1 Raman lines of riboflavin [52]. Figure 4a
reports the maximum values of GSERS with increasing fill
factors over the D1 (blue) and D2 (red) lines. Figure 4b
depicts the same for the average values of GSERS. From
Fig. 4a and b we can conclude that both the maximum
and the average values of GSERS are increasing with the
increment in fill factor for both detection lines. The
higher the fill factor, the lower the detuning, the stron-
ger the Raman enhancement. Our simulated GSERS

values are in the order of 103 on average and in the
order of 105 at maximum which are consistent with the
existing literature [36, 37, 39, 48]. However, it is worth
to mention here that further increment in the fill factor
can red-shift the ‘bluest’ reflection minimum of the

grating so much that the detuning again tends to in-
crease when the spectral position of the reflection mini-
mum will reach longer wavelengths than the region of
interest i.e. red side of 488 nm. Therefore, careful
optimization of the fill factor is required to achieve the
highest possible GSERS.
To experimentally confirm the aforementioned find-

ings, we performed Raman spectroscopy of riboflavin
with an excitation at 488 nm where the molecule also
has an electronic transition. Therefore, even without the
plasmonic grating, we detect its resonance Raman signal.
When the grating resonance also matched with 488 nm
(or very close to it), the resonance Raman signal became
‘surface-enhanced’ by the SPPs. The Raman responses of
riboflavin on top of the fabricated gratings are shown in
Fig. 5a where our targeted Raman lines (around 1321
cm− 1 and 1345 cm− 1) were profound for TM polarized
excitation. For TE polarized excitation (black curve in

Fig. 3 a SEM image of the fabricated grating with ff = 0.61; b Bright-field reflection spectra of the fabricated grating with ff = 0.47. The red and
black curves present the cases for TM and TE polarizations, respectively; c Effect of ff on the ‘bluest’ reflection minimum of the fabricated gratings
for TM polarized excitation

Fig. 4 Simulated a maximum and b average values of GSERS as a
function of grating fill factor. In a and b, the blue (square) and red
(triangle) discrete data points show the GSERS values at the
corresponding fill factors calculated over D1 and D2 lines,
respectively, while the blue and red vertical axes correspond to the
blue and red data points
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Fig. 5a) Raman signal intensities were insignificant for
all gratings. The observed Raman peaks are consistent
with the earlier reported works [52, 57, 58]. Of particular
note is that our Raman measurements of the bare ribo-
flavin molecules (i.e. without any gratings) with utilized
concentrations yielded unreliable results due to the lim-
ited sensitivity of the experimental setup and the signal
level was basically zero. Such limitation, however, does
not affect our study because the detection sensitivity and
the number of molecules were same during all the mea-
surements and only the underlying gratings were chan-
ged in terms of fill factor while maintaining all other
geometrical parameters identical. Moreover, in all grat-
ings, the molecules were excited at 488 nm and hence,
yielded similar resonance Raman signal. Therefore, the
induced increase in the collected SERS signal directly re-
flects the relative increase in the enhancement factor
due to the fill factor of the gratings, which was our inter-
est. The quantitative values for the SERS enhancements
are out of the scope of this article.
Even we minimized the coffee-ring effect on depos-

ition by applying the high nitrogen flow after the incuba-
tion, we might not have avoided it completely, which
can result in an uneven coverage of riboflavin. To ad-
dress this reproducibility issue, Fig. 5b reports Raman
spectra collected at four different measurement positions
on one of the gratings (ff = 0.47). From the figure, we
see that the Raman intensities vary between different
measurement positions clearly implying uneven coverage
of molecules. However, the intensities were not varied a
lot (means the nitrogen flow was able to minimize the

coffee-ring effect) and no change in the spectral peak
positions was found. We deduce that such intensity vari-
ations at different measurement positions is not due to
any local plasmonic effect (such as surface roughness,
wrinkles or holes) since then that would be polarization
independent and should show the same variation for TE
and TM polarized excitations. However, in our case,
only TM polarized excitations resulted the intensity vari-
ation and thereby confirmed the uneven coverage of
molecules. Such findings also confirmed that the grating
SPP mode is the dominating factor for our obtained en-
hancements and the local plasmonic effects (if any) due
to the corrugated surfaces, have negligible contribution.
Since, the Raman intensities were not varied a lot at dif-
ferent measurement positions for each grating and main-
tained the spectral peak positions intact, a spectral
averaging over the four positions was employed to com-
pensate the local variations of molecular coverage.
An insight on the qualitative trend of SERS enhance-

ment, with respect to the fill factor of the gratings, can
be inferred from Fig. 5c. In the case of TE polarized ex-
citation, the gratings have no SPP modes or optical reso-
nances (i.e. reflection dips) and eventually, negligible
SERS enhancement was obtained in this case. The grat-
ings provide significant SERS enhancement only for TM
polarized excitation, which also clearly implies the SPP
mode being the main reason for the enhancement. Thus,
we quantified ‘relative’ SERS enhancement at the tar-
geted Raman lines as ITM/ITE where ITM and ITE are the
Raman intensity counts collected from the correspond-
ing gratings for TM and TE polarizations, respectively.

Fig. 5 a SERS spectra (averaged and baseline-corrected) of riboflavin on top of the fabricated gratings with an excitation at 488 nm; b SERS
spectra (without averaging and baseline-correction) at four different measurement positions of the grating with ff = 0.47; c Relative SERS
enhancement at 1321 cm− 1 and 1345 cm− 1 Raman lines as a function of fill factor calculated from the data reported in (a)
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Such quantification is reasonable since ITE values were
almost equal for all four gratings (black curve in Fig. 5a).
Figure 5c presents the relative SERS enhancement (SERS
EF) at 1321 cm− 1 and 1345 cm− 1 Raman lines of ribofla-
vin as a function of fill factor. Interestingly, Fig. 5c
manifests very similar trend of Raman enhancement,
which we already estimated from our FDTD calculations
(Fig. 4a and b). However, the experimental SERS en-
hancement includes also the chemical enhancement
factor [59, 60], so our simulated GSERS values give only
the minimum achieved enhancement. It is worth to
highlight here that in the case of the grating with ff =
0.61, we are optimally enhancing the resonance Raman
response of riboflavin. The same grating can provide the
maximum Raman enhancement (among all other grat-
ings) for any other molecule if using the same excitation
wavelength matching the grating resonance (i.e. SPP as
reflection dip). The grating efficiently improves the
light-matter coupling at the excitation wavelength always
when its SPP resonance is spectrally tuned with the exci-
tation. Therefore, it does not matter if the molecule is
non-resonant with the grating resonance as long as the
grating resonance and the excitation wavelength are
tuned. If this requirement is achieved, the same grating
will provide an optimum Raman enhancement for any
molecule even if the molecule is non-resonant with the
substrate and the excitation wavelength. In this case, the
grating will similarly enhance a normal Raman signal in-
stead of resonant Raman signal as in our case.
Strong correlation between our numerical and experi-

mental outcomes confirms that spectral tuning of the
strongest reflection dip (i.e. the bluest one) of the grating
with the Raman excitation can significantly improve the
SERS enhancement. The more the reflection minimum
overlaps with the intended excitation regime, the higher
the Raman enhancement factor one can obtain. In
addition, by changing the polarization of the excitation
light from TM to TE, one can disable the SPP resonance
of the gratings, i.e., their electromagnetic Raman en-
hancement capability and hence, study the molecular
properties as well as the effect of bare chemical enhance-
ment of SERS in the same experimental setup. Therefore,
our reported findings are important in the context of de-
signing fabrication-friendly polarization-sensitive SERS
substrates to reach high sensitivity in Raman detection.

Conclusions
Concisely, we modelled and optimized optical responses
of four gratings with different fill factors with the help of
FDTD simulations such a way that they would have dif-
ferent amounts of detunings in their bluest reflection dip
from the intended excitation regime of Raman spectros-
copy. Our numerical studies revealed that the bluest re-
flection dip of the gratings has the highest NFIE among

all the reflection minima and the more it overlaps with
the excitation region, the higher the Raman enhance-
ment factor one can obtain. To experimentally verify our
estimation, we fabricated the gratings by EBL. Our
bright-field reflection measurements of the fabricated
gratings showed good agreement with the simulated re-
flection spectra and thereby confirmed the presence of
the desired detunings. Finally, by performing Raman
analysis of riboflavin, we obtained very similar trend in
the relative SERS enhancement of the gratings, which we
already estimated from our FDTD calculations. Strong
correlation between our computational and experimental
results clearly indicates that one can achieve optimum
SERS performance from a plasmonic grating by tuning
its strongest optical resonance (via modifying its fill fac-
tor) with the Raman excitation. Our study on an easily
fabricated plasmonic substrate provide a feasible way to
realize optimal SERS with convenient polarization de-
pendency to switch the SERS enhancement on or off.
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Abstract
Fluorescence spectroscopy is commonly employed to study the excited-state photophysics of organic
molecules. Planar Fabry-Pérotmicrocavities play an essential role in such studies and a strategic cavity
design is necessary to attain an enhanced light-matter interaction. In this work, we computationally
study different geometries for a planarmetallic Fabry-Pérotmicrocavity tuned for the absorption of
Sulforhodamine 101, a typical dye forfluorescence spectroscopy. The cavity consists of a polymer
layer enclosed between two silvermirrors, where the thicknesses of all the three layers are varied to
optimize the cavity. Our transfer-matrix and finite-difference time-domain simulations suggest that a
cavity with 30 nm thin topmirror and 200 nm fully reflective thick bottommirror, thus having only
reflection and absorption and no transmission, is an optimal design formaximizing the Purcell factor
and spectral overlap between the cavity andmolecule, while still sustaining an efficientmeasurability
of thefluorescence.

1. Introduction

Low-Qplanar Fabry-Pérot (FP)microcavities, dopedwith photoactive organicmolecules, are essential in
exploring light-matter interactions under weak [1–4] and strong coupling limit [5, 6], and often employed in the
studies of excited-state photochemistry [7, 8], photovoltaics [9], and cavity-quantum electrodynamics [10].

Planarmetallic FPmicrocavities are popular in spectroscopy [3, 6] since they are simpler to fabricate and
realize than dielectric cavities [11, 12]. However, implementing them influorescence spectroscopy is
challenging, because usually one can tune the cavity resonance and thus the enhancement either formolecular
absorption or emission, but not fully for both. The usual choice has been to do the excitation or detection via
light leaking through a thin enoughmirror, which, however, limits the quality factor (Q) of themicrocavity to
well below hundred.However,mode volumes (Vm) of the all-metallicmicrocavities are really small, which in the
case ofmultimolecule coupling is enough to drive the system even to an ultrastrong coupling regime [13].

Performance of a FP cavity influorescence spectroscopy depends on itsfield-confinements in temporal (Q)
and spatial (Vm) domains.Here Q ,0/ where 0 is thewavelength of the cavity resonance and is the

full-width at half-maximumof the resonance peak [14]; and, E EdVV max ,m
2 2⎡

⎣⎢
⎤
⎦⎥∣ ∣ [ ( ∣ ∣ )]/ where is

the dielectric function and E is the electric-field amplitude inside the interaction volumeV [15]. Purcell factor
determines the fluorescence enhancement inside the cavity and it is nF 3 4 Q V ,P

2
0

3
m( )( ) ( )/ / / where n is

the refractive index inV [16]. Increasing Q and decreasing Vm readily improves F .P However, increasing Q often
requires highly reflectivemirrors, incurring a reduced cavity transmission, which further reduces the
measurability of thefluorescence. Thus, an optimized compromise is needed.

In addition, the aforementioned FP is ‘ideal’, assuming—perfect spectral overlap of the cavitymodewith the
fluorescence spectrum, and emitter location at the antinode of the cavitymodewith its transition dipole aligned
with the local electric field [17]. In reality,matching of the cavitymode of dopedmicrocavities, with the emission
spectrumof an ensemble of emitters spatially distributedwithin the cavityfieldwith randomly oriented dipoles,
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can be challenging [18]. Hence, only a fraction of the emission couples to the cavity leading to an effective FP

much lower than the ideal [4].
Improving the effective FP can be done by spectral tuning between the cavitymode and the emitter

responses. Increasing the spectral overlap between themolecular emission PL ( ) and the cavity absorption
A ,c ( ) i.e. emission overlap E A PL d ,c ( ) ( ) will increase the fraction of the emission coupled to the
cavity, resulting inmore efficientfluorescence enhancement [19]. Similarly, excitation efficiency of the
fluorescentmolecules inside the cavity depends on the spectral overlap between Ac ( ) and themolecular

absorption A ,m( ) i.e. absorption overlap A A A d ,c m( ) ( ) which has to be high for an efficient

cavity-molecular coupling [20].
Taking into account the above excitation efficiency ( A) and considering that—only a fraction of the

molecular emission coupledwith the cavity absorption ( E) is enhanced by a factor of FP and collected
through a cavitymirror possessing an average transmissivity Tavg, the total integrated fluorescence intensity
measurable outside of themicrocavity can be formulated as I F TFL P avg E A. IFL is an estimation of the
measurability offluorescence, which is not necessarily optimal at optimal F .P Therefore, a strategic cavity design
is needed to attain an optimal FP, E, A and Tavg to obtain the best I ,FL whichwe use as ourmain criteria for the
cavity here.

In this work, we computationally study different geometries for a planarmetallic FPmicrocavity. To
calculate IFL wehave chosen sulforhodamine 101 (SR101) dye as ourmodelmolecule and tuned the cavities for
its absorptionmaximum (576 nm). The cavity consists of a polymer layer enclosed between two silvermirrors,
and the thicknesses of all the three layers are varied to optimize the cavity properties. Our transfer-matrix
method (TMM) andfinite-difference time-domain (FDTD) based simulations suggest that a reflective (non-
transmitting) cavity is an optimal choice inmaximizing FP, A, E and especially IFL. Our findings provide
insights on designing low-Q all-metal FPmicrocavities forfluorescence spectroscopy.

2.Materials andmethods

Planarmetallic FPmicrocavities with different geometries were studied using TMM [21, 22] and FDTD [23, 24]
simulations. The two silver (Ag)mirrors with thicknesses t1 and t3, and a layer (thickness t2) of poly-vinyl alcohol
(PVA) embedded in between, form the cavity (see figure 1). PVAwas chosen since it is a suitable polymermatrix
for SR101molecules. The cavitymodewas always tuned to the absorptionmaximumof SR101 (576 nm) by
varying t2. A thin PVA layer (30 nm)was also considered on top of the topAgmirror as a protection layer, which
prevents the oxidation of Ag in ambient condition in the case of real cavities. The glass (SiO2) substrate and the
surroundingmedium (air, refractive index is 1.0)were considered as semi-infinite. Thematerialmodels for Ag,
PVA and SiO2were extracted from [25–27], respectively. The absorption and emission spectra of SR101were
taken from [28].

Reflection, transmission and absorption (R, T, A) of themodelledmicrocavities were calculated using
TMMwhere A 1 R T.The Q values were calculated from the cavity absorption. Electricfield
distribution andmode volume in each cavity were computed using 3D-FDTD simulationswhere normal
incidence of linearly polarized light with polarization defined infigure 1was considered as an excitation. The
entire radiation zone of the cavitymode, as illustrated by thewhite dotted boundary in the field-distribution plot

Figure 1. Schematic of FPmicrocavity.
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shown infigure 2(a), was considered asV in Vm calculation. Tavg were calculated as the average transmission of
the topmirrors (t1)within the SR101 emission (560–700 nm) as reported infigure 2(b). Spectral overlaps ( A

and E)were calculated as an integral of the common area (shaded yellow/magenta regions) under the cavity
absorption (black) and themolecular absorption/emission (blue/red) curves for each cavity, as shown in
figures 2(c), (d).

3. Results and discussions

In ourfirst approach, we designed symmetric cavities where bothmirrors had equal thicknesses. Five cavities
(C1–C5)with increasingmirror thicknesses were consideredwith their geometrical parameters reported in
table 1, while figures 3(a)–(c) show their R, T, A analysis. From figures 3(c), (d), it is clear that an increment in
cavitymirror thicknessmakes the cavity absorption linewidth narrower, resulting a drastic fall in A and E.
However, it simultaneously improves cavity Q, Vm and FP as shown infigures 3(e), (f). The cavity C5 (50 nm
mirrors) provides highest FP but it yields poorest spectral overlaps and Tavg (see figure 2(b)). Consequently, IFL

drops at the highest FP.
To overcome this limitationwe designed asymmetric cavities wherewemade onemirror thin (leaky) for

fluorescence collectionwhile keeping the othermirror thick. Five cavities (C6–C10)were consideredwith
increasing t ( t t t3 1/ )with their geometrical parameters reported in table 2 and their R, T, A analysis
shown infigures 4(a)–(c).

Figure 2. (a) E-field distribution in themicrocavity. (b) Tavg as a function of topmirror (t1) thickness. Spectral overlap of cavity
absorptionwith (c) absorption and (d) emission of SR101. In (a), (c) and (d), the studied cavity is C1 (see table 1).

Table 1.Geometries for
symmetricmicrocavities.

Cavity t t t nm1 2 3( )/ /

C1 20/132/20

C2 25/138/25

C3 30/142/30

C4 40/146/40

C5 50/148/50
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Figures 4(c), (d) show that the cavities with thin top and thick bottommirrors ( t 1:C8-C10) yield
higher cavity absorption and spectral overlaps than the cavities with thick top and leaky bottommirrors
( t 1:C6-C7). An increment in t improves cavity Q, Vm, FP and IFL as shown infigures 4(e), (f). The cavity
C10 ( t 3) provides highest IFL, FP, A and E.Moreover, the change in the cavity geometry from symmetric
to asymmetric yields 7.54%drop in FP with 223.33% rise in IFL on average. Therefore, bymaking a very thick
bottommirrorwith a thin topmirror, one can ensure a healthy trade-off between FP and I .FL

Such findingsmotivated us to design a reflective (non-transmitting) cavity having a very thick bottom
mirror and thin topmirror so that the cavity transmission becomes zero (T 0) and the absorption becomes
A 1 R. Five reflective cavities (C11–C15)with increasing topmirror thickness were consideredwhile the
bottommirror thickness was kept constant. Figures 5(a), (b) present their R, A analysis with their geometries
specified in table 3. Figure 5(c) depicts the leaky transmissivity of the topmirrors used for all the cavities. It was
computed by considering anAg layer between semi-infinite PVA and air. FromC11 toC15, as the topmirror
thickness is increased, the cavity absorption, A and E are increasedwith a significant drop in the
transmissivity of the topmirrors, as shown infigures 5(b)–(d). However, a simultaneous improvement in cavity
Q, Vm and FP is also observed as depicted infigures 5(e), (f).

In a reflective cavity, due to the non-transmitting bottommirror, the omnidirectional fluorescence emission
can only exit through the thin topmirror. Therefore, a fall in the leakymirror transmissivity, as shown in
figure 5(c), directly results a drop in IFL at highest FP as shown infigure 5(f). Nevertheless, the change in the
cavity geometry from symmetric to reflective results 98.55% rise in FP alongwith 386.56% rise in IFL on average
and clearly outperformed the asymmetric cavities. Therefore, we can conclude that of the cavities studied here,

Figure 3. (a)Reflection, (b)Transmission, and (c)Absorption of the symmetric cavities. (d) Spectral overlaps, (e) Q and Vm (f) FP and
IFL as a function of cavitymirror thickness.

Table 2.Geometries for
asymmetricmicrocavities.

Cavity t t t nm1 2 3( )/ /

C6 60/146/30

C7 45/145/30

C8 30/145/45

C9 30/145/60

C10 30/145/90

4
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Figure 4. (a)Reflection, (b)Transmission, and (c)Absorption of the asymmetric cavities. (d) Spectral overlaps, (e) Q and Vm (f) FP

and IFL as a function of t .

Figure 5. (a)Reflection and (b)Absorption of the reflective cavities. (c)Transmission of leakymirrors over SR101 emission. (d)
Spectral overlaps, (e) Q and Vm (f) FP and IFL as a function of leakymirror thickness.
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the reflective cavities, andmore precisely C13 is the optimal choice for fluorescence spectroscopy of SR101,
providing the best possible I .FL

4. Conclusions

Wecomputationally investigated different geometries of a planarmetallic FPmicrocavity tuned for the
absorption of SR101. The cavities weremodelled using TMMand FDTD simulations to optimize the Purcell
factor, the spectral overlap between the cavitymode and themolecular responses, and themeasurability of
fluorescence. To quantify the totalfluorescencemeasurability, we defined I F TFL P avg E A, which takes into
account all the above properties. However, we also analyzed the different properties separately since they can be
important for other studies.

Our findings revealed that the symmetric cavities are limited in providing high Purcell enhancement along
with an acceptablemeasurability offluorescence. Asymmetric cavities can providemore efficient light-matter
interactionwhilemaintaining a pathway to collect thefluorescence through the leaky topmirror. Finally, we
achieved an optimal design, i.e. a reflective cavity (C13)with 30 nm thin/leaky topmirror and 200 nm thick/
non-transmitting bottommirror, which provides high Purcell factor and spectral overlaps, andmost
importantly, the best IFL forfluorescence spectroscopy of SR101.
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Abstract: Optical constants of organic thin films can be evaluated using the Lorentz oscillator

model (LOM) which fails to fit inhomogeneously broadened absorption of highly concentrated

molecular films. In modified LOM (MLOM), the inhomogeneous broadening is implemented

through a frequency-dependent adjustable broadening function. In this work, we evaluate the

optical constants of rhodamine 6G doped poly-vinyl alcohol thin films with varying doping

concentration (including also extensively high concentrations) using MLOM, which outperforms

LOM by showing a better agreement with the experimental results. Our proposed method

provides a way to accurately determine optical constants of isotropic organic thin films only from

their absorption spectra without spectroscopic ellipsometry.

© 2022 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

Organic thin films are popular in photovoltaics [1–3] and optoelectronics [4–6] due to their

compatibility with cost-effective synthesis procedures and large-scale manufacturing techniques

on flexible substrates [1,2]. Such thin films usually consist of a polymer matrix doped with

photoactive organic molecules (e.g. dyes) acting as Frenkel excitons [7]. These dye-doped thin

films have potential applications in resonant nanophotonics [8–10] and their excitonic properties

[7,11] can be used for enhancing light-matter coupling within the optical devices [12,13] even to

a limit of strong coupling [10,14–17].

Optimal design of novel excitonic devices based on dye-doped organic thin films requires

precise modeling of the local excitonic absorption bands manifested in those thin films [5–13].

Such modeling, however, often becomes challenging due to a lack of accurate information on

the optical constants of the thin solid films, i.e., their wavelength-dependent complex refractive

index and complex dielectric function. Usually these optical constants can be evaluated over the

spectral region of interest using a spectral fitting involving a suitable dispersion relation [18,19].

In such fitting method, the experimental reflection, transmission and absorption spectra of the

films are fitted by the corresponding theoretically calculated ones using a least squares fitting

procedure where the theoretical calculation uses the optical constants derived from the dispersion

model [18]. Here, a pointwise optimization approach is employed, in which an objective function

representing the degree of dissimilarity between the experimental and the theoretical spectra is

minimized at all spectral points under reasonable physical constraints to attain proper accuracy

in the optical constant values [18–21].

The choice of dispersion model plays a key role in the spectral fitting. The absorption of

an organic solid, for example, the local excitonic absorption band of a dye-doped polymer

#459938 https://doi.org/10.1364/OME.459938
Journal © 2022 Received 31 Mar 2022; revised 17 Jun 2022; accepted 20 Jun 2022; published 29 Jun 2022
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film ideally should follow a Lorentzian profile [19] and hence, the corresponding dielectric

function can be modelled via Lorentz oscillator model (LOM) [22,23]. The LOM provides lowest

number of fitting parameters and inherent consistency with the Kramers-Kronig relation. The

damping factor in LOM is a measure of the linewidth of the Lorentzian shaped absorption band

and considered as a constant resulting from both the homogeneous broadening intrinsic to any

molecular system [18,19,23], as well as lifetime broadening.

However, in the case of a highly concentrated molecular film, the system is an ensemble of

numerous molecules doped in a polymeric medium. Increasing the doping concentration of

such dye-doped polymer films usually results in significant changes in their absorption spectra

[14,24]. This is because the system shifts away from the above-mentioned ideal case resulting

in an inhomogeneously broadened absorption profile which does not follow a true Lorentzian

or pure Gaussian shape [19,24–27]. Several factors are responsible for this inhomogeneous

broadening such as formation of molecular aggregates, vibrational transitions accompanied with

the electronic transitions, polycrystallinity of the doped film, and interaction of dye molecules with

their polymeric surrounding having impurities/defects to name few [19,25–29]. The situation

is too complicated to be fully determined from an experimental absorption spectrum since

exact contributions from the different factors of inhomogeneity are unknown. Hence, LOM

fails to extract the accurate dielectric function from an inhomogeneously broadened absorption

[19,25–27].

This issue can be addressed by incorporating modifications in LOM such as – either using a

higher number of oscillators [25] or using Gaussian/Voigt profiles to fit the absorption lineshape

via convolution/superposition of (one or more) Lorentzian and Gaussian functions [24,27].

However, neither of these approaches are numerically optimal. Use of a higher number of

oscillators involves a higher number of fitting parameters which makes the spectral fitting more

complex and less meaningful for interpretation. On the other hand, Gaussian/Voigt functions may

provide better fit to the absorption profile, but they lack analytically closed form and unlike LOM,

there is no simple straightforward way to calculate the dielectric function from them [19,25].

Kim et al. [26] proposed a clever modification in LOM to overcome these shortcomings by

including a spectrally dependent damping term working as an adjustable broadening function

(ABF) [19,25,26]. The ABF includes two constant key parameters – the Lorentzian damping

factor (γ) and an adjustable broadening parameter (α), and it is generalized for any arbitrary

lineshape. This modified Lorentz oscillator model (MLOM) maintains an analytically closed

form and hence, provides a simple straightforward way to calculate the dielectric function like

LOM while it allows to fit any arbitrary broadening beyond the Lorentzian shape. For certain

values of α, one can mimic the conventional spectral profiles, i.e., Lorentzian (α = 0), Gaussian

(α = 0.3), and Voigt (0<α<0.3) as well as most asymmetric/inhomogeneous lineshapes (α>0.3)

[19,25,26]. Since inhomogeneous broadening does not necessarily always result in Gaussian or

Voigt profile but can take any arbitrary complex form [24,27–29], the incorporation of ABF in

LOM is an efficient way to fit any arbitrary absorption lineshape and extract optical constants

from it using minimal amount of fitting parameters. Consequently, MLOM provides better

agreement with the experimental results compared to the conventional LOM [19,25].

Since the MLOM provides more realistic model, it can be used to calculate accurate absorption

band which is then fitted with the measured one, by using the constants of the MLOM as the

fitting parameters. This way MLOM enables accurate determination of optical constants of an

organic thin film from its absorption band alone. By this method one can avoid the spectroscopic

ellipsometry (SE) [30], which is usually needed for determination of the optical constants and

often tricky to perform [18]. That is because SE is extremely sensitive to the quality of sample

surface, type of substrate material, contamination [18,31], and because of this often requires

assistance from other techniques such as surface plasmon spectroscopy to attain better accuracy

[32].
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In this work, we propose a straightforward method to determine the optical constants of

the isotropic organic thin films only from their absorption spectra. We evaluate the optical

constants of rhodamine 6G (R6G) doped poly-vinyl alcohol (PVA) thin films with varying doping

concentration (including also extensively high concentrations) from their experimental absorption

using MLOM. The transfer-matrix method (TMM) [33–36] implemented in MATLAB [37]

is used to calculate the theoretical absorption of the R6G films, which is further used to fit

the experimental data using a least squares fitting method along with a pointwise optimization

technique. Our proposed method outperforms the conventional LOM by yielding a better

agreement with the experimental results, and avoids the need of ellipsometry. Our findings

provide a way to model the local excitonic absorption bands of the isotropic organic thin films,

using their evaluated optical constants, which is crucial for designing novel excitonic nanodevices.

2. Theory

The dispersive and complex dielectric function (ε) of a material can be described as

ε(E) = ε1(E) + iε2(E), (1)

where E is the energy [19,25]. In LOM, the real (ε1) and imaginary (ε2) parts of the dielectric

function are expressed as

ε1(E) = ε∞ +
∑

j

fjE2
j (E

2
j − E2)

(E2
j − E2)2 + E2γ2

j
, (2)

ε2(E) =
∑

j

fjE2
j Eγj

(E2
j − E2)2 + E2γ2

j
, (3)

where j = 0, 1, 2. . . is the number of material resonances (transitions) with the resonant energy

Ej, oscillator strength fj, and damping rate γj [8,19,25], while ε∞ represents the background

dielectric constant within the exciton-energy region [14,38].

The corresponding real (n) and imaginary (k) parts of the refractive index (N) are

n(E) =

√√√√
ε2
1
(E) + ε2

2
(E) + ε1(E)

2
, (4)

k(E) =

√√√√
ε2
1
(E) + ε2

2
(E) − ε1(E)

2
, (5)

and

N(E) = n(E) + ik(E), (6)

in their dispersive and complex form [19,25].

The LOM, i.e., Eq. (2) and Eq. (3), considers an ideal case where the damping rate (γj) is

constant and consequently, the material resonances show homogeneous (Lorentzian) broadening

where the resonance linewidth symmetrically broadens on both sides of the resonance peak

energy (Ej) [22,23]. In the case of inhomogeneous broadening, the resonance lineshape for

most of the time inherits Gaussian broadening or Voigt lineshape when combined with the

homogeneous Lorentzian broadening [24,27]. Even higher inhomogeneous broadening usually

results in asymmetric lineshapes with respect to the resonance peak (Ej) [19,24–29]. Therefore,

the damping term has to be adjustable, i.e., frequency-dependent, to become adaptive for such
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arbitrary broadening [19,25,26]. To implement the inhomogeneity in the resonance linewidth

Kim et al. [26] proposed an adjustable broadening function (γ
′

j ) considered as

γ
′

j (E) = γj exp

[
−αj

(E − Ej

γj

)2
]

, (7)

where αj is the adjustable broadening parameter associated with the material resonance j.
Replacement of the damping rate γj in Eq. (2) and Eq. (3) by the frequency-dependent adjustable

broadening function γ
′

j will form the MLOM, which reduces to LOM for αj = 0 and can mimic

any arbitrary lineshapes for αj>0 [19,25,26].

In the spectral fitting, the fitting parameters (fj, Ej, γj and αj) are optimized by minimizing an

objective function (Θ) defined as

Θ =
∑

E

[
Aexp(E) − ATMM(E)

]2
, (8)

where Aexp and ATMM are the experimental and the TMM simulated absorption, respectively

[20,21], calculated from the reflection (R) and the transmission (T) as A = 1 − R − T.

3. Materials and methods

3.1. Sample fabrication

Four R6G doped PVA films were fabricated with increasing R6G concentration on top of high

optical quality BK7 glass substrates (Präzisions Glas and Optik GmbH, dimension: 15× 15 mm2,

thickness: 1 mm, surface roughness: ±0.10 mm). Also a bare PVA film without R6G doping was

made as a reference sample. The substrates were cleaned by isopropanol and blown by nitrogen

for drying. The R6G:PVA and bare PVA films were spin-coated on top of the clean substrates

and hardened by baking for 3 min on a hot plate at 95 ◦C. The PVA crystals (Sigma-Aldrich,

Hydrolyzed: 89%, CAS Number: 9002-89-5, Molecular Weight: 186) were dissolved in Millipore

water at 90 ◦C to make a 10 wt% aqueous solution of PVA. The spin solutions were prepared

by dissolving the required amount of solid R6G powder (ACROS Organics, Purity: 99%, CAS

Number: 989-38-8, Molecular Weight: 479.017) in Millipore water and ethanol, and mixing

that with 10 wt% aqueous solution of PVA to attain the target concentrations, i.e., 0.2 mol/L, 0.6

mol/L, 1.7 mol/L, and 5.2 mol/L. The KLA Tencor P-15 Profilometer was used for thickness

characterization of the fabricated films and the recorded thicknesses were ∼ 125 nm for all films.

The profilometer data for one of our sample is reported in Appendix (Fig. 9).

3.2. Optical measurements

Steady-state reflection and transmission spectra of the fabricated films at a near-normal angle of

incidence (10◦) were measured in a custom-made optical setup where a white light source (Oriel

66182) was used for the excitation. The films were kept at the rotation axis of a goniometric

stage facing the pseudo-collimated excitation light. The excitation was coming through a prism

polarizer with the polarization axis perpendicular to the rotation plane. The excitation spot size

on the sample surface was about 2 mm. The angle of incidence was adjusted manually by rotating

the goniometric stage. The reflected and transmitted spectra of the films were collected using a

fiber coupler assembly (ThorLabs F220SMA-A, f = 10.90 mm, NA = 0.25) connected to a fiber

optic bundle (ThorLabs, model: BFL200HS02, 250 to 1200 nm, round to linear bundle, 7 × 200

μm core fibers, high-OH, SMA). The collected light was guided to a spectrometer consisting of a

monochromator (Acton monochromator SP2150i, slit size: 100 μm, grating: 150 grooves/mm

blazed at 500 nm) and CCD (Andor IVAC CCD DR-324B-FI, pixel size: 16 × 16 μm2), and the

spectra were recorded in ASCII format.
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3.3. TMM simulation and spectral fitting

The experimental absorption (Aexp) of the R6G films was background corrected by subtracting

the absorption of the reference sample (bare PVA film on BK7 glass) and in accordance with

that, the R6G layers were considered in semi-infinite air in TMM simulation. The spectral fitting

allowed an initial guess and two physical constraints, i.e., an upper and a lower bound for each

fitting parameter. The initial guesses were fed to the MLOM to generate the initial values of n
and k, which were used afterwards in TMM to calculate ATMM and thereby, Θ. An optimization

algorithm for finding the minimum of a constrained nonlinear multivariable function [39], as

implemented in MATLAB, was employed to minimize Θ while the fitting parameters were

allowed to vary between the upper and the lower bounds. The initial guesses and the physical

constraints were estimated from a standard Voigt fit [40] on Aexp so that the fitting parameters

can vary within a physically meaningful range.

4. Results and discussions

As explained earlier, the inhomogeneous broadening in the absorption of organic thin films can

have various reasons and exact contributions from those different factors of inhomogeneity are

impossible to know beforehand [19,25,27,29]. Therefore, application of an ABF via MLOM is a

convenient way to fit such broadened and asymmetric spectra. The MLOM not only offers a

quick and simple evaluation of optical constants from an experimental absorption spectrum but

also provides a generalized model for all kinds of broadenings (Lorentzian, Gaussian, Voigt, and

beyond) through the variation of an adjustable broadening parameter (αj) [19,25,26].

To develop an insight on this adjustable broadening mechanism, we consider a single-oscillator

MLOM framework representing material model for an organic thin film in a generic way. All the

common parameters between LOM and MLOM are kept as constant, i.e., f0 = 0.03, γ0 = 0.15

eV, E0 = 2.3 eV, and ε∞ = 2.25 while the adjustable broadening parameter (α0) is varied, i.e.,

α0 = 0, 0.15, 0.3, 3. The optical constants are calculated using Eqs. (1–7) and subsequently used

in TMM to simulate the corresponding absorption profiles. The simulated spectra are plotted in

Fig. 1 along with the associated ABF in inset.

475 500 525 550 575

2.6 2.5 2.4 2.3 2.2

0.0

0.1

0.2

0.3

475 500 525 550 575

2.6 2.5 2.4 2.3 2.2

0.00

0.04

0.08

0.12

0.16

Energy (eV)

A
bs

or
pt

io
n

Wavelength (nm)

α0 = 0 α0 = 0.15 α0 = 0.3 α0 = 3

Energy (eV)

A
B

F
(e

V
)

Wavelength (nm)

Fig. 1. MLOM/TMM simulated absorption spectra of a dye-doped polymer film for

different values of adjustable broadening parameter (α0). In the inset, spectral evolution of

the corresponding adjustable broadening function is plotted. The other MLOM parameters

are kept constant as f0 = 0.03, γ0 = 0.15 eV, E0 = 2.3 eV, and ε∞ = 2.25.
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In the figure, α0 = 0 represents the true Lorentzian broadening while α0 = 0.15 and α0 = 0.3

show the shift from that ideal case towards Gaussian profiles via Voigt. It is evident that using only

one oscillator with such small values of α0 (i.e. Lorentzian/Gaussian/Voigt) is often not sufficient

to fit absorption of organic films where electronic transitions are accompanied by many vibrational

responses and usually multi-oscillator approaches or convolution of non-Lorentzian functions are

needed [24,25,27]. However, for larger values of α0, like α0 = 3, the absorption shows a flat

and broad peak frequently observed in the absorption of highly concentrated molecular films

as we will see in our experimental finding also. The associated changes in ABF (figure inset)

clearly show the adaptive nature of the frequency-dependent damping since all the curves (except

α0 = 0) show different degrees of spectral variation with varying α0. Such adaptive broadening is

essential to fit absorption of organic films possessing unintuitive sharp and subtle changes in their

spectra. Therefore, the MLOM provides a much quicker, simpler and straightforward pathway

to fit absorption of organic films with any arbitrary lineshape compared to the numerically

cumbersome conventional methods (multi-oscillator/convolution of non-Lorentzians).

Before presenting our findings it is important to discuss our MLOM/TMM fitting procedure

depicted as a flowchart in Fig. 2. The spectral fitting starts with assigning four fitting parameters

(fj, Ej, γj and αj) as initial guesses. The initial guesses are fed to the MLOM to generate the

initial values of n and k, which are then used in TMM to calculate ATMM. An objective function

(Θ) is employed along with the experimental absorption (Aexp) to quantify the accuracy of the

fit and hence, the goal is to minimize Θ. An optimization algorithm [39] is employed for that

purpose and during the optimization, the values of each fitting parameter is allowed to vary only

between its corresponding physical constraints, i.e., an upper and a lower bound. The initial

guesses and the physical constraints are estimated from a standard Voigt fit [40] on Aexp so that

the fitting parameters can vary within a feasible range compatible with the experimental reality.

The exit condition of the optimization is met when the minimal value for Θ is achieved, which in

practice means that the change of the value between the consecutive iterations is smaller than the

predefined error tolerance. The associated optimal parameters, i.e., optimal values of fj, Ej, γj
and αj are then used to calculate the optical constants using Eqs. (1–7).

It should be noted here that our choice for a Voigt fit to estimate the initial guesses and

the physical constraints is merely our chosen approach and our MLOM fitting method is not

limited to any specific method for evaluation of those initial starting values. However, proper

choice of constraints, i.e., the upper and the lower bounds is very important for multiple

reasons. First of all, without suitable constraints, the optimization algorithm can converge into a

physically meaningless solution with unrealistic fitting parameter values. Moreover, poor choice

of constraints can make MLOM even invalid since for very large values of αj, MLOM shows

limitations by being inconsistent with the Kramers-Kronig relation and by producing splitting of

single peaks which are unrealistic in nature [25].

Next we apply the method to a real experimental data as an example. The absorption spectra

of the R6G films covering the spectral range of the local excitonic band of interest (i.e. 460 nm -

590 nm) are depicted in Fig. 3. In the figure, the experimental spectra (Aexp) are very slightly

smoothed just to remove the excess noise and clarify the figure. The simulated absorption

profiles are computed by TMM using the optical constants calculated from LOM (ATMM(LOM))

and MLOM (ATMM(MLOM)) with identical initial guesses and physical constraints (except those

absent in LOM) for each concentration.

Two Lorentz oscillators are employed in LOM and MLOM to implement the R6G absorption

having a molecular resonance (∼ 540 nm, j = 1) and a vibronic shoulder (∼ 503 nm, j = 2) at

the blue side [24,41]. The amplitudes, the full widths at half maxima (FWHM) and the peak

positions of the absorption bands present in the Voigt fit are used as initial guesses for fj, γj and

Ej, respectively. The initial guesses for αj are estimated from the ratio between the Gaussian

widths and the Lorentzian widths used in the Voigt fit while the non-resonant background within
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Fig. 2. Flowchart of the MLOM/TMM spectral fitting procedure.

475 500 525 550 575

2.6 2.5 2.4 2.3 2.2

0.0

0.1

0.2

0.3

0.4

475 500 525 550 575

2.6 2.5 2.4 2.3 2.2

0.0

0.1

0.2

0.3

0.4

0.5

475 500 525 550 575

2.6 2.5 2.4 2.3 2.2

0.0

0.1

0.2

0.3

0.4

0.5

0.6

475 500 525 550 575

2.6 2.5 2.4 2.3 2.2

0.0

0.2

0.4

0.6

0.8

Energy (eV)

Aexp ATMM(MLOM) ATMM(LOM)

A
bs

or
pt

io
n

Wavelength (nm)

0.2 mol/L 0.6 mol/L

Energy (eV)

A
bs

or
pt

io
n

Wavelength (nm)

Energy (eV)

A
bs

or
pt

io
n

Wavelength (nm)

1.7 mol/L

(d)

(b)

(c)
Energy (eV)

A
bs

or
pt

io
n

Wavelength (nm)

5.2 mol/L

(a)

Fig. 3. Absorption profiles of the R6G films in the spectral range of the local excitonic

band of interest for target concentrations: (a) 0.2 mol/L, (b) 0.6 mol/L, (c) 1.7 mol/L

and (d) 5.2 mol/L. In the figure, ATMM(LOM) and ATMM(MLOM) represent the absorption

profiles computed by TMM using the optical constants calculated from LOM and MLOM,

respectively, while Aexp depicts the experimental (smoothed) absorption spectra.
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the exciton-energy region is considered as the dielectric constant of PVA, i.e., ε∞ = 2.25 [38,42].

The initial guesses and the upper/lower bounds used for fitting the absorption of the four R6G

films are listed in Table 1 (see Appendix).

From Fig. 3 one can clearly see that the spectral shape of film absorption changed significantly

with increasing target concentration of R6G. For the lowest concentration (0.2 mol/L), the main

peak (∼ 540 nm) is showing higher absorption compared to the vibronic shoulder (∼ 503 nm) as

can be seen in Fig. 3(a). However, with increasing concentration, the vibronic shoulder gets more

and more dominant in absorption and becoming a peak of its own as one can see in Figs. 3(b)

and 3(c). The linewidths also broaden for both peaks (∼ 540 nm and ∼ 503 nm) with increasing

concentration. Finally, for the highest concentration (5.2 mol/L), the absorption spectrum evolves

into a flat top profile as shown in Fig. 3(d). That is because the rise in the absorption of the main

peak is relatively less significant compared to that of the vibronic shoulder when concentration is

increased. The broadening of both peaks further accelerates the merging of two separate peaks

into a flat and wide spectral profile. Absorbance of dye molecules is linearly proportional with

the molecular concentration and at high concentration, different intermolecular interactions (not

limited to aggregation) can have different contributions leading to an inhomogeneous broadening

of the absorption profile. Therefore, our observed changes (hike in absorbance and broadening)

in the absorption due to the increase in concentration are consistent with the known effects of

molecular systems reported earlier [14,24].

Considering the fact that spectral evolution of the two peaks is different when concentration

is varied, we employed LOM and MLOM fitting (with identical initial guesses and physical

constraints) on the experimental absorption spectra. It is evident from the figure that for all

concentrations, ATMM(MLOM) outperforms ATMM(LOM) by providing a better agreement with

Aexp. Such finding clearly indicates that an increase in the molecular concentration results in

the excitonic absorption bands, which are neither a true Lorentzian nor a pure Gaussian [19],

and therefore, utilizing the frequency-dependent inhomogeneous broadening function is the only

way to fit such absorption profiles as shown by our MLOM fitting. A quantitative picture of our

finding is depicted in Fig. 4 where the values of Θ for each cases are reported (in log10 scale for

better visualization) as a function of R6G concentration. It further confirms the superiority of

MLOM over LOM in terms of minimal Θ. However, in both LOM and MLOM, the value of Θ is

increasing with increasing concentration, indicating the challenge of maintaining accuracy of the

methods for extremely high concentrated molecular films.

The effect of R6G concentration on the optimal fitting parameters of MLOM can be inferred

from Fig. 5 with the optimal values reported in Table 1 (see Appendix). The optimal oscillator

strengths (fj) as a function of R6G concentration are depicted (in log10 scale for better visualization)

in Fig. 5(a). From the figure, we can see that the oscillator strength of the vibronic shoulder (f2)

is lower than that of the molecular resonance (f1) for the lowest concentration. An increase in

R6G concentration causes a significant rise in f2 leading to a scenario where f2>f1 manifested as

a rise of the vibronic shoulder in the corresponding absorption profiles. In Fig. 5(b), one can see

that with increasing concentration, the peak positions (Ej) of both the molecular resonance (E1)

and its vibronic shoulder (E2) are shifting towards lower energy implying a spectral red shift in

the wavelength scale. The separation between the peaks is also increasing with the concentration.

At high concentration of dye molecules, the absorption bands experience spectral red shift due to

various intermolecular dipolar interactions (e.g. formation of aggregates) leading to a reduction

in the effective oscillation frequency of the molecular system (i.e. red shift in wavelength scale).

The increasing separation between the main and shoulder peaks due to rise in concentration

can be addressed with the help of quantum mechanics considering interactions between dye

molecules as repulsive energy eigenstates in a perturbative scenario. Hence, all the observed

trends are known spectroscopic features of dye molecules [14,24].
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An insight on the role of the adjustable broadening function (γ
′

j ) can be developed from

Figs. 5(c) and 5(d) where Fig. 5(c) depicts the evolution of the broadening parameters (γj and

αj) as a function of R6G concentration for the molecular resonance (γ1 and α1), while Fig. 5(d)

shows the same for the vibronic shoulder (γ2 and α2). From Fig. 5(c) it is clear that both γ1

and α1 are initially increased as the concentration increases from 0.2 mol/L to 0.6 mol/L, but

both drop unintuitively for the high concentrations (1.7 mol/L and 5.2 mol/L). On the other

hand, Fig. 5(d) shows that the broadening parameters of the vibronic shoulder (γ2 and α2) are

increasing with respect to the concentration validating its dominance at high concentrations. The

aforementioned trend could, however, be exaggerated by the fitting, but it is also challenging to

interpret spectroscopically since it requires further studies on the molecular aggregates formed at

high concentrations, which is outside the scope of this article.

The optimal αj values for both the molecular resonance (α1) and the vibronic shoulder (α2)

are higher than 0.4 for all R6G films (see Table 1 in Appendix) indicating that the spectral nature

of γ
′

j is neither a true Lorentzian (αj = 0) nor a pure Gaussian (αj ≈ 0.3) but an asymmetric

lineshape instead [19].

It is worth to mention here that our MLOM approach is preferable not only over the use of

convolution of different spectral functions (Gaussian/Voigt) which lacks analytically closed form

but also over the use of higher number of oscillators in the conventional LOM since earlier

studies have shown that the fit quality does not improve significantly with the increased number of

oscillators compared to the use of a frequency-dependent adjustable broadening function [19,25].

The optical constants of the R6G films evaluated from the optimal MLOM show a similar trend

to the one found for R6G molecules in solutions [43] and in dry solid film [44,45]. The dispersion

of the complex dielectric function (ε) and the complex refractive index (N) for the four R6G

films are reported in Fig. 6 and Fig. 7, respectively, while Fig. 8 reports the experimental optical

constants of a R6G film reproduced from existing literature [45] for a better visual comparison.
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Fig. 6. Real (ε1) and imaginary (ε2) parts of the complex dielectric function (ε) of the R6G

films in the spectral range of the local excitonic band of interest for target concentrations: (a)

0.2 mol/L, (b) 0.6 mol/L, (c) 1.7 mol/L and (d) 5.2 mol/L. The blue and red vertical axes

correspond to the blue and red curves, respectively.
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Fig. 7. Real (n) and imaginary (k) parts of the complex refractive index (N) of the R6G

films in the spectral range of the local excitonic band of interest for target concentrations: (a)
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From Figs. 6 and 7 we can clearly see that the imaginary parts of ε and N, i.e., ε2 and k, closely

follow the absorption profiles of the films - except in the highest concentration where they show

interesting profile with three peaks, which reveals that the exciton landscape is changing within

these concentrations. However, in all samples the values of ε2 and k are monotonically increasing

with increasing concentration, in accordance with the absorption. The real parts of ε and N, i.e.,

ε1 and n, show a similar trend in their values with respect to the concentration. In addition, the

difference between the magnitudes of n in the blue and red regions of the spectrum is increasing

with concentration. Similar nature is found in ε1 which becomes negative, implying metallic like

behavior [8,44], in the 460 nm - 500 nm region for the highest concentration sample as shown

in Fig. 6(d). The dispersion of both the real and the imaginary components of N and ε , over

the spectral region of interest, for all concentrations, show a similar qualitative nature to the

one reported in the existing literature [45] as shown in Fig. 8 and to the one found in dye-doped

excitonic films in general [8,25,44,46].

It is worth of noting that the exact values of the optical constants we report here for R6G cannot

be generalized for arbitrary R6G doped films since depending on the molecular concentration,

film thickness, type of the hosting polymer and any anisotropy in the film quality, the film

absorption and consequently, the extracted optical constants can drastically differ from our case.

Nevertheless, we have successfully demonstrated here a straightforward way to determine the

optical constants of dye doped isotropic excitonic thin films directly from their absorption spectra

without ellipsometry. Our method outperforms the conventional LOM in terms of fitting accuracy

and can be easily generalized to many other isotropic excitonic thin films. Our findings are

important in the context of designing photonic and optoelectronic devices based on organic

materials where modeling of local excitonic absorption bands of organic thin films is crucial.

5. Conclusions

In this work, we reported a method to evaluate the complex-dispersive retractive index and

dielectric function of isotropic organic thin films from their absorption spectra without ellipsometry.

We used a spectral fitting approach which contains a MLOM and an optimization algorithm to

minimize an objective function representing the degree of dissimilarity between the experimental

and the fitted curve. The MLOM differs from the conventional LOM by employing a frequency-

dependent adjustable broadening function in the damping rate term and hence, can fit any

inhomogeneous spectral broadening other than Lorentzian, Gaussian or Voigt profiles. Our

method was implemented via TMM to extract the optical constants of R6G:PVA films with

varying R6G concentration.

Our findings quantitatively showed that MLOM can outperform LOM in terms of fitting

accuracy, especially when the molecular concentration is very high. The effect of concentration

on the MLOM parameters was also analyzed, and it validated the corresponding spectral changes

in the experimental absorption. Our evaluated optical constants and their dispersion are in good

agreement with the qualitative trend found in other excitonic thin films. Our findings provide

a way to determine the optical constants of organic thin films and hence, to model their local

excitonic absorption bands which is crucial in designing excitonic and polaritonic devices for

organic nanophotonics.
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Appendix

Table 1. Initial guesses and physical constraints of the fitting parameters, as well as the final fitted
values, in MLOM and LOM (except αj ) for R6G films with different concentrations. Two-oscillator

model was employed in the fitting to implement the R6G absorption having a molecular resonance
at E1 = 2.30 eV (540 nm) and a vibronic shoulder at E2 = 2.46 eV (503 nm). Other parameters related

to corresponding resonant energy Ej , are oscillator strength fj , damping rate γj and adjustable
broadening parameter αj .

Conc. (mol/L) Parameters Initial guess Lower bound Upper bound Fitted value

0.20

f1 0.05 0.01 0.10 0.0320

f2 0.05 0.01 0.10 0.0129

γ1 (eV) 0.30 0.10 0.50 0.1497

γ2 (eV) 0.30 0.10 0.50 0.1633

E1 (eV) 2.30 2.25 2.35 2.2946

E2 (eV) 2.45 2.40 2.50 2.4468

α1 2.50 0.01 5.00 1.4171

α2 2.50 0.01 5.00 0.8727

0.60

f1 0.05 0.01 0.10 0.0439

f2 0.05 0.01 0.10 0.0486

γ1 (eV) 0.30 0.10 0.50 0.1590

γ2 (eV) 0.30 0.10 0.50 0.2129

E1 (eV) 2.26 2.24 2.28 2.2670

E2 (eV) 2.45 2.40 2.50 2.4419

α1 2.50 0.01 5.00 1.5246

α2 2.50 0.01 5.00 0.5771

1.70

f1 0.05 0.01 0.10 0.0554

f2 0.05 0.01 0.10 0.0824

γ1 (eV) 0.30 0.10 0.50 0.1586

γ2 (eV) 0.30 0.10 0.50 0.2548

E1 (eV) 2.24 2.20 2.28 2.2459

E2 (eV) 2.45 2.40 2.50 2.4252

α1 2.50 0.01 5.00 1.2550

α2 2.50 0.01 5.00 0.8362

5.20

f1 0.25 0.01 1.00 0.1216

f2 0.25 0.01 1.00 0.7330

γ1 (eV) 0.25 0.01 1.00 0.0565

γ2 (eV) 0.25 0.01 1.00 0.5807

E1 (eV) 2.20 2.00 2.40 2.1802

E2 (eV) 2.46 2.26 2.66 2.3931

α1 7.50 0.01 15.00 0.4954

α2 7.50 0.01 15.00 10.2070
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Fig. 9. Profilometer data for R6G:PVA film with target concentration 0.2 mol/L. The film

thickness was measured by creating a score on the film and was estimated as the height

difference (St height) between the right (R height) and left (L height) sides of the score edge.

Thickness was measured at three different spots (131.2 nm, 127.3 nm, and 119.2 nm) along

the score edge and the average value (125.9 nm, i.e., ∼ 125 nm) was considered in TMM

calculation.
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Abstract

Strong coupling between molecules and confined light modes of optical cavities to form polaritons
can alter photochemistry, but the origin of this effect remains largely unknown. While theoretical
models suggest a suppression of photochemistry due to the formation of new polaritonic potential
energy surfaces, many of these models do not account for the energetic disorder among the molecules,
which is unavoidable at ambient conditions. Here, we combine experiments and simulations to show
that for an ultra-fast photochemical reaction such thermal disorder prevents the modification of the
potential energy surface and that suppression is due to radiative decay of the lossy cavity modes.
We demonstrate that by increasing the coupling strength we can reduce such losses and enhance
reactivity of the strongly coupled system, in contrast to the theoretical paradigm, which would pre-
dict stronger suppression. We also show that the excitation spectrum under strong coupling is a
product of the excitation spectrum of the ”bare” molecules and the absorption spectrum of the
molecule-cavity system, suggesting that polaritons can act as gateways for channeling an excita-
tion into a molecule, which then reacts ”normally”. Our results therefore imply that strong coupling
provides a means to tune the action spectrum of a molecule, rather than to change the reaction.

Keywords: Polaritonic chemistry, strong coupling, excited-state intra-molecular proton transfer, optical
micro-cavity, molecular dynamics simulations.
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Introduction

Placing molecules between the mirrors of a Fabry-
Pérot micro-cavity that is resonant with their
excitation frequency, has been shown to alter their
chemistry in both ground and excited states [1–
9], but the origin of these effects are hitherto
unknown. Inside the cavity, the rate of energy
exchange between excitations of the molecules and
confined light modes of the cavity can exceed the
intrinsic decay rates of both the molecular exci-
tations and the photonic modes [10]. Under these
conditions, the system enters the strong light-
matter coupling regime, in which the excitations
of the molecules hybridize with the confined light
modes of the cavity to form new light-matter
states, called polaritons [11–14].

Changes to photo-chemical reactivity have
been rationalized on the basis of differences
between the potential energy surfaces of the
polariton and that of the bare molecule, as illus-
trated in Figure 1c [15]. The key to this hypothesis
is that the lifetime of the polariton is sufficiently
long for the reactants to evolve over the modified
portions of the potential energy surface. Despite
recent suggestions that the lowest-energy polari-
ton state can be very long-lived [16], polariton
lifetimes are generally considered to be limited by
the lifetime of the cavity photon [17, 18], which
is on the order of a few tens of femtoseconds
in the metallic cavities that have been used in
experiments. Because the polariton decay rate in
these experiments was significanty higher than the
rate of the photo-chemical reaction [1, 6, 7, 9],
it remains difficult to understand whether the
observed changes in reactivity are due to the
polaritonic states providing (i) a competing radia-
tive decay channel [8], (ii) a different potential
energy surface [15], or (iii) a combination of both.

To disentangle these effects, and understand
how strong coupling affects photo-reactivity,
experiments should instead be performed on a
photo-chemical reaction that happens at same
timescale as polariton decay. In this work, we
therefore investigated the influence of strong light-
matter coupling on the ultra-fast photochemical
reaction of 10-hydroxybenzo[h]quinoline (HBQ) in
an optical cavity (Figure 1). The reaction in the
electronic excited-state (S1) of this molecule hap-
pens on a timescale of ∼15 fs [19, 20], which is

comparable to the lifetime of a cavity photon in
metallic micro-cavities.

Figure 1(b) shows the normalized absorp-
tion and emission spectra of HBQ in polymethyl
methacrylate (PMMA), which we used as a poly-
mer matrix for embedding the molecules within
the cavity (Figure 1(a)). Photon absorption at
375 nm triggers an ultra-fast excited state intra-
molecular proton transfer (ESIPT) from the phe-
nol oxygen to the nitrogen atom [19, 20], as shown
in Figure 1(c). The reaction coordinate is defined
as the difference between Oxygen-Hydrogen and
Nitrogen-Hydrogen distances dO-H − dN-H. After
proton transfer, the keto-form of HBQ decays back
to the electronic ground state (S0) through photon
emission with a maximum around 620 nm.

Results from Density Functional Theory
(DFT) calculations at the TDA-CAM-B3LYP/6-
31G* level of theory [21–24] suggest that outside
of the cavity, proton transfer is a barrier-less pro-
cess in the first singlet electronic excited-state (S1,
Figure 1(c)). When N molecules are placed inside
the cavity, the S0 → S1 excitations couple to the
confined light modes that are resonant with the
excitation energy (375 nm in experiment, 305 nm
at the TDA-CAM-B3LYP/6-31G* level of theory,
see below), to form the upper (UP) and lower
(LP) polaritons, as well as N − 1 dark states.
The Rabi splitting that separates the LP and UP
states, creates a local minimum on the potential
energy surface of the LP state [15]. As a conse-
quence, the excited-state intra-molecular proton
transfer in the lowest-energy excited state of the
molecule-cavity system is no longer barrier-less
(Figure 1(c)). Because the Rabi splitting depends
on the molecular concentration, i.e., �ΩRabi ∝√

N/Vcav [14], we can control the barrier sep-
arating the local minimum on the LP surface
from the product minimum by varying the num-
ber of molecules in the cavity mode volume, as
illustrated in Figure 1(c), and thus systematically
reduce the proton transfer rate. This reduction,
in combination with the low LP lifetime, should
hence suppress the emission at 620 nm, which
is sufficiently far off-resonance from the lowest-
frequency cavity mode to be affected by strong
coupling or Purcell enhancement. To test this
hypothesis [15], we performed both molecular
dynamics (MD) simulations and experiments.
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Fig. 1 (a) Schematic illustration of the cavity geometry (not to scale). (b) Normalized absorption and emission spectra of
HBQ in PMMA films. (c) Potential energy profiles for intra-molecular proton transfer in the electronic ground state, (S0,
black) first singlet electronic excited state (S1, purple), in the lower polariton (LP), when 256 (red dashed), 512 (green
dashed-dotted) or 1024 (blue dotted) identical HBQ molecules are strongly coupled to a single confined light mode of an
optical cavity that is resonant with the S0 → S1 transition in HBQ. The Rabi splittings are listed in the upper right corner.
The energy barrier for proton transfer in the LP state with highest Rabi split is indicated by the double-arrow.

Results & Discussion

In the simulations, the details of which can be
found in the Supporting Information (SI, section
2), 512 HBQ molecules solvated in cyclohexane
and equilibrated at 300 K, were placed inside
a single-mode cavity with a photon energy of
�ωcav = 4.02 eV, selected to be in resonance with
the absorption of our molecular model (see below),
and a vacuum field strength of

√
�ωcav/ε0V cav =

0.00015 au (0.77 MVcm−1). The electronic ground
(S0) and excited (S1) states of HBQ were mod-
eled with Density Functional Theory (DFT) [25]
and time-dependent density functional theory
(TDDFT) [26] within the Tamm-Dancoff approx-
imation (TDA) [21], respectively, using the CAM-
B3LYP functional [22, 23] in combination with
the 6-31G(d) basis set [27]. The cyclohexane
solvent molecules were modelled with the GRO-
MOS 2016H66 force field [28]. At this level of
theory the vertical excitation energy of HBQ is
hνmol = 4.06 eV (305 nm), while the energy gap
to the ground state is 2.58 eV (480 nm) in the
S1 minimum. Despite an overestimation of the
S1-S0 energy gap, which we compensated for by
adding an offset to the cavity mode energy [29],

our model provides a description of the poten-
tial energy surfaces (see the computed potential
energy profiles in Figure 1(c)) that is in qualita-
tive agreement with the more accurate description
at the TPSSh/cc-pVDZ level of theory (Figure S8
in Supporting Information (SI)) [30, 31].

As shown in Figure 2(a), the calculated
QM/MM S0 → S1 absorption spectrum of HBQ
at 300 K (SI, subsection 2.5) splits inside the
cavity, suggesting that the molecule-cavity sys-
tem is in the strong coupling regime with a
Rabi splitting of 240 meV. We performed 22
MD simulations, starting in various eigenstates
of the molecule-cavity system, that are indicated
by arrows in Figure 2(a). In all simulations,
intra-molecular proton transfer occurs irrespec-
tive of the polaritonic eigenstate that was initially
excited (Figure 2(d), Table S1, SI). Because the
reaction rate in QM/MM simulations of HBQ
outside of the cavity is very similar (Figure S7,
SI), these results suggest that strong coupling
does not have an appreciable effect on the reac-
tion. Thus, even though the characteristic Rabi
splitting implies strong coupling, the formation
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Fig. 2 (a) Absorption spectra of HBQ in cyclohexane at 300 K outside (blue) and inside (magenta) of a single-mode

micro-cavity (�ωcav = 4.02 eV,
√

�ωcav/2ε0Vcav = 0.77 MVcm−1, N = 512 HBQ molecules) [32], computed at the CAM-
B3LYP/6-31G(d)//Gromos96 level of QM/MM theory. Arrows indicate the eigenstates in which MD simulations were
started. (b) Contribution of the cavity mode (|αm|2, Equation S13, SI) to the eigenstates of the coupled HBQ-cavity system.
(c) Overlap between the polaritonic absorption spectrum and the molecular density of states as a function of the number of
strongly-coupled molecules. The overlap is proportional to the reaction yield [18]. (d) Time evolution of the distance between
the oxygen atom and the proton in 512 HBQ molecules (all colors) after excitation into an optically bright polaritonic state.
A distance of ∼ 0.10 nm corresponds to the situation where proton is bonded to the phenol oxygen, whereas a distance
around 0.19 nm means that proton is attached to the nitrogen.

of polaritonic states does not lead to a suppres-
sion of the photo-chemical reaction, in contrast to
theoretical predictions [15].

To understand why excitation into a polari-
tonic eigenstate of the molecule-cavity system
does not suppress the reactivity in our simu-
lations, we inspected the composition of these
states. As shown in Figure 2(b), the cavity mode
is distributed over virtually all eigenstates of the
molecule-cavity system. As pointed out by Houdré
et al. [33] for atoms, and later by Mony et al. [9]
for molecules, this is due to structural, and hence
energetic disorder among the HBQ molecules at
300 K. Without disorder, only the optically acces-
sible upper and lower polariton states include
contribution of the cavity mode and thus have a
different potential energy surface on which reac-
tivity can be suppressed (Figure 1). The other

N − 1 eigenstates are ”dark”, i.e., without contri-
bution from the cavity mode, and have potential
energy surfaces that are similar to the S1 surface
of the uncoupled molecule. In contrast, when there
is disorder, which is unavoidable in experiments
under ambient conditions, all states are optically
accessible, but because molecular excitations dom-
inate these states, rather than the cavity mode,
the potential energy surfaces are hardly perturbed
with respect to the bare molecules - not even for
the brightest polaritonic states.

In our simulations a perfect cavity was
assumed, without any losses. However, in reality
photon leakage through the mirrors is unavoidable
and hence provides an additional decay channel
for the excited population that could reduce the
quantum yield and hence suppress the reaction.
Under the assumption that the rate of radiative
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decay during an MD timestep Δt from a polari-
tonic state is proportional to its cavity mode
contribution [18, 34, 35], we accounted for such
reduction in the quantum yield a posteriori by
recomputing the evolution of the polaritonic wave
function under the influence of cavity losses along
the MD trajectories (SI, section 2.5). In these
calculations we assumed a cavity decay rate of
γcav = 250 ps−1, which is typical for a low quality
metallic cavity with Q ∼ 15. The yields estimated
under these assumptions are listed in Table S1
(SI), and suggest an average loss of only 5% for
the 512 molecule-cavity system, which we consider
negligible.

The extent of the radiative loss depends on
how rapidly the population transfers from a bright
polaritonic state with cavity mode contribution
and hence susceptible to radiative decay, into a
dark state that is localized on a single molecule
and therefore lacks cavity mode contribution [36,
37]. Because the rate of this non-adiabatic pop-
ulation transfer process is inversely proportional
to the energy difference between the states [38],
the radiative loss depends on the overlap between
the optically-bright states and the molecular dark
states [18]. Because that overlap is determined by
the Rabi splitting, the loss can be controlled by
varying the HBQ concentration [18].

However, because adding more molecules
inside the cavity mode volume not only increases
the Rabi splitting, but also the number of dark
states, the overlap between the polaritonic absorp-
tion spectrum (Figure 2(a)), which represents
the distribution of the optically-bright states
(Figure 2(b)), on the one hand, and the molec-
ular absorption spectrum, which represents the
distribution of the molecular dark states [18], on
the other hand, has a maximum at a specific
Rabi splitting, or equivalently a specific number
of molecules, as shown in Figure 2(c). Therefore,
also the suppression of the reaction due to radia-
tive loss has a minimum at that Rabi splitting and
increases again at higher concentrations. Losses
estimated for simulations with a different number
of molecules in the same cavity confirm this (SI,
Table S3).

To remove the overlap and hence suppress
photo-product emission in HBQ, the Rabi split-
ting must exceed 600 meV (SI, Figure S9a),
placing the system firmly in the ultra-strong cou-
pling regime. Such coupling strengths are not only

challenging to achieve experimentally due to the
limited solubility of HBQ in PMMA, but also
difficult to simulate, as the rotating wave approx-
imation (RWA), on which our model is based [34],
may loose its validity in this regime [39]. Notwith-
standing the potential limitations of the RWA, we
observed full suppression of the reaction in simula-
tions at a Rabi splitting of 640 meV (Figure S9b).

Summarizing, the results of our calculations
suggest that the main mechanism by which strong
coupling can suppress the ultra-fast ESIPT reac-
tion in HBQ is to provide a competing radia-
tive loss channel, rather than to change the
potential energy surface. Our calculations further-
more suggest that the extent of such suppression
can be tuned through the HBQ concentration
(Figure 2(c)).

To verify the validity of these findings exper-
imentally, we fabricated metallic Fabry-Pérot
micro-cavities containing HBQ molecules and
measured the photo-luminescence associated with
the photo-product at 620 nm as a function of
light-matter coupling strength, g, and the exci-
tation wavelength. As shown schematically in
Figure 1(a), a ∼100 nm PMMA film doped with
HBQ, was covered with a 20 nm thick semitrans-
parent aluminum (Al) mirror on top and a 120 nm
non-transparent Al mirror on the bottom [40]. The
top mirror is sufficiently thin for the HBQ photo-
product emission around 620 nm to leak through
and be detected. The thickness of the cavities
was tuned to match the first-order cavity mode
with the HBQ absorption maximum at 375 nm.
To control the collective light-matter coupling
strength (g ∝ √

N), we varied the concentration
of HBQ in the PMMA film. Because the first-
order cavity mode is sufficiently higher in energy
than the emission maximum of the HBQ photo-
product, we can exclude fluorescence enhancement
due to the Purcell effect [41]. Further details on
the design, fabrication and characterization of the
cavity systems are provided in SI (section 1).

Three micro-cavities were fabricated with
HBQ/PMMA ratios of 0.5 (low), 1.0 (mid), and
1.6 (high concentration). In addition, three bare
films were fabricated with the same HBQ/PMMA
ratios as in the cavities. To provide a similar
geometry for the reflection measurements, these
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Fig. 3 Angle-resolved absorption (contour map) of cav-
ities containing HBQ at (a) low, (b) mid, and (c) high
concentration (C). The absorption spectra of the bare
HBQ/PMMA films are shown in cyan on the left axis. The
white dashed curves represent the upper, middle, and lower
polariton branches obtained from fitting the coupled har-
monic oscillator model (CHOM, SI, subsection 1.5) to the
measured spectral positions (black crosses). The black dot-
ted curves depict the dispersion of an undoped cavity (i.e.,
containing only PMMA), while the horizontal black dotted
lines show the molecular absorption peaks at 360 nm and
375 nm of HBQ.

films were also deposited on a 120 nm thick non-
transparent Al mirror, i.e., the structure was iden-
tical to the cavity geometry shown in Figure 1(a)
except for the top mirror.

We measured angle-dependent steady-state
absorption spectra of the cavities (SI, subsection
1.3), which are shown as contour maps in Figure 3.
The anti-crossings between the bright polaritonic
branches around 40◦ − 50◦ incident angle suggest
that the cavities are in the strong coupling regime
and that the first-order cavity mode is hybridized
with the two lowest-energy electronic transitions
in HBQ, namely the main peak at 375 nm and
the (vibronic) shoulder at 360 nm (Figure 1(b)).
These molecular transitions are shown as black
dotted horizontal lines, together with the com-
plete absorption spectrum of the HBQ/PMMA
film in cyan. The energies of LP and UP, extracted
from the angle-resolved experimental spectra, are
shown as black crosses. By fitting the coupled
harmonic oscillator model (CHOM, SI, subsection
1.5) to these data points, we obtain UP, LP and
the middle polariton (MP) branches, shown as
white dashed curves in Figure 3. The MP between
the two molecular excitations was not used in the
fitting, because it is weak and not well resolved in
the measured spectra, and thus has a high uncer-
tainty in its energy. In addition, the fit provides
an estimate for the thickness of the cavities and
thus their dispersion without molecules, which are
plotted as dotted black curves.

From the CHOM fits we extracted the coupling
strengths for both the main (g1) and the shoul-
der (g2) peaks, as well as the Hopfield coefficients
for the polaritons, which are shown in Figure S6
(SI). Because of the uncertainty in the MP, we
characterize the total coupling strength of the cav-
ities as the sum of the two coupling strengths
gtot = g1+g2. This sum depends only on the posi-
tions of the UP and LP, which are more clearly
resolved, and is therefore free of possible errors due
to the uncertainty in the MP position. The values
of gtot extracted from the CHOM fits, are listed in
Table 1 for all cavities. The observed increase of
the coupling with increasing molecular concentra-
tion and absorption is consistent with the theory
and the existing literature [12–14].

To verify the main finding in our simulations
that exciting any eigenstate of the molecule-cavity
system leads to proton transfer and the forma-
tion of the photo-product, we recorded cavity
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Table 1 Total coupling strengths (gtot) for the HBQ
cavities, as well as resonance angles (θex) and wavelengths
(λex) used for the resonant excitation in Figure 5

C HBQ/ gtot θex λex

PMMA (meV) (deg) (nm)
Low 0.5 ∼140 50 385
Mid 1 ∼170 40 386
High 1.6 ∼190 40 390

excitation spectra by measuring the intensity of
the steady-state emission of the photo-product at
620 nm as a function of excitation wavelength and
angle. The cavity system was excited with ∼5 ns
pulses at a 100 Hz repetition rate from a tun-
able laser source (SI, subsection 1.4). Because the
fluorescence is emitted from uncoupled molecules
without angular dependence, the emission was
always collected at the sample surface normal
(i.e., at 0◦).

The observation that the yield of the reac-
tion in our simulations depends on the overlap
between bright and dark states (Figure 2(c)) [18],
suggests that the excitation spectra of the HBQ-
cavity systems can be obtained by multiplying
the probability to absorb a photon, determined by
the absorption spectrum of the HBQ cavity, and
the probability to undergo ESIPT, which is deter-
mined by the density of molecular states. Since the
latter density of states can be directly obtained
as the excitation spectrum of the bare molecules,
we also measured the excitation spectra of the
HBQ/PMMA films. Because in the films neither
absorption nor fluorescence depend on angle, the
films were excited at a fixed angle of 30◦ and
probed at 0◦.

In Figure 4 we show the absorption spectra
(a,b) and excitation spectra (c,d) at various inci-
dent angles for the mid C (left column) and the
high C (right column) HBQ/PMMA cavities, as
well as the excitation spectra of films with the
same HBQ/PMMA doping ratios as the cavities
(c,d). The agreement between the measured cavity
excitation spectra, on the one hand, and the spec-
tra obtained by multiplying the cavity absorption
spectra and film excitation spectra (Figure 4(e,f)),
on the other hand, confirm the results from the
simulations that the efficiency of the reaction
is primarily controlled by the overlap between
the bright polaritons and the molecular dark
states. Likewise, dividing the excitation spectra
of the HBQ/PMMA-cavity systems by the exci-
tation spectra of the HBQ/PMMA films, yields
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Fig. 4 Absorption spectra of (a) mid C and (b) high C
HBQ/PMMA cavities at various excitation angles. Exci-
tation spectra for emission at 620 nm of (c) mid C and
(d) high C HBQ/PMMA cavities as a function of excita-
tion angle. The excitation spectrum of the films are scaled
down and shown in light grey. Scaling of the film excita-
tion spectra was done to compensate for the absence of
the top mirror and to facilitate comparison. The product
of the cavity absorption spectrum and film excitation spec-
trum for (e) mid C and (f) high C cavities. The scaling of
the film excitation spectra has no effect on the shape of
these product spectra. Cavity excitation spectrum divided
by the film excitation spectrum for (g) mid C and (h) high
C HBQ/PMMA cavities. The curves are normalized so that
the highest value within a group of spectra in each panel
(c-h) is scaled to one, i.e., the relative intensities of the
curves are preserved to facilitate comparison.

the polaritonic absorption spectra (Figure 4(g,h)),
affirming our conjecture.

Additional support is provided by the lower
yield of the product emission at the largest
angles where the overlap between the polaritonic
absorption maxima and film excitation spectrum
is smallest. Simulations, in which the cavity is
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red-detuned to mimic excitation at such angles,
confirm this (Table S2, SI). Thus, the results of
both our MD simulations and excitation spectra
measurements suggest that in the strong coupling
regime the bright polaritonic states act as a gate-
way to access the reactive dark states and that
the efficiency of this gate-way, or ”optical filter”,
depends on the overlap between the polaritonic
absorption spectrum and the molecular density of
states [18].

Our simulations furthermore suggest that
within the strong coupling regime, increasing
HBQ concentration enhances the overlap at the
resonance angle (Figure 2(c)), and hence the effi-
ciency of the ESIPT reaction. To verify also this
finding, we measured the steady-state emission
intensity at 620 nm from our HBQ cavities while
exciting directly into the lower polariton at the
resonance angle, i.e., the angle at which the exci-
tation energy of bare HBQ matches the dispersion
of the cavity, and the energy gap between UP
and LP is minimal. The excitation wavelength
and angle are listed for each sample in Table 1.
As reference, we also measured the emission from
the HBQ/PMMA films with the excitation tuned
to the absorption maximum (λex = 375 nm).
As in the measurements of the excitation spec-
tra, the samples were excited with ∼5 ns laser
pulses at a 100 Hz repetition rate. Details of these
experiments are provided as SI (section 1).

We quantify the emission yield (η) in these
experiments as

ηexp. = I(λe)/A(θex, λex) (1)

with I(λe) the intensity at the maximum of the
emission band (λe = 620 nm) and A(θex, λex)
the absorption at the excitation wavelength λex,
and incident angle θex. In Figure 5 we plot the
yields as a function of the HBQ/PMMA doping
ratio, which is correlated to both the number of
HBQ molecules within the mode volume of the
cavity and the coupling strength (Table 1). The
films show almost constant emission yield with
only a minor decrease at higher concentrations,
presumably due to quenching [42]. Although the
relative increase of the cavity emission yield is
larger than in the simulations due to the over-
estimation of population transfer rates in small
ensembles of molecules [38], the increase is in line
with our calculations. Therefore, both simulations

and experiments suggest that increasing the cou-
pling by adding more molecules, decreases the
suppression by enhancing the rate at which pop-
ulation transfers from the lossy polariton modes
into the reactive dark state manifold.
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Fig. 5 Emission yield, ηexp., in HBQ-cavity systems and
films as a function of HBQ/PMMA doping ratio. The emis-
sion yield is normalized to the highest value.

Conclusion

In summary, we have investigated how strong
light-matter coupling affects an ultra-fast photo-
chemical reaction that occurs on the same
timescale as the cavity lifetime. While the cou-
pling leads to the characteristic Rabi splitting
in the absorption spectra, the cavity mode exci-
tations are smeared out over so many states
that their contributions are too small to signif-
icantly perturb the potential energy surface of
the electronic excited state and affect the reac-
tion dynamics. While radiative decay from the
polaritonic states in a lossy cavity can reduce
the excited state population, the efficiency with
which such losses suppress the reaction, depends
on the competition with non-adiabatic population
transfer into the molecular dark states. Since the
rate of population transfer between bright and
dark states is inversely proportional to the energy
gap [38], the transfer is fastest when these states
overlap, which for a Fabry-Pérot cavity depends
on the number of molecules in the mode vol-
ume [18]. Thus, the extent of suppression can
be controlled by tuning the cavity Q-factor and
the concentration. Because the non-adiabatic pop-
ulation transfer between the dark and bright
states is reversible [18], photo-chemical reactions
with much slower rates than polariton emis-
sion, such as photo-oxidation [8], cis-trans photo-
isomerization [9], or intersystem crossing [7], can
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be more easily suppressed via the radiative decay
of the polaritonic states than the 15 fs ESIPT
reaction in HBQ. In addition to providing addi-
tional non-reactive decay channels, cavities can
also affect the excitation spectrum, and thereby
selectively enhance excitation of states at the
edges of the molecular excitation spectrum, where
a system may be more reactive, as for example in
Photoactive Yellow Protein [43]. We believe our
findings, obtained by combining computations and
experiments, provide important new insights into
the possibilities of altering chemistry with strong
coupling as well as the limitations.

Supplementary information. The Support-
ing Information contains: (i) Experimental meth-
ods with metallic Fabry-Pérot cavities contain-
ing HBQ molecules - Optical microcavity design;
Sample fabrication; Steady-state reflection mea-
surements; Steady-state fluorescence measure-
ments; Coupled harmonic oscillator model fit-
ting; (ii) Molecular Dynamics of HBQ in the
collective strong coupling regime - Multi-scale
Tavis-Cummings model; Non-adiabatic molecular
dynamics simulations; Simulation details; Estima-
tion of losses; Cavity absorption spectra; Overlap
between molecular polaritonic states; Additional
MD results; Reference Potential Energy Surfaces
of HBQ molecule; and results of MD simulations
in the ultra-strong coupling regime.
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1 Experiments with metallic Fabry-Pérot cavities con-

taining HBQ molecules

1.1 Optical microcavity design

Our molecular films used as a reference consist of a 100 nm thick polymer layer on top of a
120 nm thick aluminum (Al) mirror on a glass substrate. The polymer layer is a polymethyl
methacrylate (PMMA) matrix doped with 10-hydroxybenzo[h]quinoline (HBQ) molecules,
purchased from TCI Europe N.V. (Belgium, CAS Number: 33155-90-7, Molecular Weight:
195.22 g/mol) and used as received. In the case of cavities, we added a 20 nm Al mirror
on top of the film. This yields a low-Q (Q ≈ 17) all-metal Fabry-Pérot microcavity with
an asymmetric geometry having a thin/leaky mirror (20 nm Al) on top and a thick/non-
transparent (120 nm Al) mirror at the bottom. The structures of the HBQ film and cavity
are schematically shown in Fig. S1.

We optimized our cavity geometry using transfer-matrix method (TMM) [S1, S2] and
finite-difference time-domain (FDTD) [S3, S4] simulations. In TMM calculations, the glass
substrate (SiO2) and the surrounding medium (air, refractive index 1.00) were considered as
semi-infinite. The excitation light was s-polarized and the refractive index of PMMA was
1.50. The material models for Al and SiO2 were taken from the existing literature [S5]. In
2D-FDTD computations, the simulations were carried out on xz-plane considering the cavity
and the film thickness extending in z-direction while in x- and y-directions, the structures
are uniform. Perfectly matched layers (PML) were used in all boundaries and the material
models were the same that were used for the TMM. The normal incidence of light, i.e., a
plane wave linearly polarized in x/y direction was used as the excitation in the simulations.

We chose a reflective (non-transmissive) cavity since that can provide an efficient light
confinement combined with a quality detection of molecular fluorescence [S6]. The cavity
thickness was set to 100 nm to tune the first order cavity mode with the HBQ absorption
(375 nm) at 0◦ excitation. However, considering the fabrication tolerance, the actual cavity
thickness was ∼ 100− 120 nm resulting in the resonant tuning around 40◦ due to the cavity
dispersion.

The TMM calculated absorption of the undoped cavity and film with pure PMMA as
a polymer layer, are reported in Fig. S2(a) for 40◦ excitation angle. The TMM computed
dispersion of the undoped cavity is depicted in Fig. S2(b). The 2D-FDTD simulated spatial
distribution of the electric-field inside the undoped cavity and film are depicted in Fig. S2(c)
and Fig. S2(d), respectively, at resonance (375 nm) for the normal incidence of light. Unlike
for the cavity, no field-confinement was found in the film.

Glass (Semi-infinite)

120 nm Aluminum
100 nm HBQ + PMMA

20 nm Aluminum

Glass (Semi-infinite)

120 nm Aluminum
100 nm HBQ + PMMA

HBQ CavityHBQ Film

Fig. S1. Schematics of HBQ film and cavity.
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Fig. S2. (a) Absorption of the undoped cavity and film at 40◦ excitation angle. (b) Dispersion of
the undoped cavity where the horizontal and vertical white dashed lines show the HBQ absorption
(375 nm) and the resonant angle at which the first order cavity mode is at 375 nm, respectively.
Spatial distribution of the electric field at 375 nm inside the undoped (c) cavity and (d) film shown
as a color contour plot. Since the field is homogeneous in x-direction, the white dotted curves
with their scale at left axis show the spatial profile of the electric field inside the corresponding
structures.

1.2 Sample fabrication

HBQ films and cavities were fabricated on top of BK7 glass substrates (Präzisions Glas
and Optik GmbH, dimension: 15× 15mm2, thickness: 1mm). The substrates were cleaned
with heated acetone and sonication in isopropanol followed by drying by nitrogen flow. The
bottom mirrors for the films and cavities were made by evaporating 120 nm of Al on top
of the cleaned substrates in ultra high vacuum (e-beam evaporation with depostion rate 0.1
nm/s under 10−8 − 10−9 mbar pressure). The yellow crystalline HBQ powder (TCI Europe
N.V.) was dissolved in chlorobenzene at room temparature to make a 8 wt% stock solution
of HBQ. The spin solutions were prepared by mixing the required amount of 2 wt% solution
of PMMA in chlorobenzene (950PMMA C2, Microchem) with the 8 wt% stock solution of
HBQ to attain the target concentrations, i.e., HBQ:PMMA ratios 0.5 (low), 1 (mid), and
1.6 (high). The HBQ:PMMA thin films were made by spin-coating the bottom mirrors with
the spin solution at an optimal spin speed to achieve ∼ 100 − 120 nm film thickness. The
obtained films were baked for 15 min on a hot plate at 65oC. The temperature was lowered
from the common PMMA baking temperature to avoid excess evaporation of HBQ. The
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thickness characterization was performed using the KLA Tencor P-15 profilometer. For each
concentration, two identical HBQ:PMMA films were prepared - one for cavity and one for
corresponding film. For cavities, the top mirrors were made by evaporating 20 nm of Al
on top of the HBQ:PMMA films under the same evaporation conditions as for the bottom
mirrors. The undoped cavity was made using the similar procedure except the HBQ doping.

1.3 Steady-state reflection measurements

The reflection measurements on the fabricated samples were carried out using a custom
made optical setup shown schematically in Fig. S3. The samples were illuminated by a deu-
terium lamp (Cathodeon, model C710). The pseudo-collimated excitation light passed two
pinholes P1 and P2 having diameters of ∼ 6 mm and ∼ 3 mm, respectively, before hitting the
sample. The samples were placed at the rotation axis of a goniometric sample stage facing
the excitation light with the axis of the prism polarizer along with the rotation axis, i.e.,
vertical or s-polarization. The excitation (θ) and detection (φ) angles were adjusted man-
ually by rotating the goniometric stage and the rotational arm, respectively. For reflection
measurements eventually θ = φ and θ ranges from 10◦ to 70◦ with an increment of 5◦. The
reflection spectra of the samples were collected using a fiber coupler (ThorLabs F220SMA-A,
f = 10.90mm, NA = 0.25) connected to an optical fiber (ThorLabs, model: M112L02, 2 m,
200 μm core, NA = 0.22, SMA). The collected light was guided to a spectrometer consist-
ing of a monochromator (Acton monochromator SP2150i, slit size: 100 μm, grating: 600
grooves/mm blazed at 500 nm) and CCD (Andor InstaSpec IV CCD DU420-OE, pixel size:
16× 16 μm2). The obtained spectra were recorded in ASCII format.

Rotational
sample stage

Polarizer

P1 P2

Sample
surface normal 

  Re ection
or Fluorescence

Filter

Fiber
Coupler

Rotational
arm

Spectrometer

Sample

Fig. S3. Schematic of the experimental set-up.
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The angle-resolved reflection spectra R(θ, λ) were calculated as R(θ, λ) = I(θ, λ)/I0(λ),
where I(θ, λ) is the collected signal (in counts) reflected from the sample while I0(λ) is the
lamp spectrum. Since our samples are non-transmissive, i.e., T (θ, λ) = 0, the absorption can
be calculated simply as 1−R(θ, λ). First, we estimated the scattered part of the excitation
light that never reached to the HBQ molecules embedded in our samples due to scattering
from polymer/top mirror using a baseline correction. The baseline-correction is done by
interpolating the baseline in between the known baseline points in MATLAB [S7]. The
interpolation was done by using a MATLAB function interp1 [S8] along with the piecewise
cubic Hermite polynomial method implemented through the MATLAB function pchip [S9].
The trend in baseline was similar in almost all cases, i.e., raising baseline towards blue. This
is exactly something one would expect from a nonspecular Rayleigh scattering from a rough
sample surface, which is the main reason for the non-zero baseline. It should be noted that
many interpolation methods as well as parameters were tested, and all of them yielded the
same trend as reported in the main text.

Finally, the angle-dependent absorption spectra A(θ, λ) were considered as

A(θ, λ) = 1− I(θ, λ)

I0(λ)− [I0(λ)× BL(λ)]

where BL(λ) is the estimated baseline.
The measured dispersion of a fabricated undoped cavity is reported in Fig. S4 which is

consistent with our simulated dispersion shown in Fig. S2(b) except for the fact that the
fabricated cavity thickness is ∼ 118 nm resulting in the resonant tuning of the first order
cavity mode with 375 nm at 50◦, i.e., 10◦ detuning from the simulated case due to a higher
thickness.
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Fig. S4. Measured dispersion of a fabricated undoped cavity where the horizontal and vertical
white dashed lines show the HBQ absorption (375 nm) and the resonant angle at which the first
order cavity mode is at 375 nm, respectively.
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The angle-dependent absorption spectra after baseline correction for low, mid, and high
concentration (C) cavities are illustrated in Figs. S5(a), S5(c), and Fig. S5(e), respectively.
The same without baseline correction for low, mid, and high C cavities are presented in
Figs. S5(b), S5(d), and Fig. S5(f), respectively. From Fig. S5 it is clear that the resonant
condition in all cavities appears close to 40◦ angle.
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Fig. S5. Angle-dependent absorption spectra for (a) low, (c) mid, and (e) high C cavities after
baseline correction. The same for (b) low, (d) mid, and (f) high C cavities without baseline
correction.

1.4 Steady-state fluorescence measurements

In fluorescence studies, the fabricated samples were excited by a tunable diode pumped
pulse laser (EKSPLA OPO NT230 series, model: NT231-100-SH/FH-OPO-SH, pulse width:
3 - 6 ns, repetition rate: 100 Hz) where the excitation beam was pseudo-collimated before
reaching the samples. The sample positioning on the rotational stage, the polarization axis,
the adjustment of the excitation/detection angles, and the pinhole sizes were identical with
the reflection measurements. For cavities, five excitation angles were considered, i.e., θ as
10◦, 30◦, 40◦, 50◦ and 60◦. The detection angle φ was set to 0◦ for all θ except for θ = 10◦

where φ was set to 30◦ to avoid the reflection of the incident laser light at the detector. For
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films, θ was 30◦ with φ as 0◦ since there is no dispersion. The sample emission was collected
using the same fiber coupler used in the reflectivity measurements connected to a fiber optic
bundle (ThorLabs, model: BFL200HS02, 250 to 1200 nm, 7× 200 μm core fibers, high-OH,
SMA). The collected light was guided to a monochromator (Acton monochromator SP2150i,
slit size: 750 μm, grating: 300 grooves/mm blazed at 750 nm) – CCD (Andor IVAC CCD
DR-324B-FI, pixel size: 16× 16 μm2) combination and recorded in ASCII format. The filter
before the spectrometer shown in Fig. S3 (Semrock EdgeBasic, BLP01-488R-25 long pass
filter, transparency: ≥ 488 nm) was only used in the fluorescence measurements to block the
excitation light during emission collection. To take into account the typical fluctuations in
the pulse energy of our excitation laser, we recorded the energy of each excitation pulse using
a sensor (Ophir PD10-C) and used the sum of energies of all excitation pulses to correct the
collected emission intensity (in counts).

The energy-corrected emission spectra IE(λ) in counts/mJ were calculated as IE(λ) =
IC(λ)/

∑
EP where IC(λ) is the collected emission in counts and

∑
EP represents the sum of

energies of all excitation pulses in mJ during the detection/integration time. The exciation
spectra were constructed by extracting the energy-corrected emission intensities at 620 nm,
i.e., IE(λ = 620 nm) as a function of excitation wavelengths (λex) where λex was varied from
350 - 400 nm with an increment of 3 nm.

1.5 Coupled harmonic oscillator model fitting

The probabilities of polariton formation in a strongly-coupled cavity-molecular system are
given by the Hopfield coefficients [S10]. In order to extract those coefficients from the
experimental data, the coupled harmonic oscillator model (CHOM) [S11, S12] was fitted to
the experimental polariton dispersions. In the case of two excitons the coupling is described
by a 3× 3 matrix of regular James-Cummings Hamiltonian⎛

⎝Ec(k‖) g1 g2
g1 E1 0
g2 0 E2

⎞
⎠

⎛
⎝αβ
γ

⎞
⎠ = E

⎛
⎝αβ
γ

⎞
⎠ , (S.1)

where g1 and g2 are the coupling strengths related to the molecular excitation energies, the
molecular exciton at E1 = 3.30 eV (375 nm) and the vibronic shoulder at E2 = 3.44 eV (360
nm), respectively. In Eq. (S.1), α, β, and γ are the Hopfield coefficients and Ec(k‖) is the
cavity energy given by

Ec(k‖) =
h̄c

nc

√(π
L

)2

+ k2‖, (S.2)

where nc is the refractive index of the cavity medium and L is the cavity thickness. The
in-plane wave vector k‖ is given by

k‖ =
2π

λ
sin θ, (S.3)

where λ is the wavelength and θ is the angle of incidence relative to the cavity surface normal
[S11, S12].
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Fig. S6. Hopfield coefficients of the lower polariton (LP) branch for (a) low, (c) mid, and (e) high
concentration (C) HBQ cavities. Hopfield coefficients of the upper polariton (UP) branch for (b)
low, (d) mid, and (f) high C HBQ cavities. In (a)-(f), the relative coefficients are calculated from
the CHOM fitting.

A custom made MATLAB script was used to fit Eq. (S.1) to the experimental data. To
obtain the fit parameters g1, g2, nc and L were varied until the difference between experi-
mental polariton energies and the ones obtained from Eq. (S.1) was minimized. The method
of least squares was used to define the minimum. Experimental polariton energies were ex-
tracted from the measured cavity absorption maxima, by fitting a suitable peak functions
corresponding to the three polaritons, and the corresponding incident angles were converted
to k‖ for the purposes of fitting. The fitted dispersion curves for all samples are shown to-
gether with the measured data in Fig. 2 of the main article, and the corresponding Hopfield
coefficients are presented in Fig. S6.

8



2 Molecular Dynamics of HBQ in the collective strong

coupling regime

2.1 Multi-scale Tavis-Cummings model

To model the dynamics of N HBQ molecules strongly coupled to the confined light mode of
a single-mode cavity, we extended the Tavis-Cummings model [S13, S14] to account for the
molecular degrees of freedom [S15]:

ĤTC =
∑N

j hνj(Rj)σ̂
+
j σ̂

−
j + h̄ωcavâ

†â+

∑N
j h̄gj(σ̂

+
j â+ σ̂−

j â
†)+

∑N
i V

mol
S0

(Ri)

(S.4)

Here, σ̂+
j (σ̂−

j ) is the operator that excites (de-excites) HBQ molecule j from the electronic

ground (excited) state |Sj
0(Rj)〉 (|Sj

1(Rj)〉) into the electronic excited (ground) state |Sj
1(Rj)〉

(|Sj
0(Rj)〉); Rj is the vector of the Cartesian coordinates of all atoms in HBQ molecule j; â

(â†) is the annihilation (creation) operator of an excitation in the cavity mode; hνj(Rj) is
the excitation energy of molecule j, defined as:

hνj(Rj) = V mol
S1

(Rj)− V mol
S0

(Rj) (S.5)

with V mol
S0

(Rj) and V mol
S1

(Rj) the adiabatic potential energy surfaces of molecule j in the
electronic ground (S0) and excited (S1) state, respectively.

The last term in Equation S.4 is the total potential energy of the system in the absolute
ground state (i.e., with no excitations in neither the molecules nor the cavity modes), defined
as the sum of the ground-state potential energies of all molecules in the cavity. The V mol

S0
(Rj)

and V mol
S1

(Rj) adiabatic potential energy surfaces are modelled at the QM/MM level of
theory [S16, S17].

The third term in Equation S.4 models the light-matter interaction within the dipolar
approximation through gj:

gj = −μTDM
j (Rj) · ucav

√
h̄ωcav

2ε0Vcav
(S.6)

where μTDM
j (Rj) is the transition dipole moment of HBQ molecule j that depends on the

molecular geometry (Rj); ucav the unit vector in the direction of the electric component of

the cavity vacuum field (i.e., |E| = √
h̄ωcav(kz)/2ε0Vcav); ε0 the vacuum permittivity; and

Vcav the cavity mode volume.
The matrix elements of the multi-scale Tavis-Cummings Hamiltonian are evaluated in

the product basis of adiabatic molecular states times cavity mode excitation:

|φj〉 = σ̂+
j |S1

0S
2
0..S

N−1
0 SN

0 〉 ⊗ |0〉

= σ̂+
j |ΠN

i S
i
0〉 ⊗ |0〉

= σ̂+
j |φ0〉

(S.7)
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for 1 ≤ j ≤ N , and
|φN+1〉 = â†|S1

0S
2
0..S

N−1
0 SN

0 〉 ⊗ |0〉

= â†|ΠN
i S

i
0〉 ⊗ |0〉

= â†|φ0〉

(S.8)

In these expressions |0〉 indicates that the Fock state of the cavity mode is empty. The basis
state |φ0〉 is the ground state of the molecule-cavity system with no excitations in neither
the molecules nor the cavity mode:

|φ0〉 = |S1
0S

2
0..S

N−1
0 SN

0 〉 ⊗ |0〉 = |ΠN
i S

i
0〉 ⊗ |0〉 (S.9)

Within this basis, the Matrix representation of the Tavis-Cummings matrix becomes:

HTC =

(
Hmol Hint

Hint† Hcav

)
(S.10)

The upper left block, Hmol, is an N×N matrix that contains the single-photon excitations
of the molecules. Because we neglect direct excitonic interactions between molecules, this
block is diagonal, with elements labeled by the molecule indices j:

Hmol
j,j = 〈φ0|σ̂jĤTCσ̂+

j |φ0〉 (S.11)

for 1 ≤ j ≤ N . Each matrix element of Hmol thus represents the potential energy of a HBQ
molecule, j, in the electronic excited state |Sj

1(Rj)〉 while all other molecules, i �= j, are in
the electronic ground state |Si

0(Ri)〉:

Hmol
j,j = V mol

S1
(Rj) +

N∑
i �=j

V mol
S0

(Ri) (S.12)

The lower right diagonal element in Equation S.10, Hcav, represents the single-photon
excitation of the cavity mode,:

Hcav
N+1,N+1 = 〈φ0|âĤTCâ†|φ0〉 (S.13)

In these matrix elements, all HBQ molecules are in the electronic ground state (S0). The
energy is therefore the sum of the cavity energy at kz,p, and the molecular ground state
energies:

Hcav
N+1,N+1 = h̄ωcav +

N∑
j

V mol
S0

(Rj) (S.14)

where ωcav is the cavity frequency.
The two N dimensional off-diagonal vectorsHint andHint† in the Tavis-Cummings Hamil-

tonian (Equation S.10) model the light-matter interactions between the HBQ molecules and
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the cavity mode. The elements of these vectors are approximated as the inner product be-
tween the molecular transition dipole moments on the one hand, and the transverse electric
field of the cavity mode at the center of the molecules, on the other hand:

H int
j,N+1 = −μTDM

j (Rj) · ucav

√
h̄ωcav

2ε0Vcav
〈φ0|σ̂j(σ̂+

j â)â
†|φ0〉

= −μTDM
j (Rj) · ucav

√
h̄ωcav

2ε0Vcav

(S.15)

Diagonalization of the multi-scale Tavis-Cummings Hamiltonian in Equation S.10 yields the
N + 1 eigenstates |ψm〉:

|ψm〉 =
(

N∑
j

βm
j σ̂

+
j + αmâ†

)
|φ0〉 (S.16)

with eigenenergies Em. Expansion coefficients βm
j and αm reflect the contribution of the

molecular excitons (|Sj
1(Rj)〉) and the cavity mode excitation (|1〉) to eigenstate |ψm〉, re-

spectively.

2.2 Non-adiabatic molecular dynamics simulations

MD trajectories of all molecules (including environment) were computed by numerically
integrating Newton’s equations of motion. The multi-mode Tavis-Cummings Hamiltonian
(Equation S.10) was diagonalized at each time-step of the simulation to obtain the N + 1
(adiabatic) eigenstates |ψm〉 and energies Em. The trajectories were evolved on the PES of
a single eigenstate, |ψm〉:

V (mR = 〈ψm|ĤTC|ψm〉 (S.17)

Population transfers between states were modelled with a surface hopping method [S18].
The surface hopping algorithm used in this work [S19] is based on the Landau-Zener

model [S20, S21], which relates the probability of a transition between two adiabatic states
|ψk〉 and |ψm〉 to the non-adiabatic coupling, via:

Pk→m = exp[−1

4
πξ] (S.18)

with ξ the Massey parameter, defined as [S22]:

ξ =
ΔEkm

h̄〈ψk| ∂
∂t
ψm〉 (S.19)

Following Hammes-Schiffer and Tully [S23] we approximate the non-adiabatic coupling 〈ψk| ∂
∂t
ψm〉

as 〈ψk(t)|ψm(t + Δt)〉/Δt, i.e., the overlap between the state |ψk〉 at the current time step
and the state |ψm〉 at the previous time step. Under the additional assumption that the
uncoupled molecular wave functions vary slowly, we can further approximate this overlap as
the inner product of the eigenvectors of the Tavis-Cummings matrix (Equation S.10):

〈ψk(t)|ψm(t+Δt)〉 =
N∑
i

βk
i (t)β

m
i (t+Δt) + αk(t)αm(t+Δt) (S.20)
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Calculating this overlap and the energy gap ΔEkm at every time step is straightforward and
we can use the Landau-Zener formula to calculate the probability of a transition to the other
surface (equation S.18). In principle, this transition probability could be used to spawn
a new trajectory on the other polaritonic surface, but since this procedure would lead to
multiple trajectories that have to computed simultaneously, spawning will be too demanding
in practice, in particular when there are many molecules. Instead, we restricted hopping to
situations where the transition probability approaches unity. This happens when the states
|ψk〉 and |ψm〉 are degenerate: ΔEkm ≈ 0 and 〈ψk(t)|ψm(t+Δt)〉 > 〈ψm(t)|ψk(t+Δt)〉.

2.3 Simulation details

The Gromos-2016H66 force field was used to model the interactions, because it contains a
validated cyclohexane model [S24], which was used as the solvent for HBQ in our simulations.
In this united atom representation of cyclohexane, none of the atoms carries a partial charge.
Because HBQ was kept frozen during the solvent equilibration and modeled at the QM level
in all other simulations, there was no need to assign partial charges to the HBQ atoms. The
Gromos96 atom-types used in the simulations are HC for all aromatic hydrogen atoms, C for
all carbon atoms, NR for the aromatic nitrogen atom, OA for the hydroxyl oxygen atom and
H for the hydroxyl proton.

One HBQ molecule was placed at the center of a rectangular box that was filled with
402 cyclohexane molecules. The simulation box, which thus contained 2436 atoms, was
equilibrated for 100 ns. During equilibration, the coordinates of the HBQ atoms were kept
fixed. The LINCS algorithm was used to constrain bond lengths in cyclohexane [S25] enabling
a time step of 2 fs. Temperature and pressure were maintained at 300 K and 1 atmosphere
by means of weak-coupling to an external bath (τT = 0.1 ps, τP = 1 ps) [S26]. The Lennard-
Jones potential was truncated at 1.4 nm.

Snapshots were extracted from the equilibration trajectory and further equilibrated for 50
ps at the QM/MM level with a time step of 1 fs. HBQ was modelled with density functional
theory (DFT), using the CAM-B3LYP functional [S27–S29] in combination with a 6-31G(d)
basis set [S30]. The cyclohexane solvent was described with the 2016H66 parameter set of
the Gromos96 force field [S24] The QM subsystem was mechanically embedded and because
cyclohexane atoms are uncharged, the interactions between the QM and MM regions were
modeled with Lennard-Jones potentials only. We used time-dependent density functional
theory [S31] within the Tamm-Dancoff approximation (TDA) [S32] in combination with the
CAM-B3LYP functional and the 6-31G(d) basis set, to model the singlet excited electronic
(S1) state of HBQ in our simulations. All QM/MM simulations of HBQ outside of the cavity
were performed with Gromacs 4.5.3 [S33] using the QM/MM interface to TeraChem [S34,
S35].

A hundred snapshots were extracted from the 50 ps ground-state trajectories and the
simulations were continued in the excited state to get an estimate for the proton transfer
rate outside of the cavity. For the simulations in the cavity configurations were extracted
from the QM/MM ground-state trajectory and coupled to a single confined light mode with
an infinite lifetime and a vacuum field strength of 0.77 MVcm−1 (0.00015 au). To maximize
the collective coupling strength, the transition dipole moments were aligned to the cavity
field. MD trajectories of 100 fs were calculated with 256 and 512 molecules in the cavity. In
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these simulations, the cavity energy h̄ωcav was tuned to be in resonance with the maximum
of HBQ absorption, which is 4.02 eV at the TD-CAM-B3LYP/6-31G(d)//Gromos2016H66
level of QM/MM theory. In total 22 trajectories were computed, each starting in a different
polaritonic eigenstate of the HBQ-cavity system. The simulations of 512 molecules were re-
peated with a cavity that was red-detuned from the HBQ absorption maximum by 123 meV.
All simulations were performed with Gromacs 4.5.3 [S33], in which the Tavis-Cummings
Hamiltonian (Equation S.10) was implemented [S15], using the QM/MM interface to Gaus-
sian16 [S36].

2.4 Estimation of radiative losses

To estimate the radiative loss through the imperfect cavity mirrors a posteriori, we coherently
propagated the total polaritonic wavefunction |Ψ(t)〉 along the classical trajectory of the N
molecules as a time-dependent superposition of the N + nmode time-independent adiabatic
polaritonic states:

|Ψ(t)〉 =
N+nmode∑

m

cm(t)|ψm〉 (S.21)

where cm(t) are the time-dependent expansion coefficients of the time-independent polari-
tonic basis functions |ψm〉 defined in Equation S.16. A unitary propagator in the local
diabatic basis was used to integrate these coefficients [S37].

Radiative loss was modeled as a first-order decay process into the overall ground state of
the system (i.e., no excitation in neither the molecules nor the cavity mode) [S15]. Assuming
an intrinsic decay rate of the cavity, γcav, the radiative loss rate was calculated as the product
of γcav and the photonic weight, |αm|2, of state |ψm〉 (Equation S.16). Thus, after an MD
step Δt, the change in population of state |ψm〉, ρm(t) = |cm(t)|2, due to the loss is:

ρm(t+Δt) = ρm(t) exp
[−γcav|αm(t)|2Δt] (S.22)

Since ρm = ([cm])2 + (�[cm])2, changes in the real and imaginary parts of the (complex)
expansion coefficients cm(t) due to spontaneous photonic loss through the mirrors of a low-Q
cavity, are:

[cm(t+Δt)] = [cm(t)] exp
[
−1

2
γcav|αm

p (t)|Δt
]

�[cm(t+Δt)] = �[cm(t)] exp
[
−1

2
γcav|αm(t)|2Δt

]
In our simulations we assumed a decay rate of γcav = 250 ps−1.

2.5 Cavity absorption spectra

Following Lidzey and coworkers [S38], we define the ”visibility”, Im, of polaritonic state
|ψm〉 as the photonic contribution to that state (i.e., Im ∝ |αm|2). Thus, the one-photon
absorption spectra of the HBQ cavity systems were computed from the QM/MM trajectory
of the uncoupled HBQ as follows: For each frame of this trajectory, the polaritonic states
were computed and the energy gaps of these states with respect to the overall ground state
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(i.e., E0, with all molecules in S0, no photon in the cavity: |S1
0S

2
0...S

N
0 〉|0〉) were extracted,

multiplied by |αm|2 and summed up into a superposition of Gaussian functions:

Iabs(E) ∝
s∑
i

[
N+nmax+1∑

m

|αm
i |2 exp[−

(E −ΔEm
i )2

2σ2
]

]
(S.23)

Here, Iabs(E) is the absorption intensity as a function of excitation energy E, s the number
of trajectory frames included in the analysis, ΔEm

i the excitation energy of polaritonic state
|ψm〉 in frame i (ΔEm

i = Em
i − E0

i ) and α
m
i the expansion coefficient of the cavity mode in

polaritonic state |ψm〉 in that frame (Equation S.16). A width of σ = 0.05 eV was chosen
for all convolutions in this work.

2.6 Overlap between molecular polaritonic states

The density of states (DOS) of the bare HBQ in cyclohexane was determined by convoluting
the distribution of the 2,048 QM/MM excitation energies with a Gaussian function:

pDOS
mol (E) =

s∑
i

ΔEi exp[−(E −ΔEi)
2

2σ2
] (S.24)

where E is the excitation energy, s = 2048 and we again use σ = 0.05 eV. Because polaritonic
states are characterized by a non-zero photonic contribution (i.e. |αk|2 > 0, Equation S.16)
the DOS of these polaritonic states was calculated by weighing all polaritonic states by their
photonic contribution:

pDOS
pol (E) =

S∑
i

[
N+1∑
k

(Ek
i − E0

i ) exp[−
(E − (Ek

i − E0
i ))

2

2σ2
]|αk

i |2
]

(S.25)

where subscript i indicates the value of the parameter in snapshot i. To estimate the overlap
between the DOS of the lower polariton and the DOS of the molecules, we fitted Gaussian
functions to the DOS profiles of equations S.24 and S.25. A single Gaussian was used to
fit pDOS

mol (E) while pDOS
pol (E) was fitted with a sum of two Gaussians. The overlap integral

between the fits to the molecular and polaritonic DOS was then calculated analytically.
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2.7 Additional MD results

2.7.1 ESIPT in ”bare” HBQ

We performed 100 TDA-CAM-B3LYP/6-31G(d)//Gromos-2016H66 QM/MM MD simula-
tions of HBQ in cyclohexane without a cavity, i.e., bare HBQ. The starting structures were
selected at 0.5 ps intervals from the ground-state CAM-B3LYP/6-31G(d)//Gromos-2016H66
equilibrium trajectory and instantaneously excited into the S1 electronic state. In figure S7
we plot the distance between the hydroxyl oxygen and hydroxyl hydrogen as a function of
time for all simulations. In all simulations, the intra-molecular proton transfer took place
within 100 fs with an average reaction time, defined as the time at which the distance between
the oxygen and hydrogen exceeds 0.125 nm, of 0.44 fs.

Fig. S7. Distance between the Oxygen and Hydrogen atoms for 100 QM/MM trajectories (all
colours) of HBQ in cyclohexane as a function of time after instantaneous excition into the S1
electronic state.

2.7.2 ESIPT in HBQ under strong light-matter coupling

Tables 1-3 provide an overview of the results of MD simulations with 512 and 256 molecules in
a single-mode cavity. In all simulations, proton transfer occurred, and the average quantum
yields, ηsim. defined as the population in the product state at the end of the simulation
(Equation S.22, last column in Tables 1-3), were 95% for 512 HBQ molecules in a tuned
cavity, 86% for the 512 HBQ molecules in a red-detuned cavity, and 91% for 256 HBQ
molecules in a tuned cavity.
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Table 1: Simulation results for 512 HBQ molecules in a tuned single-mode cavity, with
parameters: h̄ωcav = 4.01 eV,

√
h̄ωcav/2ε0Vcav = 0.77 MVcm−1, and γcav = 250 ps−1

|ψm〉 |αm|2 tESIPT molecule ηsim.

0 0.0008 48 fs 404 0.97
19 0.026 25 fs 400 0.97
26 0.022 36 fs 254 0.96
27 0.019 37 fs 254 0.95
29 0.011 33 fs 484 0.95
31 0.008 36 fs 312 0.95
32 0.018 35 fs 312 0.96
36 0.014 34 fs 340 0.95
40 0.015 27 fs 194 0.95
46 0.013 29 fs 384 0.95
63 0.001 58 fs 495 0.98
95 0.0001 60 fs 173 0.96
127 0.0006 16 fs 179 0.98
159 4 10−5 27 fs 138 0.95
191 3 10−6 52 fs 394 0.97
223 0.0002 56 fs 306 0.94
255 0.0005 54 fs 450 0.96
450 0.017 26 fs 120 0.94
485 0.044 41 fs 368 0.93
486 0.039 58 fs 422 0.96
494 0.036 43 fs 278 0.93
512 0.0006 56 fs 131 0.94

Table 2: Simulation results for 512 HBQ molecules in a detuned single-mode cavity, with
parameters: h̄ωcav = 3.90 eV,

√
h̄ωcav/2ε0Vcav = 0.77 MVcm−1, and γcav = 250 ps−1

|ψm〉 |αm|2 tESIPT molecule ηsim.

2 0.19 21 fs 5 0.79
4 0.12 11 fs 212 0.82
5 0.13 23 fs 167 0.80
7 0.03 52 fs 331 0.92
11 0.02 12 fs 35 0.93
14 0.02 94 fs 396 0.86
15 0.03 75 fs 67 0.92
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Table 3: Simulation results for 256 HBQ molecules in a tuned single-mode cavity, with
parameters: h̄ωcav = 4.01 eV,

√
h̄ωcav/2ε0Vcav = 0.77 MVcm−1, and γcav = 250 ps−1

|ψm〉 |αm|2 tESIPT molecule ηsim.

17 0.027 53 fs 209 0.95
27 0.033 85 fs 110 0.90
36 0.022 26 fs 200 0.89
51 0.017 49 fs 102 0.93
55 0.022 59 fs 191 0.92
66 0.011 25 fs 77 0.90
69 0.015 12 fs 137 0.89
132 0.016 25 fs 77 0.90
146 0.018 33 fs 118 0.91
165 0.037 51 fs 29 0.90
167 0.038 77 fs 249 0.90
170 0.014 30 fs 235 0.94
183 0.0156 20 fs 92 0.90
188 0.011 59 fs 191 0.91
192 0.029 66 fs 85 0.90
196 0.011 69 fs 46 0.91
197 0.011 76 fs 9 0.90
204 0.011 71 fs 54 0.90
205 0.020 70 fs 65 0.95
223 0.020 54 fs 58 0.92
241 0.013 25 19 0.90
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2.8 Reference Potential Energy Surfaces of HBQ molecule

First, we computed the potential energy surfaces (PES) of HBQ molecule on ground (S01)
and excited (S1) states using TPSSh/cc-pVDZ level of theory. To reproduce the results of
Picconi [S39], we performed relaxed surface scans on both states, while constraining the
reaction coordinate, defined as RC = dO-H − dN-H in Ȧngström (see Figure S8). Results of
that scan are plotted as dashed lines with open circels in Figure S8. At this level of theory
proton transfer is barrierless in the excited state. From the S0 and S1 minima excitation
and fluorescence peaks have been calculated: 3.13 eV (396 nm) and 2.29 eV (541 nm),
respectively.

Fig. S8. Potential energy surface are shown on the left panel: solid lines for CAM-B3LYP/cc-
pVDZ and dashed lines for TPSSh/cc-pVDZ levels of theory. Reaction coordinate used for relaxed
scans are shown on the right panel.

While the TPSSh functional shows very good results for HBQ molecule, the lack of that
functional in TeraChem quantum chemistry package [S34, S35] forced us to search for quali-
tatively similar functional that can reproduce the barrierless character of the intramolecular
proton transfer reaction. We found that the CAM-B3LYP/cc-pVDZ level of theory (solid
lines on Figure S8) suited our purposes, despite an overestimation of both the excitation and
fluorescence energies: 3.93 eV (315 nm) and 2.81 eV (441 nm).

2.9 Simulations in Ultra-Strong Coupling Regime

In the ideal situation, in which all HBQ molecules are identical and the mirrors of the single-
mode cavity are perfect, two bright polaritons and N−1 degenerate states form, irrespective
of the coupling strength (provided it is not zero) and the ratio Ndark/Npol = (N−1)/2 for all
Rabi splittings. In contrast, when there is thermal disorder, the cavity modes are smeared-
out over many eigenstates [S40–S42]. In this situation, there is no longer a clear distinction
between dark and polaritonic states. Instead, we applied a numerical criterion and consider a
state |ψm〉 polaritonic if the total cavity mode contribution to that state exceeds a threshold
i.e., |αm|2 ≥ 0.01.
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Fig. S9. Panel a shows the ratio between the dark and polaritonic states (Ndark/Npol) as a function
of Rabi splitting for a disordered ensemble of 512 molecules collectively coupled to a single cavity
mode that is resonant with the molecular excitation energy (4.01 eV) and a threshold of ε = 0.01.
Panel b shows the distance between the hydroxyl oxygen atom and hydroxyl hydrogen atom in
512 HBQ molecules after excitation into the lower polariton with a cavity vacuum field strength of
1.92 MVcm−1 (0.000375 au), which yields a Rabi splitting of h̄ΩRabi = 0.64 eV.

In Fig. S9a we plot the ratio between the dark and polaritonic states of 512 HQBmolecules
in the single-mode cavity as a function of the Rabi splitting, or equivalently the coupling
strength. In these calculations, we controlled the coupling strength by varying the cavity
mode volume (Vcav, Equation S.6). To account for the thermal disorder among the molecules,
we randomly selected 1000 different sets of 512 energies plus transition dipole moments from
the QM/MM equilibrium trajectory at 300 K for each coupling strength.

For Rabi splittings exceeding 0.6 eV, the ratio becomes ”ideal” (i.e., Ndark/Npol = (N −
1)/2 = 253.5, and the UP and LP polaritons are coherent hybrids of all molecular excitations
and the cavity mode excitation. Indeed, at a Rabi splitting of 0.64 eV, no proton transfer
was observed in a simulation initiated in the LP state (Fig. S9b). However, because the
Rabi splitting is larger than 10% of the excitation energy, the system is in the Ultra Strong
Coupling regime [S43]. In this regime, the Rotating Wave Approximation (RWA), on which
our simulation model is based, may no longer be strictly valid [S44, S45]. Nevertheless, the
results of the analysis and simulations suggest that for typical organic molecules, ultra-strong
coupling conditions is required to suppress photo-reactivity.
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Abstract: Organic thin film based excitonic nanostructures are of great interest in modern

resonant nanophotonics as a promising alternative for plasmonic systems. Such nanostructures

sustain propagating and localized surface exciton modes that can be exploited in refractive index

sensing and near-field enhanced spectroscopy. To realize these surface excitonic modes and

to enhance their optical performance, the concentration of the excitonic molecules present in

the organic thin film has to be quite high so that a large oscillator strength can be achieved.

Unfortunately, this often results in a broadening of the material response, which might prevent

achieving the very goal. Therefore, systematic and in-depth studies are needed on the molecular

concentration dependence of the surface excitonic modes to acquire optimal performance from

them. Here, we study the effect of molecular concentration in terms of oscillator strength

and Lorentzian broadening on various surface excitonic modes when employed in sensing and

spectroscopy. The optical performance of the modes is evaluated in terms of sensing, like

sensitivity and figure of merit, as well as near-field enhancement, like enhancement factor and

field confinement. Our numerical investigation reveals that, in general, an increase in oscillator

strength enhances the performance of the surface excitonic modes while a broadening degrades

that as a counteracting effect. Most of all, this demonstrates that the optical performance

of an excitonic system is tunable via molecular concentration unlike the plasmonic systems.

Moreover, different surface excitonic modes show different degrees of tunability and equivalency

in performance when compared to plasmons in metals (silver and gold). Our findings provide

crucial information for developing and optimizing novel excitonic nanodevices for contemporary

organic nanophotonics.

Published by Optica Publishing Group under the terms of the Creative Commons Attribution 4.0 License.
Further distribution of this work must maintain attribution to the author(s) and the published article’s title,
journal citation, and DOI.

1. Introduction

Interaction of light with metallic nanostructures can excite a collective oscillation of the

metal’s conduction electrons, also known as plasmons. The excited plasmonic modes can be

spectroscopically resolvable in the optical response of the metallic system and usually involve

a strongly enhanced electromagnetic near-field around the structure [1–3]. Depending on the

type of the nanostructure, different plasmonic modes can be excited such as surface plasmon

polariton (SPP) at the interface of a flat metal film and a dielectric material [4], localized surface

plasmon (LSP) in a metal nanoparticle (NP) [5], and plasmonic surface lattice resonance (PSLR)

in a periodic structure, e.g., an array of metal NPs [6].

Plasmonic modes are extremely sensitive to the dielectric constant of their surrounding medium

and even a slightest change in the refractive index (RI) of the host medium can significantly shift
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the spectral position of the SPP [7], LSP [8], and PSLR [9] modes. Such feature enables the

application of nanoplasmonic structures in the development of RI sensors [5,7–11].

Plasmonic modes (SPP, LSP, and PSLR) can also provide enhancement [12–15] and confinement

[16–18] of light at the near-field close to the structure. Consequently, metallic nanostructures are

widely exploited as resonant substrates for near-field enhanced spectroscopy ranging from weak

[19–22] to strong [23–25] light-matter coupling.

The origin of the plasmonic properties in metals can be explained in terms of the real part

of their complex and dispersive dielectric function (Re{ε}) [1–3,26,27]. The SPP mode can be

supported by a flat metal film in the spectral region where Re{ε}< − 1 while manifestation of

LSP mode in a metal NP is only possible in the spectral regime where Re{ε}< − 2 [27]. In the

case of noble metals like gold and silver, the negative Re{ε} regime, i.e., the spectral regime

where Re{ε}< − 1 or −2, covers a major part of the visible spectrum, making them a popular

choice in nanoplasmonics [28,29].

Despite the fact that plasmonic materials show unique optical properties ranging from ultra-

violet to infrared wavelengths, their performance is often hindered due to the absorption losses,

and their fabrication might become complex and expensive. Consequently, a quest emerges for

alternative materials which can provide a plasmon-like negative Re{ε} regime, especially in the

visible range, while exhibiting less losses as well as being somewhat simpler and inexpensive to

fabricate compared to the metallic nanostructures. One important class of such materials is highly

concentrated organic thin films possessing Frenkel excitons which induce a negative Re{ε} regime

spectrally located very close to their strong excitonic absorption band [26,27]. Such excitonic

materials can support surface exciton polariton (SEP) at an interface of an excitonic film and a

dielectric material [26,27,30,31], localized surface exciton (LSE) in an excitonic NP [27,32,33],

and excitonic surface lattice resonance (ESLR) in a periodic array of excitonic NPs [34]. The

SEP, LSE, and ESLR modes are analogous to the SPP, LSP, and PSLR modes, respectively.

Eventually, like the plasmonic modes, these surface excitonic modes show sensitivity towards the

surrounding dielectric environment [31] and provide enhancement as well as confinement of

the near-field [35]. Hence, excitonic nanostructures possessing these modes can be a potential

alternative for the plasmonic systems in RI sensing and in near-field enhanced spectroscopy.

The optical responses associated with the aforementioned plasmonic and excitonic modes might

appear analogous but the underlying physical mechanism in those systems differs fundamentally.

The plasmonic resonances originate from the presence of free conduction electrons in metals

which in the simplest case can be described by the Drude model. Contrastingly, the excitonic

modes in the organic thin films appear due to the Frenkel excitons which can be expressed by

the Lorentz oscillator model [27]. Unlike Drude metals, the complex permittivity (ε) of an

excitonic material is directly proportional to the Lorentz oscillator strength (f ) and the Lorentz

linewidth (γ) of the material absorption [36,37] which scales with the molecular concentration

[27,32,33,38]. An increase in molecular concentration usually results in a rise in molecular

absorption accompanied with a linewidth broadening, which accounts for a simultaneous rise in

the magnitude of f and γ [36,37]. Such rise in f and γ can directly affect the magnitude of Re{ε}
and thereby, the negative Re{ε} regime. As a consequence, the surface excitonic modes exhibit

modification in their strength and light coupling efficiency [26,27,39,40]. Therefore, optical

performance of the surface excitonic modes can be tuned by varying the concentration of the

excitonic molecules.

In this work, we investigate the effect of the molecular concentration (in terms of f and γ) on

the performance of excitonic nanostructures when used for RI sensing and near-field enhanced

spectroscopy. The J-aggregate of cyanine dye (TDBC) is considered as the excitonic molecule

doped in a polyvinyl alcohol (PVA) matrix. Three kinds of excitonic nanostructures are studied,

as shown in Fig. 1 - (i) a TDBC-PVA thin film which supports SEP under excitation in the

Kretschmann configuration (Fig. 1(a)), (ii) a TDBC-PVA nanosphere which possesses LSE
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(Fig. 1(b)), and (iii) a square lattice of TDBC-PVA nanospheres manifesting ESLR (Fig. 1(c)). In

all cases, the sensing performance is evaluated in terms of sensitivity and a commonly used figure

of merit for RI sensing, i.e. the sensitivity divided by the width of the utilized spectral resonance,

while the assessment in spectroscopy is based on the near-field intensity enhancement (NFIE),

Purcell enhancement, and field-confinement. Our numerical findings show that the performance

parameters (sensitivity, figure of merit, NFIE, Purcell enhancement, and field-confinement)

of a surface excitonic mode can be tuned efficiently by varying the molecular concentration.

Moreover, SEP, LSE, and ESLR based nanostructures provide different degrees of tunability

when concentration is varied. Our comprehensive study on different types of surface excitonic

modes with varying concentration provides key information for developing and optimizing novel

organic material based excitonic nanodevices for sensing and spectroscopy.

Fig. 1. (a) A TDBC-PVA thin film supporting SEP under excitation in the Kretschmann

configuration. (b) A TDBC-PVA nanosphere possessing LSE. (c) A square lattice of

TDBC-PVA nanospheres manifesting ESLR.

2. Negative Re{ε} regime

Before analyzing the performance of different excitonic systems it is important to determine

their negative Re{ε} regime as a function of molecular concentration. To do so, we evaluate

the spectral regime where Re{ε}< − 1 or −2 as a function of Lorentz oscillator strength (f )

and Lorentz linewidth (γ). The complex and dispersive dielectric function (ε) of an excitonic

material like our TDBC-PVA system can be estimated using the Lorentz oscillator model (LOM)

[27,37,41] as

ε(E) = ε∞ +
fE2

0

(E2
0
− E2 − iγE)

, (1)
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where E is the energy, ε∞ is the dielectric constant of the host polymer (i.e. PVA), f is the

oscillator strength of the excitonic absorption having E0 as its spectral peak position and γ as its

spectral linewidth [27,37,41]. To model TDBC, we choose realistic values for LOM parameters

taken from the existing experimental studies [27,41–44]. In Eq. (1), we consider ε∞ = 2.1025

[41] and E0 = 2.08 eV [41], while f and γ are treated as variables. In the Refs. [27,41–44],

γ varies from 0.025 eV to 0.12 eV and f varies from 0.05 to 0.51. In line with this realistic

parameter range, we vary γ from 0.05 eV to 0.15 eV while the range of f (0.05 to 0.9) is extended

upwards to see whether a possible increase in the absorption beyond the already achieved values

could bring extra improvements.

An increase in molecular concentration results in an increase in molecular absorption usually

accompanied with a linewidth broadening accounting for a simultaneous rise in f and γ [36,37,44].

We used an experimental study on TDBC [44] to extract γ as a function of f . The γ values are

directly from the study while the values for f were obtained by fitting the absorption data (see

Fig. 7(a) in Appendix). The details of the fitting method can be found in our earlier work [37].

The correlation between f and γ is plotted in Appendix in Fig. 7(b) where all the values are within

the realistic ranges discussed above. It should be noted here that this is a correlation extracted

from a single study and thus, not the only possible relation. The aggregation of molecules and

thus, the broadening (γ) depends on many different factors (e.g., fabrication process) and can

vary a lot. Thus, we need to study wider range of parameter combinations and keep this as a

guiding example of the interdependence of the parameters.

To model the above, we calculate real (Re{ε}) and imaginary (Im{ε}) parts of the dielectric

function (ε) of a 60 nm thick TDBC-PVA layer using Eq. (1) with varying f and γ. The curves

are shown in Fig. 2(a). The associated absorption is calculated using transfer-matrix method

(TMM) [45,46] implemented in MATLAB [47,48], similarly as in our earlier studies [37].
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Fig. 2. (a) The real (Re{ε}, solid curves) and imaginary (Im{ε}, dashed curves) parts of the

dielectric function (ε) of a 60 nm thick TDBC-PVA layer calculated using Eq. (1) for different

values of Lorentz oscillator strength (f ) and Lorentz linewidth (γ). Here, ε∞ = 2.1025 and

E0 = 2.08 eV as discussed in the text. The corresponding absorption spectra (in matching

colors) computed by TMM are shown in the inset. The green spot on the figure depicts the

region where Re{ε}<0 and |Im{ε}|< |Re{ε}| for the red curves. (b) Bandwidth (BW) of

surface excitonic modes for different values of f and γ. In the inset, the broadening tolerance

(Δγ) is plotted as a function of f .

The green curves in Fig. 2(a) represent Re{ε} (solid) and Im{ε} (dashed) of our pristine
TDBC-PVA film with f = 0.05 and γ = 0.05 eV. The corresponding absorption is shown in the

inset of Fig. 2(a) (green curve). It is clear from the figure that our pristine layer is unable to

support any surface excitonic mode since its Re{ε} is positive in the wavelength region of interest

(500-700 nm). To address a rise in concentration, we first increase f to 0.20 while keeping γ at
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0.05 eV. The red curves in Fig. 2(a) depict the case with the corresponding absorption with the

same color in the inset. Clearly now Re{ε} becomes negative (almost −2) indicating that our

TDBC layer can support the surface excitonic modes in a narrow spectral window (∼ 575 – 595

nm) at the blue side of the molecular absorption peak (∼ 600 nm). However, to realize the actual

effect of a rising concentration one should increase both f and γ simultaneously. The blue curves

in Fig. 2(a) show the case (with the related absorption in the inset) where f is kept at 0.20 and γ
rises from 0.05 eV to 0.15 eV. Clearly, the increase in γ counteracts the effect seen for the sole

rise in only f by making Re{ε} positive again like in the pristine case, and eventually, no surface

excitonic mode can be supported by the TDBC layer.

To develop more insight on this counteracting behaviour we calculate the spectral regions

where Re{ε}< − 1 and Re{ε}< − 2, reported in Fig. 8 in Appendix, for different values of f and γ.
To ensure minimal material loss, we also impose an additional condition, i.e., |Im{ε}|< |Re{ε}|
[40], for our reported spectral region. The bandwidth (BW) for the possible existence of the

surface excitonic modes is evaluated as the difference between the upper and the lower boundaries

of the aforementioned spectral regions (see Fig. 8 in Appendix). The solid curves in Fig. 2(b)

report the BW of SEP mode (Re{ε}< − 1) while the dashed curves report the same for LSE and

ESLR mode (Re{ε}< − 2).

In Fig. 2(b), the BW values at the vertical axis, i.e., at γ = 0.05 eV, present the scenario where

the BW is increasing with increasing f , i.e., f = 0.40 (green) to f = 0.75 (red) via f = 0.50 (blue),

considering a constant γ (no broadening). However, when the broadening is incorporated, i.e., γ
increases from 0.05 eV to 0.20 eV for a constant value of f (0.40 or 0.50 or 0.75), in all cases, the

BW drops drastically and vanishes after a certain value of γ as one can see in Fig. 2(b). This

finding clearly indicates that when both f and γ increase, as usually happens when increasing the

film concentration [36,37,44], they counteract each other’s effects.

As seen from Fig. 2(b), for all f there always exists a maximum γ, after which the surface

excitonic mode is no more possible, because there is no more spectral region with Re{ε}< − 1

or Re{ε}< − 2, i.e., BW= 0. For example, for f = 0.5 this value is γ = 0.1 eV (blue curve).

This range (e.g., γ ∈ [0, 0.1] eV for f = 0.5) can be considered as a broadening tolerance, Δγ(f ),
of a surface excitonic mode since at any γ<Δγ the mode is always allowed at some spectral

region, but for γ>Δγ it vanishes in all frequencies. The evolution of Δγ(f ) as a function of f is

plotted in the inset of Fig. 2(b) and it is clear from the figure that the higher the f , the larger the

Δγ. This is an important finding since it can provide a solution to mitigate the above-mentioned

counteracting problem while increasing the molecular concentration. By increasing the molecular

concentration one can increase f which will push the magnitude of Δγ to better tolerate the

inevitable linewidth broadening. However, care has to be taken in choosing the molecule, so that

γ will not increase too much while increasing the concentration and f .

3. Surface exciton polariton

After establishing the initial conditions as well as the spectral range where TDBC-PVA system

can support the surface excitonic modes, we first focus on SEP mode under the Kretschmann

configuration [30,31]. The SEP mode can be excited in a multilayer system such as air/TDBC-PVA

thin film/prism structure where the p-polarized incident light is coupled through the prism. The

air can be replaced by the sensing medium for sensing application [31] and by the analyte for

spectroscopy [23,36]. The schematic of such SEP based system is presented in Fig. 1(a). We

use the Fresnel multilayer reflection theory [7,49,50] implemented in MATLAB for calculating

the reflectivity (R) of the system since SEP mode is manifested as a dip in the attenuated total

reflection (ATR) spectrum [50]. The RI of the prism (np) is considered as 1.50 which corresponds

to the common BK7 glass in practice [7]. The RI of the sensing medium (ns) is varied from

1 to 1.01 with a step size of 0.001 to evaluate the performance of the sensor. The RI of the

TDBC-PVA film is obtained as ne =
√
ε [51], where ε is calculated using Eq. (1).
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We excite the SEP mode supported by a 60 nm thick TDBC-PVA film (f = 0.5 and γ = 0.05 eV)

using the Kretschmann configuration in two ways. In the angular scheme we use the p-polarized

monochromatic light of wavelength λex to excite the system over a broad range of incident angles

higher than the critical angle of total internal reflection (∼ 42◦ − 90◦). The angle-dependent

reflectivity is presented in Fig. 3(a) (blue curve) for λex = 569 nm. The dip found in the reflection

profile is the signature of the excited SEP mode. In the spectral scheme, we excite the system by

a broadband source (p-polarized white light) at a fixed incident angle (θex) and the reflectivity

is computed over a wide spectral range. The wavelength-dependent reflectivity is depicted in

Fig. 3(a) (red curve) for θex = 54◦. Similar to the angular case, profound presence of the SEP

mode is found as a dip in the spectral reflectance.
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Fig. 3. (a) Angular (excited at λex = 569 nm) and spectral (excited at θex = 54◦) reflectance

of a 60 nm thick TDBC-PVA film (f = 0.5 and γ = 0.05 eV) under Kretschmann configuration.

(b) Reflectance of the same film as a contour map where the white dashed curve shows the

dispersion of the SEP mode and the black dotted lines show the optimal excitation conditions

with minimal reflectance R(θex, λex). (c) Evolution of the optimal excitation wavelength

(λex) as a function of f and γ. The value of f is varied when γ = 0.05 eV and the value of γ

is varied when f = 0.5. (d) FDTD simulated near-field intensity profile of SEP mode. In (a)

and (c), the blue and red horizontal axes correspond to the blue and red curves, respectively,

while in (c), the blue circles and red squares on the curves of corresponding color depict the

discrete data points.

To obtain the optimal excitation conditions (i.e. θex and λex) of the SEP mode, we compute

the reflectance R(θex, λex), with all the angles (42◦ − 90◦) and wavelengths supporting the SEP,

i.e., within the BW discussed in previous section. The results are reported as a contour map in

Fig. 3(b). In the figure, the white dashed curve shows the dispersion of the SEP mode following

the spectral and angular minima of the reflectance. The optimal excitation angle (θex) and

wavelength (λex) for sensing are evaluated as the position where R(θex, λex) is the minimum of

the whole contour map as shown by the black dotted lines in Fig. 3(b).

The excitation conditions can also vary with respect to f and γ since the BW of the SEP mode

is concentration-dependent. To address this, we compute the dispersion of the SEP mode for
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different f and γ where the effect of one parameter is studied by keeping the other as constant.

To study the effect of f , it is varied from 0.30 to 0.90, as discussed in the previous section (for

f<0.3 BW= 0) with a step size of 0.05 while keeping γ = 0.05 eV (no broadening). To study the

effect of broadening, γ is varied from 0.05 eV to 0.09 eV (extent of Δγ) with a step size of 0.01

eV while keeping f = 0.5 constant. In both cases, we extract the excitation conditions (θex and

λex) as R(θex, λex) = Min[R(θ, λ)]. The evolution of the excitation wavelength (λex) as a function

of f (when γ = 0.05 eV) and of γ (when f = 0.5) is illustrated in Fig. 3(c). From the figure it is

clear that λex is significantly blue-shifted with increasing f when no broadening is allowed (red

curve in Fig. 3(c)). This is consistent with our finding in Fig. 8 (see Appendix) where the BW

of SEP mode widens only in the blue-wavelength side with increasing f . However, when the

broadening is introduced, λex experiences a mild red-shift (blue curve in Fig. 3(c)) counteracting

the effect of sole rise only in f without broadening. On the other hand, the angle of excitation

(θex) is almost unaffected (≈ 54◦) irrespective of whether f or γ is varied (not shown).

Therefore, for each f (when γ = 0.05 eV) or for each γ (when f = 0.5) there will be a

corresponding λex at which the SEP mode can be optimally excited over a broad range of incident

angles in the angular scheme. On the other hand, at θex ≈ 54◦ the SEP mode can be optimally

excited over a wide range of wavelengths in the spectral scheme irrespective of the magnitude of

f and γ. Furthermore, one can tune the spectral region of excitation (λex) by varying f and γ.
The near-field intensity enhancement (NFIE) is a crucial parameter for surface-enhanced

spectroscopy and can be calculated as |E |2 where E = Eloc/E0 represents the enhanced (electric)

near-field (Eloc) normalized by the incident field (E0) [13,18]. We perform finite-difference

time-domain (FDTD) [52,53] simulation to calculate the spatial near-field intensity profile of

|E |2 for the SEP mode shown in Fig. 3(d). Like SPP, the evanescent nature of the SEP mode can

be seen from the figure and it is consistent with the earlier findings [31,40].

The performance of a RI sensor can be quantified in terms of its sensitivity (S) and figure of

merit (F). The sensitivity of a SEP sensor is defined in the angular (spectral) domain as the

change in the dip angular (spectral) position θdip(λdip) divided by the change in the refractive

index of the sensing medium (Δns) causing the change, i.e., Sθ/λ = Δ(θ/λ)dip/Δns. The angular

(spectral) figure of merit, F, commonly used in plasmonic sensing is expressed as the angular

(spectral) sensitivity divided by the angular (spectral) full-width at half-maximum (FWHM) of

the SEP resonance dip, Δθ(Δλ) in air (ns = 1), i.e., Fθ/λ = Sθ/λ/Δ(θ/λ) [7,9,31]. In practice,

the sensitivities (Sθ and Sλ) are calculated as a slope of the calibration curve, i.e., a plot of the

reflectance minimum (θdip in deg and λdip in nm) as a function of the RI of sensing medium (ns
in refractive index unit or RIU). The slope is extracted from a linear fit on the calibration curve

(see Fig. 9(a) in Appendix).

The effect of f and γ on the sensing performance of a SEP-based system can be understood

from Fig. 4. From Fig. 4(a) it is clear that both angular sensitivity (Sθ ) and figure of merit (Fθ )

increase with increasing f when no broadening is considered (γ = 0.05 eV). Similar trend is

found in spectral sensitivity (Sλ) and figure of merit (Fλ) as one can see in Fig. 4(c). Along with

a rise in both sensitivities (Sθ and Sλ), the FWHM of the SEP mode experiences a narrowing

in both angular (Δθ) and spectral (Δλ) domains due to a sole rise in f only (see Fig. 9(c) in

Appendix) which results in a monotonic increase in the figure of merits (Fθ and Fλ).

Incorporation of broadening, i.e., increasing γ within Δγ while keeping f = 0.5, results in a

drastic drop in Sθ and a mild fall in Sλ as one can see in Figs. 4(b) and 4(d). Moreover, both

Δθ and Δλ increase when the broadening is considered (see Fig. 9(d) in Appendix). As a result,

both Fθ and Fλ drop with a sole rise in γ only. Such outcome implies that the performance of a

SEP sensor can be tuned by varying its molecular concentration and the broadening counteracts

the positive effect of increasing f .
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Fig. 4. Performance parameters of the SEP mode supported by a 60 nm thick TDBC-PVA

film under the Kretschmann configuration - angular sensitivity (Sθ ) and figure of merit (Fθ )

as a function of (a) f and (b) γ; spectral sensitivity (Sλ) and figure of merit (Fλ) as a function

of (c) f and (d) γ; NFIE maximum (|E |2max) and Purcell enhancement (ΦP) as a function of

(e) f and (f) γ; field-confinement (ΦC) as a function of (g) f and (h) γ. In the figures in left

panel, f is varied when γ = 0.05 eV, while in right panel, γ is varied within Δγ when f = 0.5.

In (a)-(f), the blue and red vertical axes correspond to the blue and red curves, respectively.

In all figures, the blue circles, red squares, and black triangles connected by the curves of

corresponding color depict the discrete data points.

The performance of our SEP-based system as a resonant platform for near-field enhanced

spectroscopy can be determined in terms of NFIE (|E |2), Purcell enhancement, and field-

confinement. The NFIE is directly proportional to the electromagnetic enhancement utilized

in surface-enhanced spectroscopy [13,18]. The Purcell enhancement for a weak light-matter

coupling is the amount of emission enhancement, which is determined by the ratio between the

temporal and the spatial confinement of light field [54]. The temporal confinement is defined by

the quality factor (Q) while the spatial confinement is determined by the mode volume (Vm), and

thus the whole Purcell enhancement is ΦP ∝ Q/Vm [54,55]. The field-confinement is expressed

as ΦC = V−1/2
m , which is directly proportional to the coupling strength in a single-molecular

picture, when the light-matter interaction is strong [17,56].

The effect of f and γ on |E |2, ΦP, and ΦC can be seen in Figs. 4(e) to 4(h). We perform FDTD

simulations to calculate the distribution of |E |2 and the mode volume (Vm) [57] over a spatial

region shown in Fig. 3(d) for different f and γ. In each case, we extract the maximum (|E |2max)
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and the average (|E |2avg) of the NFIE distribution. From Figs. 4(e) and 4(f) it is evident that |E |2max
increases with a rise in f without broadening (γ = 0.05 eV) while drops when the broadening is

considered (at f = 0.5). Similar trend is found for |E |2avg (see Fig. 9(b) in Appendix).

The Purcell enhancement (ΦP) and field-confinement (ΦC) improve when Q increases along

with a drop in Vm. That happens for increasing f when γ = 0.05 eV is constant (see Fig. 9(e)

in Appendix). Consequently, ΦP and ΦC show a monotonic increase as a function of f as

shown in Figs. 4(e) and 4(g). In the presence of broadening (at f = 0.5), however, Q decreases

accompanied with a rise in Vm (see Fig. 9(f) in Appendix). Eventually, ΦP and ΦC drop with an

increase in γ as depicted in Figs. 4(f) and 4(h). We can infer from such outcomes that efficiency

of the SEP mode in confining and enhancing the near-field can be optimized by varying the

molecular concentration and like sensing, here also the broadening acts against the positive effect

of increasing f .

It is worth to mention here that excitonic thin films possessing SEP mode can be fabricated

using solution-based techniques such as spin coating [27] and layer-by-layer deposition [44],

which are relatively easy and inexpensive compared to the physical vapor deposition methods

typically used to develop metal thin films supporting SPP modes [23,36].

4. Localized surface exciton

After showing that the SEP mode can be exploited for sensing and spectroscopy, and its efficiency

can be tuned by the molecular concentration, we next investigate the localized surface exciton

(LSE) based system, i.e., a TDBC-PVA nanosphere illustrated in Fig. 1(b). The radius (r) of the

nanosphere is taken as 50 nm and the RI of the TDBC-PVA material (ne) is obtained as ne =
√
ε

[51], where ε is calculated using Eq. (1). The RI of the sensing medium (ns) is varied again from

1 to 1.01 with a step size of 0.001 to evaluate the performance of the sensor.

The LSE mode of an excitonic NP manifests as a broad peak in its extinction spectrum

[27,32,33]. We employ Mie theory [58–62] implemented in MATLAB to compute the extinction

efficiency, i.e., the extinction cross-section normalized by the geometrical cross-section, of the

nanosphere since its size (2r = 100 nm) is beyond the quasi-static limit [63]. In our calculation,

the NP is excited by normal incidence of light.

The simulated extinction efficiency (Qext) in air for the nanosphere with f = 0.5 and γ = 0.05

eV is reported in Fig. 5(a) where the LSE mode is profound as a broad peak around 569 nm.

The spatial distribution of NFIE at that wavelength computed by the FDTD method is shown in

Fig. 5(b) which resembles a dipolar resonance identical to the particle plasmon mode [64]. The

spectral sensitivity (Sλ) and figure of merit (Fλ) of the excitonic nanosphere are calculated using

the similar approach used for SEP where Δλ is now the FWHM of the LSE mode at ns = 1 (air)

and λdip is replaced by the spectral peak position of the LSE mode (λpeak). We track λpeak (≈ 569

nm) as a function of ns to construct the calibration curve. Then, Sλ is determined as the slope of

that curve through a linear fit similar to the case of SEP.

The f -dependent profiles (γ = 0.05 eV) of the sensing parameters plotted in Fig. 5(c) depict

that both Sλ and Fλ monotonically increase with a rise in f , similar to the trend found in the case

of SEP. Incorporation of broadening, i.e., varying γ within Δγ while f = 0.5, shows almost no

effect on Sλ, however, Fλ drops significantly due to a rise in Δλ (see Fig. 10 in Appendix), as one

can see in Fig. 5(d).

The f - and γ-dependent profiles of |E |2, ΦP, and ΦC for the LSE mode can be seen from

Figs. 5(e) to 5(h). From the figures it is clear that similar to SEP, |E |2max and ΦC increase with rise

in f only (γ = 0.05 eV) while drop when the broadening is incorporated (at f = 0.5). Identical

trend is found for |E |2avg while the trend is opposite for Vm (see Fig. 10 in Appendix) which

explains the profile of ΦC. Strikingly, the trend of ΦP is monotonically decreasing irrespective of

the broadening. That is because, unlike in SEP, Δλ of the LSE mode increases and hence, Q drops

regardless of whether f or γ is increasing (see Fig. 10 in Appendix). Based on these findings, we
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Fig. 5. (a) Extinction efficiency (Qext) of a TDBC-PVA nanosphere having a diameter of

100 nm, f = 0.5, and γ = 0.05 eV. (b) Spatial distribution of NFIE around the nanosphere

in air at its LSE resonance wavelength 569 nm computed by FDTD method. Performance

parameters of the LSE mode - spectral sensitivity (Sλ) and figure of merit (Fλ) as a function

of (c) f and (d) γ; NFIE maximum (|E |2max) and Purcell enhancement (ΦP) as a function of

(e) f and (f) γ; field-confinement (ΦC) as a function of (g) f and (h) γ. In the left panel of

figures (c)-(h), f is varied when γ = 0.05 eV, while in the right panel, γ is varied within Δγ

when f = 0.5. The blue circles, red squares, and black triangles connected by the curves of

corresponding color depict the calculated discrete data points. In (c)-(f), the blue and red

vertical axes correspond to the blue and red curves, respectively.

can reckon that like SEP, the performance of the LSE mode in sensing and spectroscopy can also

be modified via molecular concentration where the effects of f and γ are mostly counteracting.

It should be noted here that we choose excitonic nanospheres [27,32] as the LSE based system

for simplicity and existence of an analytic solution. In practice, any arbitrary-shaped excitonic

NP can support the LSE mode in the spectral regime where Re{ε}< − 2 [35,65]. Thus, an

LSE based system can be fabricated either as a homogeneous system, e.g., a planar structure by

lithographically patterning an excitonic thin film [66], or as a core-shell system, e.g., a dielectric
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NP (core) coated with an excitonic material (shell) [33] using inexpensive chemical synthesis

methods [41]. In both cases, one can avoid the expensive physical vapor deposition methods

typically used to develop metal NPs supporting LSP modes [13].

5. Excitonic surface lattice resonance

After confirming that both the fundamental surface excitonic modes of the excitonic material

are promising as a RI sensor and resonant substrate, we delve into a periodic array of previous

NPs possessing excitonic surface lattice resonance (ESLR). The ESLR mode is usually much

sharper/narrower and stronger than the dipolar LSE mode present in an isolated NP [9]. To

advance this idea, we study a two-dimensional (2D) array (square lattice) of excitonic nanospheres

having a well-defined lattice period (D) in both x and y directions as illustrated in Fig. 1(c).

The PSLR mode supported by a metal NP array performs optimally when the mediums

above and below the array have identical RI, i.e., the difference between the refractive indices

of the substrate and superstrate is very small [9,67,68]. For an excitonic NP array, the same

index-matching condition applies and an asymmetric refractive-index environment (a large index

mismatch between substrate and superstrate) results in a suppression of the ESLR mode. Keeping

that in mind we consider that our designed array is in an index-matched environment having the

same RI (ns) everywhere. In practice, this can be implemented by having the array on a glass

substrate with an index-matching oil on top [9,67]. The sensing performance of the array is

evaluated by varying ns similar to the case of SEP and LSE.

The ESLR mode of a NP array manifests as a sharp peak in the extinction spectrum of the

array. Such mode can only be excited when the Rayleigh anomaly (or diffraction edge) of the

array exists at a higher wavelength than the LSE mode of the individual NPs present in that

array [9]. The lattice period (D) of our array is considered as D = 400 nm yielding the Rayleigh

anomaly around 600 nm which is at a longer wavelength compared to the LSE mode of our

individual nanosphere (569 nm). The number of nanospheres (N) included in the array is taken

as N = 400 resulting in a square lattice of N × N nanospheres. The extinction profile of our NP

array is computed using the coupled dipole (CD) method [34,69–76] implemented in MATLAB.

In our computation, the array is excited by normal incidence of light and the nanospheres present

in the array are identical with the one discussed in the previous section.

The simulated extinction efficiency (Qext) of the array is reported in Fig. 6(a) for f = 0.5 and

γ = 0.05 eV. The sharp ESLR mode is profound at a wavelength of 606 nm, i.e., higher than

the Rayleigh anomaly (600 nm) shown by the dashed vertical line. The spatial distribution of

NFIE around each particle at the ESLR wavelength computed by the FDTD method is shown in

Fig. 6(b). It clearly depicts a stronger dipole like resonance compared to that of the LSE mode.

The sensing behaviour of our NP array can be understood from Figs. 6(c) and 6(d) where the

sensing parameters (Sλ and Fλ) are evaluated using the similar approach employed for the LSE

mode. Interestingly, from the figures, one can see that unlike SEP and LSE, Sλ of the ESLR mode

increases with both increasing f and γ. However, in both cases, Fλ drops noticeably. That is

because, like in LSE, here also Δλ of the ESLR mode increases along with a drop in Q regardless

of whether f or γ is increasing (see Fig. 11 in Appendix).

The f - and γ-dependent profiles of |E |2max reported in Figs. 6(e) and 6(f), respectively, show

an increase in |E |2max with a sole rise in f only (γ = 0.05 eV) while a drop when the broadening

is incorporated (at f = 0.5). The trend is same for |E |2avg (see Fig. 11 in Appendix) so as for

ΦC as shown in Figs. 6(g) and 6(h) due to a reciprocal trend in Vm (see Fig. 11 in Appendix).

Despite that fact, ΦP shows a decreasing nature due to the same trend in Q as mentioned before

irrespective of the broadening. Such findings confirm the dependency of the ESLR mode on

molecular concentration and thereby, its tunability considering the counteracting effects of f and

γ.
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Fig. 6. (a) Extinction efficiency (Qext) of a 400 × 400 square lattice of TDBC-PVA

nanospheres having a diameter of 100 nm and a lattice period of 400 nm with f = 0.5 and

γ = 0.05 eV. The vertical dashed line represents the spectral position of the Rayleigh anomaly.

(b) Spatial distribution of NFIE around a single particle computed by FDTD method at the

wavelength of ESLR. Performance parameters of the ESLR - spectral sensitivity (Sλ) and

figure of merit (Fλ) as a function of (c) f and (d) γ; NFIE maximum (|E |2max) and Purcell

enhancement (ΦP) as a function of (e) f and (f) γ; field-confinement (ΦC) as a function

of (g) f and (h) γ. In the left panel of figures (c)-(h), f is varied when γ = 0.05 eV while

in the right panel, γ is varied within Δγ when f = 0.5. The blue circles, red squares, and

black triangles connected by the curves of corresponding color depict the calculated discrete

data points. In (c)-(f), the blue and red vertical axes correspond to the blue and red curves,

respectively.

It is worth to highlight here that like in LSE, we choose arrays of excitonic nanospheres [34]

as the ESLR based system for simplicity. Considering the fact, that planar excitonic NPs can also

support the surface excitonic modes [35,65], an ESLR based system can be fabricated as a planar

NP array (or nano-hole array) by lithographically patterning an excitonic thin film [66]. Like in

LSE, here also, one can avoid the expensive metal deposition methods typically used to develop

metal NP arrays supporting ESLR modes [67,72].
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6. Comparison with metals

To compare our excitonic systems with their plasmonic analogs, we study similar nanostructures

(thin films, nanospheres, and their 2D arrays) made of silver (Ag) and gold (Au) in identical

numerical environment. The material models for Ag and Au are taken from existing literature

[77]. A detailed comparison in tabular form can be found in Table 1 (see Appendix).

Succinctly, we found that the SEP mode performs comparable or better in angular RI sensing

compared to the SPP mode in Au which is consistent with the earlier finding [31]. The LSE mode

provides comparable or better electromagnetic enhancement for surface-enhanced spectroscopy

than that of the LSP mode in Au which is also inline with the existing literature [35]. Nevertheless,

the most surprising and important finding is that all the surface excitonic modes (SEP, LSE, and

ESLR) provide comparable (or even better) confinement of light in weak (ΦP) and strong (ΦC)

coupling regimes compared to their plasmonic counterparts (Ag and Au). Such outcome strongly

validates the fact that excitonic nanostructures are a potential alternative for plasmonic systems

in RI sensing and enhanced spectroscopy. In our case, TDBC-PVA is a good replacement for Au,

however, outperformed by Ag in the visible wavelengths.

7. Conclusion

Concisely, we investigated effect of molecular concentration on excitonic nanostructure based

refractive index sensing and near-field enhancement suitable for surface enhanced spectroscopy.

Three kinds of excitonic nanostructures were considered - a TDBC-PVA thin film supporting

surface exciton polariton (SEP), a TDBC-PVA nanosphere possessing localized surface exciton

(LSE), and a square lattice of similar nanospheres manifesting excitonic surface lattice resonance

(ESLR). The effect of molecular concentration was studied by varying the oscillator strength

(f ) and the Lorentzian broadening (γ) of the TDBC-PVA material. The performance in sensing

and spectroscopy was evaluated in terms of sensitivity, figure of merit, near-field intensity

enhancement, Purcell enhancement, and field confinement. Our numerical findings revealed that

most of the performance parameters showed a rise in their values when the oscillator strength

was increased without any additional Lorentzian broadening. However, when the broadening

was considered, the parameter values dropped implying a counteracting effect. Such outcome

indicates that one can tune the optical performance of an excitonic system through its molecular

concentration which is not possible in typical plasmonic systems. Moreover, different surface

excitonic modes showed different degrees of tunability and equivalency in performance when

compared to metals (silver and gold).

In line with our results on various excitonic systems, we can infer that to achieve an efficient

performance from these systems, one should aim a molecular concentration corresponds to a large

value of f . In practice, however, this approach might incur formation of molecular aggregates at

extremely high concentration and thereby, induces challenge to maintain a relatively small value

for γ within the broadening tolerance. Such limitation can be mitigated by selecting a molecule

possessing strong transition dipole moment with narrow spectral linewidth since then a large

f can be achieved with comparatively low molecular concentration while maintaining a small

value of γ. Therefore, we can conclude that excitonic systems offer an extra degree of tunability

via molecular concentration and are a promising alternative for plasmonics. Our comprehensive

study provides key information to develop such alternative systems for organic nanophotonics.
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Appendix

Fig. 7. (a) experimental (solid curves) and fitted (dotted curves) absorption spectra of

TDBC J-aggregate thin films with increasing concentration. The experimental (solid curves)

spectra are reproduced from Ref. [44]. (b) Lorentz linewidth (γ) as a function of oscillator

strength (f ) where the values for γ are directly from Ref. [44] while the values for f are

obtained by fitting the absorption spectra reported in (a).

Fig. 8. Negative Re{ε} regime of TDBC-PVA system. Wavelength (λ) regions (shaded

areas) as a function of oscillator strength (f ) where |Im{ε}|< |Re{ε}| with (a) Re{ε}< − 1

and (b) Re{ε}< − 2. (c) Spectral bandwidth of the surface excitonic modes as a function of

f where the bandwidth (BW) is calculated as the difference between the upper and lower

bounds shown as black dashed lines in (a)-(b).
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Fig. 9. Properties of the surface exciton polariton (SEP) mode of a 60 nm thick TDBC-PVA

film under the Kretschmann configuration. (a) Calibration curves for refractive index (RI)

sensing, i.e., reflection minimum (θdip and λdip) as a function of the RI of sensing medium

(ns). Linear fits on θdip and λdip are performed to calculate the sensitivities as the slopes

of the fitted lines. (b) Average near-field intensity enhancement (|E |2avg) as a function of

oscillator strength (f ) and Lorentz linewidth (γ). Angular (Δθ) and spectral (Δλ) full width

at half maximum (FWHM) as a function of (c) f , and (d) γ. The quality factor (Q) and mode

volume (Vm) as a function of (e) f , and (f) γ. In (b)-(f), f is varied with γ = 0.05 eV and γ

is varied with f = 0.5. In (a) and (c)-(f), the blue and red vertical axes correspond to the

blue and red curves, respectively. In (b), the blue and red horizontal axes correspond to the

blue and red curves, respectively. In all figures, the blue circles and the red squares on the

curves of corresponding color depict the discrete data points.
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Fig. 10. Properties of the localized surface exciton (LSE) mode of a 100 nm TDBC-PVA

nanosphere. Average near-field intensity enhancement (|E |2avg) and spectral full width at

half maximum (FWHM) (Δλ) as a function of (a) oscillator strength (f ), and (b) Lorentz

linewidth (γ). The quality factor (Q) and mode volume (Vm) as a function of (c) f , and (d) γ.

In all cases, f is varied with γ = 0.05 eV and γ is varied with f = 0.5. In all figures, the

blue and red vertical axes correspond to the blue and red curves, respectively, while the blue

circles and the red squares on the curves of corresponding color depict the discrete data

points.
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Fig. 11. Properties of the excitonic surface lattice resonance (ESLR) mode of a 400 × 400

square lattice of 100 nm TDBC-PVA nanospheres with a lattice period of 400 nm. Average

near-field intensity enhancement (|E |2avg) and spectral full width at half maximum (FWHM)

(Δλ) as a function of (a) oscillator strength (f ), and (b) Lorentz linewidth (γ). The quality

factor (Q) and mode volume (Vm) as a function of (c) f , and (d) γ. In all cases, f is varied

with γ = 0.05 eV and γ is varied with f = 0.5. In all figures, the blue and red vertical axes

correspond to the blue and red curves, respectively, while the blue circles and the red squares

on the curves of corresponding color depict the discrete data points.
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Table 1. Comparison between - surface plasmon polariton (SPP) and
surface exciton polariton (SEP); localized surface plasmon (LSP) and
localized surface exciton (LSE); plasmonic surface lattice resonance

(PSLR) and excitonic surface lattice resonance (ESLR). The comparison is
in terms of - angular (Sθ ) and spectral (Sλ) sensitivities; angular (Fθ ) and
spectral (Fλ) figure of merits; maximum ( |E |2max ) and average ( |E |2avg ) of

near-field intensity enhancement; quality factor (Q) and mode volume (Vm);
Purcell enhancement (ΦP ) and field-confinement (ΦC ).

Ag Au TDBC-PVA
Parameters SPP SPP SEP
Sθ (deg/RIU) 210, 216 [78] 64, 74 [31] 84-109

Sλ (nm/RIU) 2051, 2000 [79] 2711, 1600 [79] 71-184

Fθ (RIU−1) 113 29 2-5

Fλ (RIU−1) 120 42 1-6

|E |2max 75 65 3-14

|E |2avg 8 8 1-2

Q 26 9 7-19

Vm (μm3) 29 85 45-60

ΦP (×10−2μm−3) 91 11 11-42

ΦC (×10−2μm−3/2) 19 11 13-15

Parameters LSP LSP LSE
Sλ (nm/RIU) 209, 160 [79] 204, 203 [79] 24-63

Fλ (RIU−1) 2 2 1-3

|E |2max 47 17 9-28

|E |2avg 2 2 1-2

Q 4 6 19-34

Vm (×10−3μm3) 16 25 20-25

ΦP (μm−3) 267 254 761-1335

ΦC (μm−3/2) 8 6 6-7

Parameters PSLR PSLR ESLR
Sλ (nm/RIU) 433, 450 [80] 440, 450 [80] 321-353

Fλ (RIU−1) 20 14 35-70

|E |2max 360 128 14-54

|E |2avg 17 8 2-5

Q 29 21 62-132

Vm (×10−3μm3) 15 12 21-25

ΦP (μm−3) 1973 1707 2528-5359

ΦC (μm−3/2) 8 9 6-7
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With high enough doping concentrations organic dye doped polymer materials exhibit negative
real part of the permittivity within an energy range just above their material absorption, incurring
surface exciton modes at these energies. Here, we report how such modes can be used to realize strong
light-matter coupling with photoactive molecules. Our simulations reveal that surface excitons can
facilitate strong coupling in terms of induced transparency, however, the polaritons may not be
visible in the absorption since they can easily be located outside of the narrow negative permittivity
regime. Moreover, we show that the surface exciton modes cannot couple strongly with the surface
plasmons. Our findings shed light on the weak and strong coupling properties of surface excitons.

Polymer materials doped with organic dyes possessing
Frenkel excitons are an important class of excitonic ma-
terials in modern resonant nanophotonics [1–10]. If the
doping concentration is high enough, the real part of the
dielectric function (�{ε(ω)}) of such excitonic materi-
als becomes negative within an energy regime just above
the material absorption [1, 2]. This negative �{ε(ω)}
regime can sustain surface exciton (SE) modes that are
analogous to the surface plasmon (SP) modes in plas-
monic metallic systems [1, 2, 5–11]. Eventually, like SP
modes, such SE modes can be exploited in refractive-
index sensing [6, 11] and in near-field enhanced spec-
troscopy [10, 11]. Moreover, these SE modes posses lower
material losses compared to SP modes [1] and unlike SPs,
their optical performance can be tuned by varying the
doping concentration [11].

In this letter, we numerically investigate the perfor-
mance of the SE modes when employed in strong light-
matter coupling, and compare this to a similar case of
SP modes. We further examine the coupling between SE
and SP modes to explore light coupling properties of SEs.

To facilitate strong light-matter coupling, we consider
a core-shell geometry as shown in Fig. 1. The core radius
(rcore) is considered to be 50 nm while the shell thick-
ness (tshell) is taken as 25 nm leading to a shell outer
radius (rshell) of 75 nm. The complex-dispersive dielec-
tric functions of the core and shell materials are εcore(ω)
and εshell(ω), respectively.

At first, we consider a gold (Au) core with a generic
dye shell to study strong light-matter coupling between
organic molecules and the SP mode as a reference case.
The dielectric function of the Au core (εcore(ω)) is ob-
tained from the literature [12] while the same for the dye
shell (εshell(ω)) is modelled using the Lorentz oscillator
model (LOM) [2, 11].

In LOM, the dielectric function is expressed as

ε(E) = ε∞ +
fE2

0

(E2
0 − E2 − iγE)

, (1)

∗ arpan.a.dutta@jyu.fi
† j.jussi.toppari@jyu.fi

FIG. 1. Core-shell nanoparticle geometry. The core radius
(rcore) is considered as 50 nm while the shell thickness (tshell)
is taken as 25 nm. The shell outer radius (rshell) is thus 75
nm. The complex-dispersive dielectric functions of the core
and shell materials are εcore(ω) and εshell(ω), respectively.

where E = �ω is the energy, ε∞ is the dielectric con-
stant of the host polymer, f is the oscillator strength of
the molecular absorption having E0 as its spectral peak
position and γ as its spectral linewidth. For the generic
dye shell, we consider ε∞ = 1.452 and γ = 0.1 eV since
these numbers correspond well to the realistic dyes [13].
The spectral peak E0 is set to 2.28 eV to have a spectral
match with the absorption maximum of the SP mode of
the gold core (Ec). The change in molecular concentra-
tion of the shell is modelled by varying f (fdye) as 0.01,
0.03, 0.05, 0.10, 0.15, and 0.20.

The optical properties of such core-shell nanoparticle
is calculated using Mie theory [14] implemented in MAT-
LAB [15] since the nanoparticle size is beyond the quasi-
static limit [16]. We examine the absorption (absorption
efficiency, i.e., absorption cross-sections normalized by
geometrical cross-section) of the core-shell system since
signature of strong coupling is more clearly manifested
in that than in the scattering or extinction [17, 18]. The
black and red curves in Fig. 2(a) show the absorption of
the plain dye shell and sole Au core, respectively, with
a spectral tuning of the dye at Ec = 2.28 eV. For the
coupled system, an increase in fdye incurs a rise in the
energy splitting, i.e., an increase in the energy separa-
tion between the upper (UP) and lower (LP) polariton
branches as shown in Fig. 2(a). Such finding is consistent
with the earlier reports on plasmon-molecule strong cou-
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FIG. 2. (a) Absorption spectra of generic dye shell (black), Au core (red), and the core-shell coupled system for different values
of fdye (0.01, 0.03, 0.05, 0.10, 0.15, and 0.20) and for γ = 0.1 eV. The spectra are shifted vertically for clarity. The absorption
of the dye shell is spectrally tuned to the same as the Au core absorption maximum, i.e., E0 = Ec = 2.28 eV (vertical dashed
line). The lower (LP) and upper (UP) polariton branches are shown by the tilted black dashed lines. (b) Absorption spectra
of generic dye shell (black), TDBC core (red), and the core-shell coupled system with the same γ and fdye values as in (a).
The spectra are shifted vertically for clarity. The SE mode of the TDBC core (Ec = 2.15 eV) and the material absorption of
TDBC (Em = 2.08 eV) are shown by the vertical dashed black lines. The absorption of the dye shell is spectrally tuned with
Ec. (c) Absorption at Ec for Au core-dye shell (Ec = 2.28 eV) and TDBC core-dye shell (Ec = 2.15 eV) coupled systems as
a function of fdye. The blue and red horizontal dashed lines show the core absorption for Au and TDBC, respectively. The
blue squares and red circles on the curves of corresponding color depict the discrete data points. In (a)-(c), absorption means
absorption efficiency, i.e., absorption cross-sections normalized by geometrical cross-section.

pling in core-shell systems [13, 17–20]. In Fig. 2(a), we
also see that for high values of fdye (0.10, 0.15, and 0.20),
an absorption peak reappears around Ec. The presence
of this third peak is due to the absorbtion of the non-
hybridized molecular excitons when the exciton number
(i.e., fdye) is high [21].

Now, lets assume a fully organic core-shell system hav-
ing an excitonic core possessing SE mode and a generic
dye shell. To study the strong light-matter coupling be-
tween organic molecules and the SE mode, we consider
the TDBC J-aggregate as the core material since TDBC
nanostructures are shown to support SE modes at room
temperature [2, 5–11]. It is worth to highlight here that
even though both core and shell are now made of or-
ganic materials modelled by Eq. (1), the TDBC core
possesses a negative �{ε(ω)} regime and hence, supports
a SE mode along with its molecular absorption. How-
ever, the generic dye shell has only its molecular absorp-
tion and no such SE mode since its �{ε(ω)} is always
positive.

We chose the LOM parameters for the TDBC core
(εcore(ω)) as ε∞ = 1.452, γ = 0.05 eV, f = 0.5, and
E0 = 2.08 eV to be consistent with the existing literature
[13]. The red curve in Fig. 2(b) shows the absorption of
such excitonic core having the SE mode as a strong peak
at Ec = 2.15 eV and the material absorption of TDBC
as a shoulder peak at Em = 2.08 eV. To have a spectral
match with the SE mode (Ec) of the TDBC core, the E0

for the generic dye shell is set to 2.15 eV with γ = 0.1 eV
and with the same ε∞ as in core. The change in molecu-
lar concentration of the shell is modelled by varying the
f in Eq. (1) for the shell (i.e., fdye) similar to the case
of Au core. The black curve in Fig. 2(b) shows the shell
absorption having a spectral tuning with the SE mode of
the TDBC core at Ec = 2.15 eV.

Considering the fact that SEs provide field-
confinement and field-enhancement analogous to
SPs [2, 7, 8, 10, 11], one should expect strong coupling
between the SE mode of the TDBC core and the generic
dye shell resulting in an emergence of polariton peaks
in the absorption of the coupled system. However, with
an increase in fdye, no such energy splitting is found for
the coupled system as one can see in Fig. 2(b). The
absorption around Ec is only slightly broadened as the
fdye increases. Apparently, such outcome hints that
unlike SPs, SE mode might not be able to facilitate
strong coupling.

To have a closer look, we calculate the absorption of
the coupled system at Ec as a function of fdye in the
cases of Au core (SP) and TDBC core (SE) as reported
in Fig. 2(c). For both coupled systems, the absorption
at Ec drops at first due to the energy-splitting induced
transparency [13] and then rises due to the appearance of
nonhybridized molecular excitons when the exciton num-
ber, i.e., fdye is high enough [21]. It is interesting that
the coupling between organic molecules and the SE mode
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FIG. 3. Real part of the dielectric function (�{ε(ω)}) for (a)
Au, (b) TDBC, and (c) MTDBC as a function of energy. (d)
Absorption spectra of generic dye shell (black), MTDBC core
(red), and the core-shell coupled system for different values
of fdye (0.0001, 0.0005, 0.001, 0.005, and 0.01). The spectra
are vertically shifted for clarity. The absorption of the dye
shell is spectrally tuned to match the SE mode energy of
the MTDBC core, i.e., E0 = Ec = 5.9 eV (vertical dashed
line). The lower (LP) and upper (UP) polariton branches
are shown by the tilted black dashed lines. In the figure,
absorption means absorption efficiency, i.e., absorption cross-
sections normalized by geometrical cross-section.

shows a trend similar to the case of plasmon-molecule
coupling. Such result indicates that SE modes can facil-
itate strong coupling even though the polaritons are not
visible in the absorption spectra of the coupled system.

The SE modes in excitonic (TDBC) nanostructures
can outperform SP modes in their plasmonic (Au)
analogs in terms of field-confinement (quality factor and
mode volume) and coupling strength [11]. Here also, the
quality factor [22] of the SE mode is higher than that of
the SP mode as one can see by comparing the red curves
in Figs. 2(a) and 2(b). Consequently, the SE mode pro-
vides deeper transparency at Ec, i.e., stronger coupling
compared to the SP mode, as depicted in Fig. 2(c).

To understand the absence of polaritons in the ab-
sorption of the TDBC core-dye shell system we compare
�{ε(ω)} spectra of Au and TDBC reported in Figs. 3(a)
and 3(b), respectively. The negative regime of �{ε(ω)}
for Au is very broad and thus can support the SP mode
and the polaritons around it over the spectral range of in-
terest. Eventually, the polaritons and the induced trans-
parency are clearly visible in the absorption spectra. For
TDBC, the negative regime of �{ε(ω)} is extremely nar-
row. We argue that such narrow regime can only support
the SE mode and the induced transparency caused by it
while the polaritons lie outside that regime and hence, are

not visible in the absorption. To validate our argument
we consider a modified TDBC (MTDBC) material mod-
elled by Eq. 1 with a huge oscillator strength of f = 50
and γ = 0.1 eV while all other LOM parameters are kept
identical with the TDBC. Such a large value of f yields a
very broad negative regime of �{ε(ω)} for MTDBC like
in the case of Au as shown in Fig. 3(c). It is important
to note here that our MTDBC material is unrealistic for
J-aggregates and used here only as a proof of concept.

Now, lets consider a MTDBC core having the same ge-
ometry as Fig. 1. The geometry is kept the same to be
able to directly compare the absorption efficiencies. How-
ever, the higher f and thus the more negative εcore(ω)
pushes the energy of the SE mode to Ec = 5.9 eV as
shown by the red curve in Fig. 3(d). The absorption of
the generic dye shell is spectrally tuned with Ec as illus-
trated by the black curve in Fig. 3(d) for LOM parame-
ters: ε∞ = 1.452, γ = 0.1 eV, E0 = 5.9 eV, and a varying
f (fdye as 0.0001, 0.0005, 0.001, 0.005, and 0.01). Note
that due to increased confinement of the SE mode of the
MTDBC, the system reaches the strong coupling limit al-
ready with much lower molecular absorption, i.e., lower
values of fdye. From Fig. 3(d) it is clear that for the cou-
pled system, an increase in fdye incurs a flat top profile
(transparency) at Ec in the beginning (fdye from 0.0001
to 0.001). However, for higher values of fdye (0.005 and
0.01), the polariton branches emerge along with a peak
at Ec due to nonhybridized molecular excitons at high
exciton numbers [21]. Such finding clearly confirms our
argument that SE modes can facilitate strong coupling
but the polaritons might not be visible in the absorption
due to the extremely narrow negative �{ε(ω)} regime of
excitonic materials.

To further explore light coupling properties of SEs, we
examine the coupling between SE and SP modes. To do
so, we consider again the same system as in the begin-
ning, i.e., the Au core having a SP mode at Ec = 2.28
eV and a TDBC shell, but now the shell is possessing
SE modes. The LOM parameters for the TDBC shell
(εshell(ω)) are identical with that of the previously dis-
cussed TDBC core. A plain TDBC shell with an in-
ert core (dielectric) yields two SE modes (EL1 and EL2)
manifested as sharp peaks along with its material ab-
sorption (Em) in the absorption spectrum as shown by
the green curve in Fig. 4(a). The origin of these two SE
modes (EL1 and EL2) comes from the interaction (Fano-
type hybridization) between two individual SE modes
present at the inner and outer surfaces of the TDBC
shell [8]. However, if the core is absorbing (blue curve
in Fig. 4(a)), like the SP mode of the Au core, these two
SE modes (EL1 and EL2) merge leading to a single broad
peak as shown by the red curve in Fig. 4(a).

Since the SP mode (Ec) of the Au core cannot be
changed without changing the geometry, we vary the ma-
terial absorption (Em) of the TDBC shell to study the
effect of the energy difference between the SP mode and
the SE modes (EL1 and EL2). In other words, we vary
the Em = E0 in Eq. (1) for TDBC shell, as 1.9 eV, 2 eV,
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FIG. 4. (a) Absorption spectra of TDBC shell possessing two SE modes (EL1 and EL2) along with the material absorption
(Em), when located around an inert dielectric core (green curve). An absorbing core along with the shown absorption (blue
curve) yield merging of the two SE modes (red curve). (b) Absorption spectra as a function of energy difference (E −Em) for
the TDBC shell and the Au core-TDBC shell system for different values of Em (1.9 eV, 2 eV, 2.1 eV, 2.2 eV, and 2.3 eV). On
each curve (except the black one), the thick black vertical line represents the position of the SP mode of the Au core (Ec = 2.28
eV) on the energy difference scale. In (a)-(b), two SE modes of the TDBC shell (EL1 and EL2) and the material absorption
of TDBC (Em) are shown by the vertical dashed black lines while in (b), the lower (LP) polariton branch is shown by the
tilted black dashed line. In the figures, absorption means absorption efficiency, i.e., absorption cross-sections normalized by
geometrical cross-section. (c) Energy splitting (Em −ELP ) as a function of detuning (Ec −Em) where the red squares on the
red curve depict the discrete data points.

2.1 eV, 2.2 eV, and 2.3 eV to attain different amounts
of detunings (Ec − Em). In Fig. 4(b), the black curve
shows the position of EL1, EL2, and Em on the energy
difference scale centered at the material absorption of
the TDBC shell (E−Em). All other curves in the figure
show the absorption of Au core-TDBC shell system as
the function of the energy difference from the material
absorption (E − Em) for different values of Em (1.9 eV,
2 eV, 2.1 eV, 2.2 eV, and 2.3 eV). On each curve in Fig.
4(b) (except the black one), the thick black vertical line
represents the position of the SP mode of the Au core
(Ec = 2.28 eV) on the energy difference scale. From the
figure it is clear that for Em = 2.1 eV (green curve),
EL2 and Ec are spectrally tuned. For Em = 2.2 eV (vi-
olet curve), EL1 and Ec are spectrally tuned while for
Em = 2.3 eV (yellow curve), Em and Ec are spectrally
tuned. For Em as 1.9 eV and 2 eV (red and blue curves),
only the broad tail of the SP mode partially overlaps with
EL1, EL2, and Ec.

From the absorption of the coupled system we can infer
that in all cases (Em as 1.9 eV, 2 eV, 2.1 eV, 2.2 eV, and
2.3 eV), EL1 and EL2 merge into a single broad peak
due to the presence of an absorbing Au core like the case
reported in Fig. 4(a) (red curve). In addition to the
features present in TDBC shell, shown in Fig. 4(a), all
the absorption curves of the coupled system (Fig. 4(b))
show a clear peak at energies lower than the material
absorption (Em). This peak moves as a function of the
detuning between Em and Ec, and its separation from

Em increases as the detuning decreases as shown in Fig.
4(c). This clearly indicates that the additional peak is
the LP formed by the strong coupling between the Au
core Ec and the material absorption Em as in the case of
Fig. 2. Like in that case, the UP is not well present here
either, due to Au absorption and in particular due to
interference by the SE modes. Such outcome indicates
that SE modes (EL1 and EL2) can only weakly couple
with the SP mode (Ec) while the strong coupling happens
only between the material absorption (Em) and the SP
mode (Ec).

It is worth to highlight here that SP and SE modes
can be considered as the so-called resonator modes used
to realize strong light-matter coupling. Strong coupling
between two resonator modes such as microcavity mode
strongly coupled to plasmons [23] and strong coupling
between two different kinds of plasmonic modes [24]
have been recently realized. In this regard, light cou-
pling properties of SE modes drastically differ from SP
modes since strong coupling between SE and SP res-
onator modes is not possible as we show in Fig. 4.

To further validate our claim we consider a scenario
where, unlike in the core-shell system, the SE and the SP
resonator modes are not geometrically coupled. To do so,
we consider a dimer system where a plasmonic nanoan-
tenna (Au nanobar) interacts with an excitonic nanoan-
tenna (TDBC nanosphere) as schematically shown in the
top left corner of Fig. 5. The dimensions of the Au nano-
bar in x, y, and z directions are Lx, Ly, and Lz, respec-
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FIG. 5. Absorption of the dimer system consisting of a Au
nanobar and a TDBC nanosphere (as shown in the schematic
in top left corner) plotted as a contour map. The dimensions
of the Au nanobar in x, y, and z directions are Lx (width),
Ly (length), and Lz (thickness), respectively, where Lx = 30
nm and Lz = 50 nm. The Ly is varied from 60 nm to 100
nm with a 5 nm increment. The radius (r) of the TDBC
nanosphere is 50 nm and the nanosphere is 10 nm away from
the nanobar, i.e., d = 10 nm. The dimer is excited by a
plane wave (normal incidence) polarized along Ly as shown
by the alignment (white arrow) of the electric-field vector (E).
In the contour map, the black and blue curves on the right
represent absorption of the TDBC nanosphere and the Au
nanobar with Ly = 60 nm, respectively. The SE mode of
the TDBC nanosphere (Ec) and the material absorption of
TDBC (Em) are shown by the horizontal dashed black lines.
The blue and white dashed lines depict the dispersion of the
SP mode in Au nanobar and the lower polariton (LP) branch
originated due to strong coupling of Em with the SP mode,
respectively. In the figure, absorption means absorption effi-
ciency, i.e., absorption cross-sections normalized by geomet-
rical cross-section.

tively. We consider Lx = 30 nm (width) and Lz = 50
nm (thickness) while Ly (length) is varied. The radius
(r) of the TDBC nanosphere is taken as 50 nm and the
nanosphere is kept 10 nm away from the nanobar, i.e.,
d = 10 nm. The optical response of the dimer system
for a plane wave excitation (normal incidence) polarized
along Ly, as shown in the schematic, is computed by the
finite-difference time-domain (FDTD) method [25] im-
plemented in Lumerical [26].

The absorption spectrum of the TDBC nanosphere is
presented by the black curve on the right side of Fig. 5.
Like the TDBC core in the previous case (red curve in
Fig. 2(b)), the TDBC nanosphere supports a SE mode
(Ec) as a main absorption peak along with its material

absorption (Em) as a shoulder peak. The absorption
spectrum of the Au nanobar for Ly = 60 nm is also de-
picted on the right side of Fig. 5 as a blue curve and
it is spectrally tuned with the SE mode (Ec). We vary
Ly (60 nm to 100 nm with a 5 nm increment) to shift
the absorption peak of the nanobar from Ec to Em, i.e.,
to span through the entire absorption spectrum of the
TDBC nanosphere. The dispersion of the SP mode of Au
nanobar with respect to Ly is shown by the blue dashed
line in Fig. 5.
The absorption of the coupled (dimer) system plotted

as a contour map in Fig. 5 reveals that no energy split-
ting is found when the SP mode is tuned with the SE
mode (Ec). The energy splitting is only found when the
SP mode is tuned with the material absorption (Em) of
TDBC and as a consequence, a polariton branch (LP)
emerges as shown by the white dashed line in Fig. 5.
Such outcome is in agreement with the results reported
in Fig. 4 and again confirms our claim that the strong
coupling happens only between the material absorption
and SPs. Interestingly, in Fig. 5, we do not see any upper
polariton branch and only the LP branch (white dashed
line) is visible. That is most probably because the upper
polaritons are spectrally overlapping with the SE mode
(Ec).
In conclusion, we have studied the performance of the

SE mode when employed to realize strong light-matter
coupling. We considered a core-shell nanoparticle system
having a TDBC core possessing SE mode with a generic
dye shell and compared it with the identical core-shell ge-
ometry consisting similar dye shell with a gold core (SP
mode). Our Mie calculations revealed that SE modes
can facilitate strong coupling in terms of induced trans-
parency, however, the polaritons are not visible in the
absorption due to an extremely narrow negative �{ε(ω)}
regime of excitonic materials. Moreover, as a resonator
mode, SEs provide deeper transparency and stronger cou-
pling compared to SPs.
We further examined the coupling between SE and SP

modes to explore the light coupling properties of SEs. On
one hand, we considered a core-shell nanoparticle system
consisting a Au core having a SP mode and a TDBC
shell possesing SE modes. On the other hand, we mod-
elled a dimer system where the SP mode of a Au nano-
bar is coupled with the SE mode of a TDBC nanosphere.
In both cases, our numerical findings showed that SE
modes can only weakly couple with the SP mode, while
the strong coupling happens between the excitonic mate-
rial absorption and SPs. Furthermore, when the material
absorption and a SP mode are strongly coupled, the SE
mode can overlap with the polariton and overrun it. Our
findings provide key information on the weak and strong
coupling properties of SEs and hence, important in the
context of developing novel excitonic devices for organic
nanophotonics.
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