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What do you have in mind? ERP markers of visual and auditory imagery 
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A B S T R A C T   

This study aimed to investigate the psychophysiological markers of imagery processes through EEG/ERP re
cordings. Visual and auditory stimuli representing 10 different semantic categories were shown to 30 healthy 
participants. After a given interval and prompted by a light signal, participants were asked to activate a mental 
image corresponding to the semantic category for recording synchronized electrical potentials. Unprecedented 
electrophysiological markers of imagination were recorded in the absence of sensory stimulation. The following 
peaks were identified at specific scalp sites and latencies, during imagination of infants (centroparietal positivity, 
CPP, and late CPP), human faces (anterior negativity, AN), animals (anterior positivity, AP), music (P300-like), 
speech (N400-like), affective vocalizations (P2-like) and sensory (visual vs auditory) modality (PN300). Overall, 
perception and imagery conditions shared some common electro/cortical markers, but during imagery the 
category-dependent modulation of ERPs was long latency and more anterior, with respect to the perceptual 
condition. These ERP markers might be precious tools for BCI systems (pattern recognition, classification, or A.I. 
algorithms) applied to patients affected by consciousness disorders (e.g., in a vegetative or comatose state) or 
locked-in-patients (e.g., spinal or SLA patients).   

1. Introduction 

This study aimed to investigate the psychophysiological correlates of 
perceptual and imagery processes through recording event-related brain 
potentials (ERPs). In fact, specific electrical markers of perceived and 
imagined sensory items can be helpful for BCI systems to reconstruct 
mental representations in patients paralyzed or unable to communicate 
with the outer world. A Brain-Computer Interface (BCI) usually cate
gorizes brain signals through Machine Learning or classification algo
rithms and translates them into inputs towards a computer (e.g., Ancau 
et al., 2022; Hinvest et al., 2022; Xu et al., 2020). In a previous psy
chophysiological study (Proverbio et al., 2022), we identified the ERP 
markers of perceptual processing of 10 distinct visual and auditory 
categories. In addition, we used machine-learning systems to automat
ically classify brain signals as a function of their semantic category of 
stimulation (Leoni et al., 2020, 2021). Here, ERPs collected during an 
imagery condition were closely compared with those recorded during 
the real perception of the same stimuli to identify the neural markers of 
mental images. It would be very useful to be able to find evidences of a 
similarity between perception and imagination, either of response 
pattern or electrode area, or of latency, even if delayed, in order to have 

clues as to the categorical specificity of ERP signals of imagination, to be 
used in BCI paradigms of mind reading. Abundant neuroscientific evi
dence suggests a considerable overlap in neural processing during 
perception and imagery (Pearson & Kosslyn, 2015; Pearson, 2019; 
Albers et al., 2013; Farah, 1988). The neural representation of imagined 
and perceived stimuli would be similar in the visual, parietal, and frontal 
cortex (Dijkstra et al., 2017; Dijkstra et al., 2019). Recent multi-voxel 
pattern classification studies have shown that in the early visual cor
tex, patterns of brain activity generated during mental imagery are 
similar to those generated during perception. Sensory visual features (e. 
g., stimulus orientation or spatial frequency) would be encoded in detail 
during mental imagery (Naselaris et al., 2015). Kosslyn et al. (1999) 
originally showed that magnetic pulses delivered to the medial occipital 
lobe (V1) vs other areas, impaired visual mental imagery and visual 
perception to a comparable extent. Indeed, according to a recent model 
of visual mental imagery (Dijkstra et al., 2019), early visual areas would 
play a crucial role in imagination. This model predicts a substantial 
overlap in neural processing during perception and imagery, with an 
implication of the ventral cortical visual stream and the early visual 
areas, which would provide the sensory and spatial representational 
content of visual mental imagery. Clear evidence of a V1 activation has 
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been offered, especially if the imagination requires a detailed stimulus 
processing (Le Bihan et al., 1993; Klein et al, 2000; Kosslyn et al., 1999; 
2001). Secondary visual areas, such as bilateral occipital (Zago et al., 
2010), the temporal lobes (Bartolomeo, 2002), the middle and inferior 
temporal gyrus (Moro et al., 2008) were also found active during the 
imagery of object shape, size and colour, letter shape, and animal parts. 
The left fusiform gyrus would be involved in visual mental imagery of 
orthographic material (Thorudottir et al., 2020; Ralph et al., 2017). 
Finally, fronto-parietal networks seem to play an important role in im
agery for words and pictures (Yomogida et al., 2004). Spagna et al. 
(2021) propose that a core imagery network could be a small region in 
the left fusiform gyrus (FG4 area), labelled as Fusiform Imagery Node 
(FIN). FIN would receive semantic and conceptual information from 
more anterior regions of the left temporal lobe (Ralph et al., 2017), 
while medial temporal lobe, together with the posterior cingulate, and 
the fronto-parietal attention networks, would contribute to vivid visual 
mental imagery (Fulford et al., 2018). While brain forward connections 
would convey information from the outside world, backward connec
tions would have a role in the formation of mental images in the absence 
of external bottom-up inputs (Ganis & Schendan, 2008). In this regard, 
Dentico et al. (2014) conducted a high-density electroencephalography 
study to measure cortical directed connectivity during visual perception 
and visual mental imagery and found a reversal of neural signal flow in 
parieto-occipital cortices during visual imagery as compared to 
perception. Again, Dijkstra et al. (2017) used fMRI and dynamic causal 
modelling to characterize the effective connectivity during visual 
perception and imagery and found that during perception there was an 
increase in both bottom-up and top-down coupling relative to baseline. 
According to Zanto et al. (2011), (see also Pearson, 2019) top-down 
connections from the inferior frontal gyrus are important for selective 
attention during encoding, as well as for the maintenance of visual in
formation during the delay period. Interestingly, recent evidence linked 
prefrontal cortex volume, but not V1 anatomy, with imagery vividness 
(Bergmann et al., 2016). In fact, Dijkstra et al. (2017b) showed that the 
neural overlap between imagery and perception in the entire visual 
system would correlate with experienced imagery vividness. Tackling 
the problem from a different point of view, Fulford et al. (2018) found 
that low-vividness imaginers activated a more widespread set of brain 
regions (especially in regions of the fusiform gyrus, posterior cingulate, 
and parahippocampal gyri) while visualising, than the high-vividness 
group. In summary, it seems that visual imagery would involve sen
sory areas normally involved in the processing of the specific features 
involved, but also more anterior fronto-temporal regions controlling and 
guiding attentional and memory processes. 

As for the auditory modality, the evidences lead to a similar frame
work. Halpern et al. (2004) found that secondary auditory cortex was 
significantly active during timbre imagery and perception. Primary 
auditory cortex was activated during timbre perception but was not 
activated during timbre imagery. Other PET studies investigating im
agery of music melody found an involvement of the right superior 
temporal gyrus, of the posterior parietal cortex (Zatorre et al., 2010) as 
well as the right frontal lobe and the supplementary motor area (Halpern 
& Zatorre, 1999). Other studies have investigated the ability to imagine 
music key (minor, vs major: Meyer et al., 2007), melodies (Halpern, 
1988a), and tempo (Halpern, 1988b). They found an involvement of the 
superior temporal cortex, cingulate cortex and prefrontal cortex. These 
areas are known to be quite active during music perception (e.g., 
Proverbio et al., 2020). Finally, imagery for speech would involve the 
left inferior frontal gyrus (Broca area) at the basis of speech production 
(Bookheimer, 2002; Shergill et al., 2001). 

Because of this obvious commonality between the neural bases of 
perception and imagination, it is entirely conceivable that the electrical 
activity generated in the two cases would result, at least in part, in a 
similar morphology of ERP components on the scalp. Unfortunately, not 
many EEG/ERP studies have directly compared perception and imagi
nation of simple stimuli by recording brain potentials, and not many ERP 

evidences are available. Most of the electrophysiological studies on 
imagery concern motor imagery (e.g., Lu and Yin, 2015; Wang et al., 
2021; Xu et al., 2020), or music imagery (Marion et al., 2021). 
Considering auditory imagery, Janata (2001) found that imagined notes 
(pitch) evoked similar evoked responses to the perceived notes. In 
another EEG study (Wu et al., 2011) it was found that the amplitude of 
the imagery-related late positive complex (LPC) increased with loudness 
of the imagined sound, similarly to the perceptual response. More 
recently, Zhou et al. (2019; 2020) compared readers’ ERPs when 
imagining native and non-native speech and found that imagining a 
native speaker’s voice when reading silently elicited similar ERP effects 
(N400 and P600 responses to linguistic violations) as normal silent 
reading, except that with smaller amplitudes. For the visual modality, 
Page et al. (2011) recorded evoked potentials during perception and 
imagery of colour patterns vs B/W checkerboards and correlated the 
morphology of evoked signals, finding a similarity between imagery and 
perception, as a function of stimulus type. However, they did not 
quantify amplitude or latencies of ERP components, but only considered 
the shape of waveforms. Again, Llorella et al. (2020) applied classifi
cation systems to evoked potentials recorded during imagination of a 
tree, a dog, an airplane and a house but reported partially satisfying 
results (60 % success rate in the classification). Finally, Lanfranco et al. 
(2021) applied multivariate decoding analysis to compare N170 ERP 
responses to hypnotically hallucinated, imagined and perceived faces, 
and found that classifier was able to distinguish between the halluci
nated and imagined condition over the right occipito/temporal area. 

Overall, the available knowledge about specific ERP indicants of 
class-specific imagery is quite poor, and not much related to specific ERP 
components. In this pilot study of exploratory nature, we expected that 
imagery-related ERP components, after a delay due to the timing of 
voluntarily generating mental images (estimated in about 300–400 ms), 
would share some of the morphologic properties with sensory-evoked 
components. The latter would be more anteriorly distributed (Lee 
et al., 2012; Dentico et al., 2014), being the posterior brain not actually 
stimulated by external stimuli (Dijkstra et al., 2018, 2019; Marion et al., 
2021, Xie et al., 2020). Studies on timing oscillation in human visual 
imagery (Crovitz et al., 1971) have shown that it takes 500 ms to ima
gine the letters of the alphabet, which is easier than imagining a laugh or 
a musical fragment. In Kosslyn’s series of studies participants took about 
1800–2000 ms to compare in size two imagined animals (Kosslyn, 
1980), or to generate a mental image on a pattern grid (Lewis et al., 
2011). Based on this knowledge, the experimental procedure was 
devised so that participants were given 2 full seconds for activating an 
image after the go signal, that were followed by an ISI interval for 
resetting mental representation before the next trial. 

2. Methods 

2.1. Participants 

Thirty healthy right-handed students (15 males and 15 females) 
voluntarily took part in this study as unpaid volunteers and earned ac
ademic credits for their participation. Experimental sample size was 
based on a Power Analysis performed using G*Power software (ANOVA 
repeated measures; α = 0.05, critical F = 3.354; number of trials = 40). 
All the subjects were right-handed, as determined by the Italian version 
of the Edinburgh Inventory Questionnaire (Salmaso and Longoni, 1985). 
The experiments were conducted with the written and informed consent 
of each participant. All the participants had a normal or correct-to- 
normal vision with no history of neurological or psychiatric diseases 
or drug abuse. The experiment was conducted in accordance with in
ternational ethical standards (Declaration of Helsinki, 1964), and with 
the approval of the local Ethical Committee. The project, entitled 
“Neurobiological bases of mental reconstruction of visual and auditory 
stimuli” was approved by the Research Assessment Committee of the 
Department of Psychology (CRIP) for minimal risk projects, under the 
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aegis of the Ethical committee of University of Milano-Bicocca, on 
February 3rd, 2020, protocol n: RM-2020–242). The data of ten par
ticipants were excluded after averaging and artifact rejection due to the 
excessive EEG/EOG artifacts. The final sample comprised twenty par
ticipants (7 males, 13 females), aging on average 23.9 years (SD = 3.34). 

2.2. Stimuli 

The stimuli were the same used in Proverbio et al. (2022) as well as 
in the machine learning study by Leoni et al. (2020, 2021). The whole 
picture set comprised 280 images belonging to 7 categories (infant, adult 
and animal faces, bodies, checkerboards, words and objects; 40 images 
per category). The auditory stimuli were 120 auditory files lasting 1.5 
sec and belonging to 3 different categories (40 speech items, 40 music 
items, and 40 affective vocalization items). Stimuli were matched for 
sensory (e.g., luminance, size), perceptual (i.e., sex and age of faces, sex 
and age of voices) and linguistic properties (e.g., word frequency, font). 
Pictures were also matched for shape similarity, colour hue, and position 
within categories). All the images were in colour on white background 
and were presented at the centre of the screen. Linguistic auditory 
stimuli were 40 Italian words, while emotional vocalizations were taken 
from a previously validated database (used in Proverbio et al., 2020). 
The intensity of auditory stimuli ranged between 20 and 30 dB; stimuli 
were normalized and levelled in intensity/volume. Auditory files were 
played through a set of Sennheiser headphones. 

2.3. Procedure 

Participants comfortably sat inside an anechoic and faradized cubicle 
at 114 cm of distance from a HR VGA colour monitor, which was located 
outside the cabin. Participants were asked to keep their gaze on the 
fixation point located at the centre of the screen and to avoid any ocular 
or body movement. Visual stimuli were presented in random order at the 
centre of the screen in 8 different runs lasting about 3 min each; auditory 
stimuli were presented in random order in 4 different runs lasting about 
2 min and 30 s each. Both sessions comprised a perception and an im
agery condition (see Fig. 1). The experimental session was preceded by a 
training phase. 

Pictures were followed by a grey screen acting as inter stimulus in
terval (ISI). The grey screen was meant to cancel possible retinal after
images related to the previous stimulation. A bright yellow frame at the 
edge of the screen followed, prompting the imagery condition for EEG 
synchronization. Stimulus duration was 1500 ms, while (ISI) randomly 
varied between 500 ± 100 ms. The yellow framework lasted for 2000 ms 
and was followed by an inter-trial interval (ITI) randomly varying from 
900 ± 100 ms. Participants were instructed to activate a mental image of 
the stimulus category just perceived, as vividly and clearly as possible, 
with their eyes open. The actual instructions were: ≪You will be pre
sented with images in the center of the screen, or sounds in the head
phones, followed by a screen with a yellow frame. Your task will be as 
follows: When the yellow frame appears, IMAGINE the type of image or 
sound you have just seen or heard, reconstructing it in your mind as 
vividly as possible≫. In order to maintain high levels of attention to
ward stimulation, subjects were warned that at the end of stimulation 
they would have to answer questions about the content of the stimuli 
observed. The questionnaire, administered at the end of the experi
mental session, comprised 10 questions (1 for each stimulus category), 
in which participants were asked assess the imagination easiness or 
difficulty by means of a 5-point Likert scale, where “1′′ corresponded to 
very difficult and “5” corresponded to very easy. The question (declined 
for the various stimuli) was: ≪Thinking back to the exercise of mentally 
reconstructing the images you saw during the experiment, what was it 
like to imagine …?≫. 

2.4. EEG recording and analyses 

The EEG was continuously recorded from 128 scalp sites at a sam
pling rate of 512 Hz and according to the 10/5 system (Oostenveld and 
Praamstra, 2001). Horizontal and vertical eye movements were recor
ded. Averaged ears served as the reference lead. The EEG and electro- 
oculogram (EOG) were amplified with a half-amplitude band pass of 
0.016–70 Hz. Electrode impedance was maintained below 5 kΩ. The 
EEG was recorded and analyzed using EEProbe recording software 
(ANT, Enschede, The Netherlands). Stimuli presentation and triggering 
was performed using Eevoke Software for audiovisual presentation 
(ANT, Enschede, The Netherlands). 

The EEG epochs were synchronized with the onset of stimuli pre
sentation, i.e., the actual stimulus for the perceptual condition, and the 
yellow frame for the imagery condition. A computerized artifact rejec
tion criterion was applied before averaging to discard epochs in which 
eye movements, blinks, excessive muscle potentials or amplifier block
ing occurred. The artifact rejection criterion was a peak-to-peak 
amplitude exceeding 50 μv, and the rejection rate was ~5%. ERPs 
were averaged off-line from − 100 ms before to 1500 ms after stimulus 
onset for the perception condition and from − 100 m to 2000 ms for the 
imagery condition. ERP components were identified and measured with 
reference to the average baseline voltage over the interval of − 100 to 0 
ms at the sites and latencies at which they reached their maximum 
amplitudes. The electrode clusters and time windows for measuring and 
quantifying ERP components of interest were based both on previous 
literature and on the determination of when and where (on scalp sur
face) they reached their maximum values. The ERP time windows were 
centered on the peak (positive or negative) of maximum amplitude 

Fig. 1. Time sketch of the experimental procedure. The yellow frame prompted 
the imagery condition, while fixation was paid to the fixation centre (a little 
circle). (Top row) Visual stimulus were randomly presented alternating 
perceptual and imagery conditions. (Middle row) Auditory stimuli were also 
randomly presented alternating a perceptual and an imagery condition. (Lower 
row). The timing indicates the temporal sequence of the experimental pro
cedure. (For interpretation of the references to colour in this figure legend, the 
reader is referred to the web version of this article.) 
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when a prominent inflection point in the electrical signals was identi
fiable, and on wider time intervals for longer monotonic potentials. ERP 
waves were filtered offline with a bandpass filter of 0.016/30 Hz for 
illustration purposes. 

The mean area amplitude values of the ERP components of interest 
were subjected to repeated-measure ANOVAs whose factors of vari
ability were stimulus category (depending on the stimuli of interest), 
electrode (depending on the component of interest) and, where possible, 
hemisphere (left, right). Tukey (HSD) post-hoc comparisons (p < 0.01) 
were used for contrasting means. The Greenhouse-Geisser correction 
was also applied to compensate for possible violations of the spher
icity assumption associated with factors that had more than two levels. 
In this case, the degrees of freedom accordingly modified are reported 
together with the epsilon (ε) and the corrected probability level. 

The individual scores obtained from the imagery questionnaire were 
subjected to repeated measures ANOVA. The electrophysiological ana
lyses relative to the imagination condition are detailed below: 

Living stimuli (adult faces, animal faces, and infant faces). The mean 
area amplitude of N2 response was recorded from posterior/temporal 
(P7, P8) and occipito/temporal sites (PPO9h, PPO10h) in the 280–380 
ms temporal window. 

Non-living stimuli (words, checkerboards, and objects). The mean 
area amplitude of 3 late-latency deflections to non-living stimuli during 
imagination was recorded, respectively: from temporo/parietal sites 
(P7, P8) between 700 and 900 ms, from occipito-temporal sites (PPO9h, 
PPO10h) between 900 and 1100 ms and from frontal sites (F3, F4) be
tween 900 and 1100 ms. 

Auditory stimuli (emotional vocalization, music, and words). The 
mean area amplitude of P2-like response was recorded from central and 
parietal sites (C1, C2, P3, P4) in the 400–600 ms temporal window. The 
mean area amplitude of the P300-like response was recorded from 
frontal and fronto-central sites (AF3, AF4, FFC1h, FFC2h) in the 
700–900 ms temporal window. The mean area amplitude of the N400- 
like response was recorded from anterior and fronto-central sites (AF3, 
AF4, FFC1h, FFC2h) in the 1000–1200 ms temporal window. 

Auditory vs Visual stimuli. The mean area amplitude of the PN 
response was recorded from frontal and central sites (Fz, Cz) in the 
200–400 ms temporal window in response to auditory and visual 
stimuli. 

ERP data were also statistically compared to the data collected 
during the perception condition (see also Proverbio et al., 2022). The 
ANOVA factors were the same of the imagery analysis with the addition 
of the between-group factor condition (imagery vs perception). The 
following ERP components were quantified and analysed: 

Living stimuli (adult faces, animal faces, and infant faces). The mean 
area amplitude of N2 response was recorded from posterior/temporal 
and occipito/temporal sites (P7,P8, PPO9h, PPO10h) in the 280–380 ms 
temporal window for both the perception and imagination condition. 

The mean area amplitude of the centro/parietal positivity (CPP) 
response was recorded from centroparietal sites (Cpz, Pz) in the 
400–600 ms temporal window, for both the perception and imagination 
condition. The late CPP (LCPP) response was recorded from the same 
sites in the 600–900 ms temporal window. The mean amplitude of the 
anterior negativity response was recorded from anterior frontal areas 
(AFp3h, AFp4h, AFz, Fpz, Fz) in the 200–400 ms time window for the 
perception condition, and in the 500–700 ms temporal window for the 
imagery condition. The mean area amplitude of the anterior positivity 
was recorded from fronto-central sites (AFz, Fz) in the 600–800 ms time 
window for the perception condition, and in the 1000–1200 ms tem
poral window for the imagery condition. 

Auditory stimuli (emotional vocalization, music, and words). The mean 
area amplitude of the P300 response was recorded from fronto-central 
and central sites (FFC1h, FFC2h, C1, C2) in the 400–500 ms temporal 
window for the perception condition, and from anterior and fronto- 
central sites (AF3, AF4, FFC1h, FFC2h) in the 700–900 ms temporal 
window for the imagery condition. The mean area amplitude of the 

N400 response was recorded from parietal and centro/parietal sites 
(CCP1h, CCP2h, P3, P4) in the 450–650 ms temporal window for the 
perception condition, and from frontal and fronto-central sites (AF3, 
AF4, FFC1h, FFC2h) in the 1000–1200 ms temporal window for the 
imagery condition. 

Auditory vs Visual stimuli. The mean area amplitude of the PN300 
response was recorded from frontal and central sites (Fz, Cz) in the 
200–400 ms temporal window in response to auditory and visual stimuli 
for both the perception and imagination condition. 

3. Results 

Behavioural data. The repeated measures ANOVA performed on the 
individual imageability scores of visual and auditory stimuli showed the 
significance of sensory modality (F (1,17) = 6.06, p < 0.05; ε = 1), 
indicating that auditory stimuli (4.07, SD = 0.58) were rated as easier to 
imagine than visual stimuli (3.77, SD = 0.49). For all stimuli (visual: t 
(17) = 6.66, p < 0.001, auditory: t (17) = 7.88, p < 0.001; ε = 1) scores 
were significantly higher than the scale midpoint, indicating that sub
jects evaluated the imagination task not particularly difficult. The 
ANOVA also showed the significance of category factor (F (9,153) =
3.56, p < 0.01). Post-hoc comparisons showed that participants 
considered imagining dressed bodies (3, SD = 1.08) significantly more 
difficult than imagining animal’s faces (4, SD = 0.77), checkerboards 
(3.9, SD = 1.08) familiar objects (4.06, SD = 0.72), words (4.11, SD =
0.96), music (4.06, SD = 0.80), speech (4.1, SD = 0.76), emotional 
vocalizations (4.06, SD = 0.87). This might reflect indeterminacy and 
increased indecision related to the specific clothing to be imagined. 

3.1. Electrophysiological data 

Imagery vs perception. Category-related modulations of N170, N2, 
P2 and P300 responses were not found in the imagination condition. 
ERPs recorded during imagery showed an overlap of early potentials 
across classes (reflecting perceptual processing of the bright frame) as 
can be appreciated in Fig. 2. Since the bright frame, prompting imagery, 
was identical for all conditions, regardless of the visual or auditory 
category to be imagined, any difference in the amplitudes of the ERPs 
should be related to category-dependent imaginative processes, whereas 
a small and constant part of the sensory signal (e.g., within 50–250 ms) 
would reflect the VEPs evoked by the probe (visible in Fig. 2). 

A repeated measure ANOVA was performed on the mean area 
amplitude of N2 response recorded from posterior/temporal and occi
pito/temporal sites (P7,P8, PPO9h, PPO10h) in the 280–380 ms tem
poral window in the imagery condition. The results showed the 
significance of Electrode factor, with larger N2 responses over posterior 
temporal site (F(1, 29) = 4.9108, p = 0.034; ε = 1). However, Category 

Fig. 2. Grand average ERPs recorded at left occipito/temporal sites during the 
visual perception and imagination of non-living objects. A lack of ERP modu
lation can be observed for the N170, N2, P2, and P300 components during 
imaging, due to the lack of sensory stimulation. 

A.M. Proverbio et al.                                                                                                                                                                                                                           



Brain and Cognition 166 (2023) 105954

5

factor was not significant (F(2, 58) = 1.9, p = 0.145; ε = 0.95), thus 
indicating that imagery-related brain responses were not modulated by 
stimulus category (adult faces, animal faces, infant faces) earlier than 
400 ms post-stimulus. 

A further ANOVA was performed on N2 responses recorded from 
occipito/temporal sites (P7, P8, PPO9h, PPO10h) in the 280–380 ms 
temporal window in the imagery vs perception condition. The effect of 
category was not significant but only in interaction with condition (F 
(2,58) = 5.46, p < 0.006; ε = 0.85, adj. p < 0.01). Tukey post-hoc 
comparisons showed that, while N2 was not modulated at all by stim
ulus category during imagery, it was strongly modulated during 
perception. Post-hoc comparisons showed only for perception a signifi
cant difference (p < 0.001) between infant (4.70 µV, SD = 0.47) and 
other faces (adult = 3.94 µV, SD = 0.40; animal = 3.58 µV, SD = 0.46). 

Later ERP waves (presumably reflecting the activation of mental 
images) were instead strongly affected by stimulus category, similarly to 
the perceptual condition, but predominantly at anterior sites (see Fig. 3). 

Visual stimuli: Living. The ANOVA performed on the centro/parietal 
positivity (CPP) (400–600 ms) showed the significance of condition (F 
(1,19) = 12.53, p < 0.005; ε = 1), with smaller amplitudes during the 
imagery (-1.05 μV, SE = 0.36) than perception condition (0.99 μV, SE =
0.47). A significant effect of category was also found (F (1,19) = 10.22, 
p < 0.005; ε = 1), with much larger CPP responses to infant faces (0.51 
μV, SE = 0.35) than human bodies (-0.57 μV, SE = 0.35), in both con
ditions (imagery and perception) as can be observed in Fig. 4. 

The ANOVA performed on the amplitude values of LCPP (600–900 
ms) revealed the significance of condition (F (1,19) = 41.63, p < 0.001; 
ε = 1) with larger potentials during the perceptual (1.73 μV, SE = 0.28) 
than imagery condition (-0.57 μV, SE = 0.32). There was also a signif
icant effect of category (F (1,19) = 20.99, p < 0.05; ε = 1) with much 
larger LCPP responses to infant faces (0.94 μV, SE = 0.30) than body 
stimuli (0.22 μV, SE = 0.29), regardless of condition. 

The ANOVA performed on the Anterior Negativity revealed the sig
nificance of condition (F (1,19) = 21.62, p < 0.001; ε = 1) with larger 
responses during the perception (-4.64 μV, SE = 0.77) than imagery 

condition (-1.60 μV, SE = 0.33). A significant effect of category was also 
found (F (3,57) = 11.37, p < 0.001; ε = 0.75, adj. p = 0.001). Post-hoc 
comparisons showed that AN to human faces (especially infant faces (p 
< 0.0001 = -4.05 μV, SE = 0.67, but also adult faces (-3.73 μV, SE =
0.59) was much larger than to bodies (-1.85 μV, SE = 0.38) and animal 
faces (-2.84 μV, SE = 0.53). 

The ANOVA performed on the amplitude of the anterior positivity 
revealed a significant effect of condition (F (1,19) = 4.51, p < 0.05; ε =
1) with larger amplitudes during the perception (0.28 μV, SE = 0.53) 
than imagery condition (-1.18 μV, SE = 0.51). The ANOVA also showed 
the further significance of stimulus category (F (1.19) = 15.86, p <
0.001; ε = 1) with much larger anterior positivities to animal (0.18 μV, 
SE = 0.36) than adult faces (-1.07 μV, SE = 0.47). 

Auditory stimuli. ERPs to auditory stimuli are depicted in Fig. 5. The 
ANOVA performed on fronto/central P300 response revealed a signifi
cant effect of category (F (2,34) = 14.17, p < 0.001; ε = 1), with larger 
(p < 0.0001) responses to music (2.17 μV, SE = 0.42) compared to 
emotional vocalizations (0.14 μV, SE = 0.47) and words (0.31 μV, SE =
0.45). This finding can also be appreciated by looking at topographical 
maps of Fig. 6 (left). The interaction between condition (imagery, 
perception) and category proved significant (F (2,34) = 7.72, p < 0.005; 
ε = 1). Post-hoc comparisons showed highly significant differences (p <
0.0001) between P300 to music and voices in both conditions (Percep
tion: music = 3.37 μV, SE = 0.83; emotional vocalization = 0.18 μV, SE 
= 0.84; words = 0.58 μV, SE = 0.77. Imagery: music = 0.97 μV, SE =
0.38; vocalizations = 0.09 μV, SE = 0.33; words = 0.03 μV, SE = 0.51). 

The ANOVA performed on the amplitude values of centro/parietal 
N400 response revealed a significant effect of condition (imagery, 
perception) (F (1,17) = 22.84, p < 0.001; ε = 1), with larger negativities 
during the perception (-0.54 μV, SE = 0.28) than imagery condition 
(1.18 μV, SE = 0.31). A significant effect of category, independent on 
condition, was also found (F (2,34) = 11.13, p < 0.0001; ε = 0.91, adj. p 
= 0.0003). Relative post-hoc comparisons indicated that N400 to speech 
(-0.40 μV, SE = 0.34) and emotional vocalizations (0.21 μV, SE = 0.30) 
was significantly larger than that to music (1.13 μV, SE = 0.25), as 

Fig. 3. Grand average ERPs recorded at anterior (top) and posterior (bottom) sites in the perceptual (left) and imaginative (right) conditions, during processing of 
living and non-living visual stimuli. It can be noted that, during imagination, the category-dependent modulation of ERPs was long latency and more anterior, with 
respect to the perceptual condition. 
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shown in waveforms of Fig. 5. Moreover, the effect of hemisphere 
proved significant (F (1,17) = 5.84, p < 0.05; ε = 1), with larger N400s 
over left (0.23 μV, SE = 0.22) than right hemisphere (0.41 μV, SE =
0.25). 

Auditory vs Visual stimuli. The ANOVA performed on the amplitude 
values of PN300 deflection showed a significant effect of category (F 
(1,19) = 65.37, p < 0.001; ε = 1). A greater negativity was recorded in 
response to visual (-1.51 μV, SE = 0.38) than auditory stimuli (2.87 μV, 
SE = 0.37). The interaction between condition (imagery, perception) 
and stimuli was significant (F (1,19) = 21.89, p < 0.001; ε = 1), but post- 
hoc comparisons showed strong differences across modalities (p <
0.0001) in both conditions. The visual perceptual condition elicited 
slightly stronger signals than the auditory conditions, with respect to 
imagery (Perception: visual = -2.80 μV, SE = 0.61; auditory = 3.97 μV, 
SE = 0.61. Imagery: Visual = -0.23 μV, SE = 0.30; auditory = 1.77 μV, 
SE = 0.38. Perception - Imagery: Visual = 2.57, Auditory = 2.2). 
Topographical maps of Fig. 6 (right) show the similar scalp distribution, 
across perceptual and imagery conditions, of PN300 as a function of 
sensory modality. 

ERP responses specific to Imagery: The specific ERP responses 
recorded during imagination are visible in Fig. 5 (right column). 

Visual stimuli: Non-living. The ANOVA performed on the amplitude 
values of the late latency responses recorded over the temporo/parietal 
sites (P7, P8) in the 700–900 ms time window, over the occipito/tem
poral sites (PPO9h, PPO10h) in the 900–1100 ms time window, and over 
the frontal sites (F3, F4) in the 900–1100 ms time window, did not show 
any significant effect of category. ERPs then did not show a semantic 

specificity for either words, checkerboards or objects in the imagination 
condition. 

Auditory. The ANOVA performed on the P2-like (400–600 ms) 
amplitude values revealed a significant effect of category (F (2,38) =
5.72, p < 0.001; ε = 0.955; adj. p = 0.0076), with larger responses to 
emotional vocalizations (0.07 μV, SE = 0.26) than music (-0.92 μV, SE =
0.36) and speech (-0.83 μV, SE = 0.37), as can be appreciate in Fig. 5. A 
significant effect of hemisphere was found (F (1,19) = 7.82, p < 0.05), 
showing larger responses over the right (-0.45 μV, SE = 0.29) than the 
left hemisphere e (-0.67 μV, SE = 0.27). The ANOVA performed on the 
P300-like amplitude values (700–900 ms) revealed a significant inter
action of category X electrode (F (2,38) = 3.37, p < 0.001;; ε = 0.95; adj. 
p = 0.0047). P300 to music (1.05 μV, SE = 0.30) was significantly more 
positive than P300 to vocalizations (0.12 μV, SE = 0.30) and words 
(-0.07 μV, SE = 0.44), at all sites, and regardless of condition, but 
especially at anterior sites (AF3, AF4), as shown in Fig. 5. The ANOVA 
performed on the N400-like (1000–1200 ms) amplitude values revealed 
a significant effect of category (F (2,38) = 3.45, p = 0.04; ε = 0.99; adj. 

Fig. 4. Visual ERPs. Grand average ERP waveforms showing late-latency 
category-related modulations for visual stimuli (living). The left column 
shows ERPs related to stimulus perception, while the right column shows ERPs 
related to stimulus imagination. There were several similarities in the 
morphology and amplitude modulation of ERPs, with some time lag for 
imagination. 

Fig. 5. Auditory ERPs. Grand average ERP waveforms showing late-latency 
category-related modulations for auditory stimuli. The left column shows 
ERPs related to stimulus perception, while the right column shows ERPs related 
to stimulus imagination. There were several similarities in the morphology and 
amplitude modulation of ERPs, with some time lag for imagination. 
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p = 0.041), with larger responses to words (0.80 μV, SE = 0.44) than 
music (1.86 μV, SE = 0.30), but not compared to vocalizations (1.24 μV, 
SE = 0.37), except that at anterior frontal sites where the difference with 
vocalization was significant (p < 0.001). 

4. Discussion 

The study aimed to identify reliable electrophysiological markers of 
the imagination of visual and auditory stimuli belonging to 10 semantic 
categories. The goal was to provide valuable tools for the development 
of BCI systems for patients and healthy users. For example, several 
studies have effectively used EEG data (functional and effective con
nectivity, wavelet and frequency) for decoding multiple object cate
gories from electroencephalographic signals through multiclass 
classifiers and machine learning systems (Taghizadeh-Sarabi et al., 
2015; Daliri et al., 2013; Behroozi et al., 2016). Overall, the EEG/ERP 
approach to BCI seems rather promising, not least because it does not 
suffer from the disadvantages of neuroimaging techniques. The major 
disadvantages of fMRI-BCI are its high cost, non-portability, complexity 
of development and usage, the relatively low-temporal resolution and 
the fact that BOLD is an indirect measure of neuronal signaling. In fact 
the majority of BCI systems are based on electroencephalogram (EEG) 
frequency analysis (e.g., for motor imagery) or P300 detection (Leoni 
et al., 2022). Overall, the data showed that brain signals were always of 
higher amplitude during perception than imagination, for all stimulus 
types and sensory modalities. This finding fully agrees with previous 
neuroimaging evidence describing imagination as a kind of weaker and 
noisier perceptual experience (Pearson et al., 2015), whereas the latter is 
more vivid and detailed (Dijkstra et al., 2017). Indeed, a correlation has 
been found between the vividness of imagery and the similarity of BOLD 
responses for perception and imagery in early visual cortex (Lee et al., 
2012). Overall, ERP deflections related to imagery and sensitive to 
stimulus category were delayed by approximately 200–400 ms 
compared to the perception data, probably because they reflected access 
to mental representation, image reconstruction, and working memory, 
processes that take longer than purely sensory ones. Indeed, while it is 
known that visual ERPs are affected by facial information since P1 la
tency level (e.g., Rossion and Caharel, 2011), here imagery-related ERPs 
were not even affected by face category (infant, adult, animal) at N2 
level (280–380 ms), which usually reflects advanced object/face pro
cessing along the ventral stream, because of the lack of incoming sensory 

inputs. 
Dijkstra et al. (2018) study on the dynamics of visual imagination 

had also shown a different timing and scalp distribution of brain activity: 
compared to perception, imagination processes were detected signifi
cantly later, as more time is needed to generate internal representations 
based on purely top-down processes. They measured MEG signals while 
volunteers perceived or imagined faces vs houses and after having 
trained classifiers on perceptual data, analyzed imagery data. During 
imagery, category information could be decoded significantly from 540 
ms after cue onset, with a peak at 1073, but a similarity with perception 
was also found around 300 ms. The author concluded that the genera
tion of a visual representation from a cue takes longer than the activa
tion via bottom-up sensory input. Up to now, not much detail have 
accumulated in the literature on the ERP components elicited by 
imagination, not least because of the difficulty of the experimental 
paradigm, which also makes it problematic to apply classification sys
tems on imagery-related EEG signal for BCI. Therefore, the present data 
offer an unprecedented set of physiological markers indexing the 
imagining of biologically relevant visual and auditory stimuli. Table 1 
offers a comparative description of these markers, and includes de
scriptions of the electrode measurement sites, the time windows, and the 
manifested functional properties. 

Imagination of living stimuli (adult and infant faces, animals, and 
bodies). ERPs to imagined living entities were not modulated by stim
ulus category earlier than 300–400 ms in posterior brain areas. This 
differs from perceptual ERPs, which are associated with a larger N170 
response to human than animal faces (Farzmahdi et al, 2021), a larger 
anterior N2 to infant than adult faces (Proverbio et al., 2011), a larger 
parietal P2 response to bodies than faces, and a larger anterior P300 to 
animals than faces and bodies (Wu et al., 2006). Similar to the percep
tual condition, however, imagining infant faces elicited greater cen
troparietal positivity (CPP, 400–600 ms) in response to infant faces than 
bodies, as did later LCPP deflection. This commonality indicates a sim
ilarity in the mental representation of conceptual knowledge, whether 
sense-driven or internally generated (Pearson & Kosslyn, 2015; Albers 
et al., 2013; Zhou et al., 2019; 2020; Page et al. 2011). Table 1 provides a 
summary of the ERP markers of imagery identified in this study. 

In the same vein, visual perception and imagination of human faces 
(child and adult ones) were associated with greater anterior negativity 
than bodies. However, the time window was different: for the perception 
condition the effect was earlier (200–400 ms) than for the imagination 

Fig. 6. Isocolour topographical maps of grand average surface voltages recorded in the P300 and PN300 latency ranges for the perception (top) and imagination 
(bottom) conditions. The P300 to auditory stimuli was modulated by stimulus category, being much larger for musical stimuli, both imagined and perceived (left). 
The right side of the figure illustrates the effect of sensory modality (visual vs auditory) on PN300 polarity: the effect was quite similar across conditions. 
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condition (500–700 ms), as predicted in the literature (e.g., Marion et al. 
2021). Finally, animal faces elicited a higher frontal P300 (600–800 ms 
for the perception condition; 1000–1200 ms for the imagination con
dition) than adult faces for both the perception and imagination con
ditions. This finding is in line with other findings in the literature that 
indicate a greater P300 amplitude in response to animals than to objects 
(e.g., Proverbio et al., 2007). In another ERP study, it was found that 
images of animals with instructions to imagine the corresponding 
sounds (imagery) elicited larger P300 components than images of ani
mals without any imagery instructions (Wu et al., 2006), but there was 
no category contrast with other stimuli. 

Imagination of non-living stimuli (checkerboards, words, objects). 
ERP signals recorded during imagining words, objects, and checker
boards did not differ statistically in amplitude as a function of category 
in any of the time windows considered. This might suggest that imag
ined but not biologically relevant entities are associated with weaker or 
less distinctive ERP markers, which cannot be detected with the current 
technique. Previous EEG/ERP studies on imagination have indeed 
mainly involved images of actions (Su et al., 2020), music (Marion et al., 
2021), faces (Kaufmann et al., 2013; Zhang et al., 2012) or speech (Zhou 
et al., 2019). It is possible that non-living entities generate less vivid 
mental images, which is related at the neural level to weaker signals and 
less focused activation (Fulford et al., 2018). 

Auditory imagination. The data relative to auditory imagination 
showed consistent commonalities with perception. This pattern of re
sults fits with previous neuroimaging literature showing a large overlap 
in neural processing during perception and imagery. Similar to 
perception (cf. Proverbio et al., 2022), a P2-type response (400–600 ms) 
was identified whose amplitude was greater for emotional vocalisations 
than for music or speech, and with a similar right hemispheric lateral
isation. Interestingly, in auditory perception P2 is the earliest response, 
being sensitive to the emotional content of speech stimuli and vocal
isations (Paulmann & Kotz, 2008; Paulmann, Seifert, & Kotz, 2010). The 
data also showed a P300-like anterior response to music (700–900 ms) 
that can be compared to the P300 fronto/central component (400–500 
ms) found in the perception condition. This suggests that musical 
imagination shares some commonalities with musical perception 
(Dijkstra et al., 2019). Indeed, Regev et al. (2021) found that specific 
contents of conscious experience are similarly encoded during imagery 
and music perception, as reflected in the activity of auditory cortices. 
These findings are in line with previous ERP literature reporting larger 
frontal P300 responses in response to pleasant versus unpleasant music 
(Kayashima et al., 2017). In addition, a frontocentral N400-type 
response was identified in this study, which was larger for speech than 
for vocalisations and music, and with a left topographic distribution. 
This response was very similar to the left lateralised N400 response 
(450–650 ms) found in the perceptual condition (Proverbio et al., 2022). 
A large literature on ERPs predicts that the N400 component of ERPs is 
strongly associated with semantic and word processing (e.g., Kutas and 

Federmeier, 2011) and reflects the processing load in word compre
hension (Zhang et al., 2021). The asymmetry of the left hemisphere for 
language processing and word reading in particular is supported by an 
extensive neuroimaging and electromagnetic literature (for a review, see 
Richlan 2020), as well as clinical data. Given these similarities, it can be 
hypothesised that the N400-like frontocentral response recorded in this 
study, during imagining spoken words, acts as a robust marker of this 
mental content in BCI systems. It should be noted that in other studies on 
imagination (Zhou et al., 2019; 2020) the N400 to imagined words 
behaved similarly to the N400 to perceived words during listening/ 
imagining native and non-native speech. 

ERPs also showed unambiguous and clear indices of the sensory 
modality of the stimulus: visual stimuli as a whole elicited much greater 
negativity at fronto-central sites (200–400 ms) than auditory stimuli. 
The same pattern, albeit weaker, was recorded in the imagery condition, 
with the visual stimuli generating a large negative deflection and the 
auditory stimuli generating a positive wave. Overall, perception and 
imagination were associated with partially common electro/cortical 
markers (Marion et al., 2021), especially for biologically relevant stimuli 
(Xie et al., 2020; Dijkstra et al., 2019; Pearson, 2019; Regev et al., 2021). 
During imagination, ERP deflections were generally delayed by about 
300 ms relative to perception, which supports very recent EEG/ERP 
evidence (Marion et al. 2021) that testifies to the cognitive level of 
conscious representation of different stimulus categories. Category- 
specific modulation of ERPs was predominantly anterior during imagi
nation, further supporting this hypothesis (Lee et al., 2012; Dentico 
et al., 2014; Dijkstra et al., 2017; Maier et al., 2020). According to the 
available literature, neural representations of imagined and perceived 
stimuli are similar in visual, parietal and frontal cortex and appear to be 
based on similar top-down connectivity. Since imagination lacks 
bottom-up information, shared representations between imagination 
and perception would specifically emerge in the alpha frequency band, 
which carries feedback information (Dijkstra et al. 2019; Xie et al., 
2020). The ERP markers of category-specific processing described above 
have been identified through expert neuroscience-based supervised 
analysis, but this information can be extremely useful for establishing 
spatial or temporal constraints for automatic classification systems (e.g., 
Azinfar et al., 2013, Yan et al., 2021; Ash and Benson, 2018; Jebari, 
2013; Pires et al., 2011; Shan et al., 2018; Su et al., 2020). Indeed, the 
analysis of ERP and brain signals associated with images are valuable 
tools for artificial intelligence systems dedicated to reconstructing 
mental representations related to different categories of visual and 
auditory stimuli (Jin et al., 2012; Lee et al., 2019; Power et al., 2010). 

In conclusion, the aim of this study was to investigate the brain 
mechanisms underlying the generation of visual and auditory mental 
imagery with respect to actual perception. Not only was a strong simi
larity found between the perception and imagery conditions (whose 
ERPs were distributed more anteriorly and delayed in time by approx
imately 300–400 ms), but 8 different ERP markers, defined by their 

Table 1 
ERP markers of visual and auditory imagery identified during the imagery condition, according to statistical analyses performed across stimulus categories. For each 
ERP component of interest, the latency in ms, the recording sites/areas on the scalp and their functional properties are detailed.  

Summary 

Category Peak Latency 
(in ms) 

Scalp Area Electrodes Functional Properties 

Visual Imagery 
Infant faces CPP 400-600 centroparietal Cz, CPz Larger to infant faces than bodies 
Infant faces LCPP 600-900 centroparietal Cz, CPz Larger to infant faces than bodies 
Human faces AN 500-700 anterior frontal AFp3h, AFp4h, AFz, Fpz, Fz Larger to human than animal faces, and bodies 
Animals AP 1000-1200 midline frontal Afz, Fz Larger to animal than human faces 
Auditory Imagery 
Vocalizations P2-like 400-600 centroparietal C1, C2, P3, P4 Larger to vocalizations than speech, and music 
Music P300-like 700-900 anterior frontal AF3, AF4, FFC1h, FFC2h Larger to music than human voice 
Speech N400-like 1000-1200 anterior frontal AF3, AF4, FFC1h, FFC2h Larger to speech than music, and vocalizations 
Sensory modality PN300 200-400 midline fronto/central Fz, Cz Negative for visual, positive for auditory stimuli  
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polarity, electrode sites and measurement latency intervals, were pro
vided to possibly identify (in the future) mental content through BCI 
systems. 

5. Study limitations 

A possible limitation of this investigation is the presumed inter- 
individual variability in the capacity to form mental images. In princi
ple, since imagery capacities differ between individuals (Cui et al., 2007; 
Bergmann et al., 2016), some participants may have needed more time 
to form the mental image than required by the strictly synchronised EEG 
paradigm. Furthermore, it was not possible to establish whether and 
how carefully the participants were always focused on imagination, 
which is a common problem in this kind of experimental paradigms. 
Further research should determine the degree of inter-individual vari
ability in the view of BCI application on individual patients. 

Another possible limitation of the investigation is that the same set of 
data was used for analysis and for identifying the ERP peaks, which has 
been described as “double-dipping” problem in neuroscience (Krie
geskorte, et al., 2009). This problem is commonly observed when a large 
amount of data is recorded, of which only a small fraction is analyzed in 
detail and presented in a publication (as in most fMRI studies). However, 
unlike fMRI data, here the whole time series of electrical recordings 
from − 100 to 1500 ms and for almost all electrode sites are shown, so 
that the reader can see where ERP signals show a category-related 
modulation, and where they do not. Of course, a selection of the most 
representative channels for the various experimental conditions was 
necessary and this might still be problematic. Since there is not much 
knowledge about imagery ERP peaks, this issue is of difficult solution. 
Hopefully, future studies will be able to dip from the present data for 
identifying the ERP peaks, thus reducing the double dipping problem. 
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