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Abstract 

This thesis reviews three publications and also describes some further results that have not 

yet been published. In these works three different topics concerning the magnetic properties 

of small atomic clusters have been considered: the magnetic behaviour of antiferromagnetic 

Ising clusters, the possibility to use effective spin Hamiltonians to describe the magnetic 

properties of small nickel clusters, and the nature of zero-temperature phase transitions of 
small antiferromagnetic Heisenberg clusters in the classical limit. 

The Ising model is used to numerically investigate the magnetic properties of small an­
tiferromagnetic clusters with nearest-neighbour interactions. The possibility is investigated 

to use a superparamagnetic model, an interesting form of magnetism found for ferromagnetic 
Ising and Heisenberg clusters, also for the antiferromagnetic Ising clusters. The influence 
of the underlying lattice structure on the magnetic properties is demonstrated. Also, the 
effects due to incomplete atomic shells in the clusters, and to randomness of the coupling 
constants, are considered. All numerical computations have been done exactly, which caused 

us to restrict the considered size of the clusters to 30 atoms or less. 

Spin Hamiltonians have been used to describe the magnetic behaviour of bulk matter 

for more than half a century, and many significant results related to these problems have 
been obtained. However, surprisingly little is known about the effective spin Hamiltonians 
appropriate for small atomic clusters. In this work the possibility to use effective spin 
Hamiltonians for small nickel clusters to explain their magnetic properties is considered. 
Questions concerning the terms that should be included in these spin Hamiltonians, and the 

lengths of single spins of the models, have been posed, and some answers to these questions 
could be given. It turned out that the appropriate spin Hamiltonian is strongly dependent 
on the number of spins and the structure of the atomic clusters. 

In the classical limit of the Heisenberg model with antiferromagnetic exchange in­

teraction, a phenomenon analogous to zero-temperature phase transitions can be observed 
in certain clusters. Group theoretical methods were used to analyse the properties of these 

transitions. For the first time the magnetic symmetry of a classical spin system was obtained. 
We also suggest how to define the symmetry in the classical case and provide numerical ev­
idence for it. Also, a sufficient condition for a zero-temperature phase transition to occur in 

the classical limit is conjectured. 
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1 Introduction 

Well controlled experiments on magnetic properties of small transition metal clusters (Fe 
and Co) became possible in the early 90's[l, 2, 3, 4]. The experimental setup used was 
that of the Stern-Gerlach experiment(5] with accurate mass control of the clusters. When 
a magnetic cluster enters an inhomogeneous magnetic field, it is deflected into the direction 
of increasing field. By measuring the deflection profile as a function of external parameters, 
the temperature of the clusters and the value of the external field, it was possible to extract 
information about the cluster magnetism. The results for small ferromagnetic clusters cited 
above were then interpreted within the superparamagnetic model[6, 7], an interesting model 
of magnetism in which the cluster behaves as a large paramagnetic spin. 

These earliest studies concentrated on the properties of ferromagnetic clusters. Later 
on theoretical interest turned to the properties of small antiferromagnetic clusters[9, I, II]. 
Reddy and Khanna in Ref. [9] used the Monte Carlo method and concentrated on clusters 
with complete shells in low external fields and at low temperatures. In Refs. I and II this 
picture was sharpened by a detailed study of magnetic ordering in different geometries and 
lattice structures. Also, the magnetic properties of clusters with incomplete shells were 
considered together with the effect of variations in the coupling constants. 

Spin models have been used for a long time to study bulk magnetism[8) but very little 
is known about the possibility to use spin models to describe magnetism of small clusters. 
To investigate how well the spin Hamiltonian formalism can describe the magnetic behaviour 
of small clusters, one needs to know the energies and the magnetic moments of the lowest 
lying excited states. Unfortunately these kind of data are not known at present. Therefore 
we did 'computer experiments' and used numerical simulations to obtain the lowest lying 
electronic states and their magnetic moments. In Ref. III we used density functional theory 
to compute the electronic structure of small nickel clusters. We investigated the effects of 
size and symmetry of the cluster on the form of the effective spin Hamiltonian, and on the 
values of the spin Hamiltonian parameters. 

At zero temperature the magnetisation of the antiferromagnetic Heisenberg model 
with finite spin length shows a step structure as a function of external field. This is caused 
by level crossings as the ground state changes when the external field increases. Parkinson 
and Timonen showed by numerical simulations that only a few if any of these steps survive 
in the classical limit[lO] in the form of cusps in the zero-temperature magnetisation curve. 
In Ref. IV we will use group theoretical methods to obtain the conditions under which a 
transition found in the zero-temperature quantum system remains such also in the classical 
limit. 
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Theory 

2 Computation of electronic structure 

The quantum mechanical treatment of a many-body system is a very difficult problem. In 
fact as simple a system as a helium atom with two electrons lacks exact solution although we 
can solve this problem very accurately using approximative methods. During the last decades 
numerous highly sophisticated approximations to solve many-body Schrodinger equations 
have been developed. In many cases the state space is confined in some way, i.e. the allowed 
form of the wave function is restricted as e.g. in Hartree-Fock theory, in which the allowed 
wave functions are of determinant form. 

2.1 Density Functional Theory 

One of the most accurate methods for calculating the energy levels of many-body systems is 
the density functional theory (DFT) developed by Hohenberg, Kohn and Sham in the middle 
of the 1960's(ll, 12]. In that theory the basic variable is electron density p(r) instead of 
wave function. Thus the complicated wave function of 3N variables is replaced by a function 
of only three variables. This results in a considerable simplification. 

The first model, which can be treated as a special case of the current form of DFT, 
was the Thomas-Fermi model developed in the late 1920's. In this model one can already 
find one of the main ideas of DFT: the so-called local density approximation. In this case it 
means that the kinetic energy of the nonhomogeneous electron density can be calculated as 
a sum (integral) of local kinetic energies defined by the homogeneous electron density. 

2.1.1 Theoretical basis of DFT 

Logically DFT can be divided into two parts. The first part consists of the Hohenberg-Kohn 
theorems[ll], which give a theoretical justification for the use of the electron density as 
the basic variable instead of the wave function. These theorems also determine the correct 
electron density which is realised in nature out of the infinite number of available possibilities. 
The second part provides a practical method to find the correct electron density related to 
the physical system of interest. This procedure was developed by W. Kohn and L. Sham 
[12], and the result is the famous Kohn-Sham equations. 

Theorem I. The external potential of a system v(r) is determined, within a constant, 
by the ground state electron density p(r) of the system. 

This theorem shows that the electron density p of the system determines its external potential 

8 



v, and, in addition, the number of electrons N in a natural way, N = J p(r)dr. Thus the 
Schrodinger equation of the system and its solutions are determined by the electron density. 
Therefore, at least in principle, the electron density defines all properties of the system, and 
we can write the expectation value of any operator as a functional of the electron density. 
The total energy of the system can then be written as a sum of the kinetic energy T[p], 
the interaction energy of the external potential Vne [P] and the electron-electron interaction 
energy Vee [p], 

(1) 

The electron-electron repulsion term Vee [p) consists of two parts: the classical electrostatic 
energy 

J[p] 
= ! j p(r)p(r') drdr'

2 lr-r'I (2) 

and the exchange-correlation energy, which contains the non-classical effects. 

A proof of Theorem 1 as well as of Theorem 2 below, can be found for instance in Ref. [13). 

Theorem 2. If E0 is the ground state energy of a system, i.e. E0 = Ev
[Po], then for

every other density p' such that N = J p'(r)dr and p'(r) 2: 0,

(3) 

Theorem 2 states that the correct electron density p0 (r), which is realised in nature, is the 
one that gives the minimum value for the total energy. Thus, to find the electron density 
with the lowest energy, one needs to solve a variational problem with a constraint for the 
number of electrons, 

J { Ev [P] - µ [j p(r)dr - N]} = 0. (4) 

Given the ground state electron density p0, there exists a large (in fact an infinite) 
number of antisymmetric wave functions that produce the same electron density p0• However, 
using the minimum energy principle, it is possible to distinguish the correct ground state 
wave function '110 because for all the other wave functions W that give the same density p0, 

we have 

(wlHlw) > (%IHI%) 

(WIT+ ½elW) + j Po(r)v(r)dr > (WolT + ½elWo) + j Po(r)v(r)dr 

(WIT+ Veel'Vi > (%IT+ ½el'1to) • (5) 

This shows that to obtain the correct wave function that gives the ground state electron 
density p0, we must minimise the functional F defined by 

(6) 
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2.1.2 Kohn-Sham equations 

The above section provides a theorectical basis to use the electron density as a basic variable 
instead of the wave function. This is the message of the first theorem of Hohenberg and 
Kohn. The second theorem gives a criterion for how to find the correct electron density. It 
is the one that gives the lowest total energy. Now we turn to the question of how a correct 
function p(r) can be determined in practice. The procedure is called the Kohn-Sham method 
and the correct electron density can be obtained by solving the Kohn-Sham equations. 

Kohn and Sham showed that it is possible to reformulate the problem in terms of 
noninteracting electrons. In this new form the kinetic energy of the system can be handelled 
exactly. However, this leads to a supposedly small correction to the original kinetic energy, 
and therefore we must reformulate also the functional F[p). If p0 (r) is the ground state 
electron density, there exist a potential v(r) and the related Schrodinger equation (in atomic 
units) 

(7) 

such that the ground state wave function of determinant form w = 
det[11'lji2 .. -1PN] exactly 

gives the electron density Po• The kinetic energy T. of this new system is 
N l N l 

T.[p] = ('111 I:-2v';lw) = I:(wil - 2v';lwi). 
i=l i=l 

(8) 

If T and Ts are the kinetic energies of the original and the new system, respectively, F can 
be written in the form 

(9) 
where 

Exc[P] = T[p] - T.[p] + Vee[P] - J[p] (10) 
is the exchange-correlation energy. Thus the total energy of the original system is 

E[p] = tI: j w;(r, s)(-½'v°;)'lfli(r, s)dr + J[p] + Exc[P] + j p(r)v(r)dr. (11) 
t�l s 

According to the second theorem of Hohenberg and Kohn, the total energy functional E[p] 
attains its minimum for the correct electron density. Instead of making a variational search 
directly through the electron density p, we can do the search in the orbital space { Wi}­
However, the orbitals need to be orthonormal and one must solve a variational problem with 
constraints, 

(12) 

where f.ij are Lagrange undetermined multipliers. The solution of this variational problem 
leads to the famous Kohn-Sham equations 

(13) 
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p(r) 

= v(r) + j p(r') dr' + bExc[P]
jr - r'j bp(r) 

N 

L L /1/J;(r, s)/2 , 
s i=l 

(14) 

(15) 

where N is the number of electrons. The original problem has now been formulated in the 
independent-electron form. Although the explicit form of the exchange-correlation energy is 
not known, these equations are exact in principle, and have also several advantages which 
make them attractive to use. All the difficulties due to many-body interactions between 
electrons are hidden in the exchange-correlation energy Exe · The simplest approximation 
for the exchange-correlation energy proposed by Kohn and Sham is called the local-density 
approximation (LDA). The idea is to use the uniform electron gas formula locally for the 
exchange-correlation energy. This leads to the approximation 

(16) 

where txc is the exchange-correlation energy per particle of a uniform electron gas of density 
p. To approximate txc numerous proposals have been made.

For a spin-polarised system the basic variables are the electron densities po:(r) and 
r/3(r) for up and down spins, respectively, and the total electron density is p(r) = po:(r) + 
r/3(r). In this form the theory is called spin-density-functional theory. Using the same 
kind of procedure as described above for the non-polarised case, it is possible to derive the 
Kohn-Sham equations for the spin-polarised system in the form 

[-� 'v2 + v:ff 
( r)] </>;u ( r)

v:ff(r) 

pu(r) =

t;u<Piu(r) 

( ) 
j p(r')dr' bExc[Po:, r/3]

V r + + jr-r'j bp
u(r) 

N 

L l</>;u(r)I' 
i=l 

(17) 

(18) 

(19) 

where N is the number of electrons in the system, a and /3 denote up and down spins, 
respectively, and pu is the electron density for spin a-; a= a, /3. In the spin-polarised case the 
LDA-approximation is replaced by the local-spin-density approximation (LSDA). Thus the 
exchange-correlation energy is approximated by a homogeneous spin-polarised electron gas 
instead of a homogeneous spin-compensated electron gas. Among the several advantages of 
the DFT-LSDA method is that it can be applied to systems with spontaneous magnetisation. 

It should be evident from the discussion of the DFT formalism above that approximat­
ing the exchange-correlation energy is an essential ingredient in the Kohn-Sham equations. 
Thus its (approximative) form may have considerable influence on the solutions and the en­
ergy spectrum of the system. Considering the present work, it may have had some influence 
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on the results obtained in Ref. [III] for the possibility to use spin Hamiltonian formalism 
to describe the magnetism of small nikel clusters. A systematic investigation of the effects 
of different approximative forms of the exchange-correlation energy will be considered in 
forthcoming publications. 

The form of DFT presented here (as also in the computations of the electronic struc­
tures in Ref. [III)) does not take into account the possible current densities in the system. 
Therefore, the effect of orbital angular momenta on the magnetism of small clusters is ig­
nored. It is possible to include these effects into the formalism of DFT and use the so-called 
current- and spin-density-functional theory[14]. It remains to be seen if this will affects the 
results obtained in Ref. [III]. 

In addition to the methods descrihed above, these are many other methods which 
have been used to determine the electronic structure of small atomic clusters and molecules. 
For instance the tight-binding method and the Hubbard model[15] have recently been used 
to obtain the electronic structures of clusters[38, 43]. However, these methods have same 
deficiency as the DFT-LSDA method used in Ref. [III], the magnetic moments related to 
the orbital angular momenta are lacking. 

3 Spin models 

In a purely classical theory magnetism does not exist[16], and, therefore, to explain the 
magnetic properties of a solid we need a quantum mechanical description of the material. 
This means that in order to obtain information related to the magnetic properties of a 
system, we have to solve its Schri:idinger equation which in general is a very difficult task. 
As described briefly in Sec. 2, several kinds of models, which can be solved numerically, 
have been developed during the last few decades. The so-called ab initio methods, which 
do not have parameters to be fitted, are the best methods available at the moment, and 
can handle atomic clusters from ten to a couple of hundred of atoms depending on the 
number of electrons per atom involved in the computation. A spin model is an attempt 
to circumvent the difficulties which arise in solving the many-body Schri:idinger equation 
when increasing the number of electrons. The spin model is a highly idealised model, which 
compresses a large amount of information related to the electronic structure of a system 
to a few parameters that can be fitted to give the correct energy and magnetic spectrum. 
In principle it is possible to calculate the values of the spin model parameters from the 
electronic structure of the system but, this is still an unsolved problem[l 7, 18]. 

There are two main questions related to the spin models. First of all one should know 
when it is possible to use a spin model, and secondly what kind of terms should be included 
in it. For both of these questions some results are known, but they can only be considered as 
sufficient conditions[8]. Futhermore, it is difficult to confirm whether the assumptions made 
to obtain these results are valid in practical situations. Also, the length of the spin to be 
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used in these spin models needs to be more carefully analysed in the context of small atomic 
clusters. 

One thing should be made clear when spin models are used. The exchange interac­
tion is not a real interaction between spins in the same sense as for instance the Coulomb 
interaction. The true interaction responsible for the magnetic properties is the Coulomb 
force. Therefore, effective spin Hamiltonians are phenomenological. They try to describe 
the magnetic properties of a system without making reference to its electronic degrees of 
freedom. But this is very common in physics, a model is useful when it can describe in a 
consistent way the observed properties of a system. 

3.1 The sources of magnetism 

Electrons are the main source of magnetism and therefore the magnetic properties of a system 
(from atoms to the bulk) are related to its electronic properties. There are two different 
sources of magnetism due to the electrons which are roughly equal. First the electrons have 
an intrinsic angular momentum, called the spin, which gives rise to a magnetic moment. 
Furthermore, the electrons have orbital angular momenta which also generate magnetic 
moments. There is a wide variety of possibilities how these properties evolve when more 
and more atoms are put together. This diversity strongly depends on the atomic electron 
configurations and the impurities of the system. 

Only partially filled elecronic shells give a contribution to magnetism, except for a very 
small diamagnetic effect due to the contribution of filled shells. Diamagnetic susceptibility 
is of the order of 104 

- 105 times smaller than the susceptibility related to the partially filled 
shells. 

3.2 Exchange interaction 

A term related to the exchange interaction is the first term which is known to be included 
in an effective spin Hamiltonian. The concept of exchange was first introduced by Reitler 
and London when they explained chemical bonding[19). Soon after this Dirac published his 
vector model for atoms[20]. Van Vleck[21] and M0ller[22] generalised Dirac's concept, and 
they introduced the so-called effective spin Hamiltonian. Ever since the spin Hamiltonian 
formalism has been important in the field of magnetism. 

The physical picture behind the exchange interaction is related to the behaviour of 
a wave function under the exchange of coordinate and spin indices. The antisymmetry 
principle causes the electrons with the same spin to avoid each other, and it therefore seems 
that the interaction strength between the electrons depends on their spin quantum numbers. 
This is nicely demonstrated for the hydrogen molecule in Ref. [16]. When atoms are near 
each other the wave functions of the outermost orbitals begin to overlap. Thus an electron 
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found initially around atom i may later be found around atom j. This process of exchange 
of two electrons between atoms i and j is described by the Heisenberg type Hamiltonian 

(20) 

in which the combinations of the rising and lowering spin operators Sf = SJ ± iSJ are 
responsiblr. for the exchange of two electrons. In Eq. 20 it is assumed that atoms i and j 
are still so far away from each others that only the exchange of one electron pair is likely 
to occur at a time. Otherwise higher order exchange terms should be present to allow for 
simultaneous exchange of two or more electron pairs between atoms i and j. Furthermore it 
is assumed that the distance between next-nearest neighbours is so large that exchange of an 
electron pair between them is highly improbable. Thus the sum in Eq. 20 is restricted to the 
nearest neighbours. The parameter Jii is the exchange coupling constant and it describes 
the probability for the exchange to occur. 

Taking into account an applied field B, an interaction term between the field and a 
spin must be added to the Eq. 20. Thus, with an applied field, the Heisenberg Hamiltonian 
reads 

N 

11, = L Jijsi - sj - BLSf, 
<i,j> i=l 

(21) 

where N is the number of spins. It is assumed in Eq. 21 that the field B is applied in the 
direction of the z axis. 

3.3 Crystal field and higher powers of components of spin opera­

tors 

Treating the spin-orbit coupling .>.L · S by second order perturbation theory shows that a 
second order term which operates in the spin space gives a contibution to the energy, and 
therefore second order terms must also be included in the effective spin Hamiltonian[24]. 
However, the generally used second order perturbation theory means that only terms up 
to second order with respect to the coupling strength >. are taken into account. Third and 
higher order terms with respect to .>. should in principle also appear in the perturbation 
series, and hence also in the effective spin Hamiltonian. The crystal structure of a solid can 
produce additional direction dependent (an inhomogeneous electric field) terms for the local 

14 



magnetic moments through coupling of the orbital angular momenta of the electrons with 
this electric field. Depending on the symmetry of the system and the perturbations caused 
by the crystal environment, different kinds of effective spin Hamiltonians can be relevant. 
This can lead to a spin Hamiltonian of the form 

N N N 

Helf = J L Si· sj + A I:(St)2 + C I:(St)3 + D I:(St)4

, 

<i ,j> i=l i=l i=l 

(22) 

used in this work. Notice that the exchange coupling constant is assumed to have the same 
value for all pairs of spins, i.e. Jii = J. This is true for all small nickel clusters considered in 
Ref. [III) because all lattice sites of the clusters are equivalent. Also terms like (St)2 + (sn2 

and (St)4 + (S;)4 are possible[26, 27), but in this work these are neglected because the z

component of the total spin must be a good quantum number. 

Depending on the sign of the exchange coefficients J;j in Eq. 21, the Heisenberg Hamil­
tonian favours parallel (J;i < 0) or antiparallel (J;i > 0) alignment of the nearest-neighbour 
spins. As mentioned above, the crystal environment can cause highly inhomogeneous electric 
fields which produce additional interactions that may tend to align the spins e.g. in a definite 
direction in space. If these interactions are strong enough, one may get a situation in which 
the spins are likely to point in one of the two possible directions along a particular axis. In 
this case the spin operators in Eq. 21 become scalar valiables. This situation is described by 
the Ising model[23) in which the magnetic energy E of a spin configuration { S;} is 

N 

E({S;}) = L J;jS;Sj - BI:Si ' 
<i,j> i=l 

where S; = ±1 for all i. 

3.4 About the classical limit of the AFM Heisenberg model 

(23) 

In a numerical investication of the AFM Heisenberg model Parkinson and Timonen found 
that cusps may appear at zero-temperature in the magnetisation curve of the AFM Heisen­
berg model in the classical limit[lO). In the context of spin models the classical limit means 
the limit of infinite spin length, S -t oo. In this limit the spin operators of the Heisenberg 
Hamiltonian Eq. 20 become three-dimensional vectors, Si = S(sin 0i cos <{)i , sin 0i sin <{)i , cos 0i) 
where 0i, <{)i are the polar and azimuth angles, respectively, of the spin at site i . .  Evidently 
the transitions in the ground state related to these cusps have their origin in the behaviour 
of the quantum system. This makes one wonder why most of the steps (i.e. quantum tran­
sitions caused by level crossings) in the zero-temperature magnetisation curve disappear in 
the classical limit, and why classical transition points can appear at different values of the 
applied field. We investigate this question by analysing the symmetries of the ground states 
of small AFM Heisenberg clusters and by extrapolating then these results to the classical 
limit[IV]. 
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3.4.1 Computation of the symmetry of the ground state 

The ground state of the AFM Heisenberg model with a fixed applied field B may or may not 
be degenerate depending on the dimension of the subspace related to the lowest eigenvalue 
for a fixed z component of the total spin Sz. With the symmetry of the ground state we 
mean the reduction of the subspace spanned by the ground state vectors into the direct sum 
of irreducible representations of the symmetry group of the system. The reduction process 
itself is a straightforward application of representation theory of finite groups[28]. Therefore 
only a short introduction to the subject is given here. 

Let G be a (finite) group, V its representation and x a character of the representation. 
To be precise V is a finite-dimensional vector space called the representation space and the 
representation itself is a homomorphism p: G-+ GL(V), where GL(V) is a set of bijective 
linear maps from V to V. However, the representation p is commonly identified with the 
representation space V itself. From now on we also use this terminology. In general the 
representation space V has a reduction into a direct sum of the irreducible representations 
¾ of the group G, 

k 

V=ffia;V;, 
i=l 

(24) 

where k equals the number of irreducible representations of group G and a; gives the number 
of how many times the irreducible representation ¾ appears in the reduction. The value of 
a; is called the multiplicity, and is given by 

(25) 

Here N is the number of elements in the group and X; is the character of the irreducible 
representation V;. Because the character is a class function, multiplicity a; can be expressed 
as a sum over different classes Ci of group G 

(26) 

where ci is the number of group elements in the class Ci and the sum is over all classes of 
the group G.

In the actual symmetry calculation group G is the symmetry group of the system. 
The representation space V is spanned by the eigenvectors of the lowest-lying eigenvalue 
corresponding to the fixed Sz. Therefore, in order to calculate multiplicity a; using the Eq. 
26, one must take one element from each class Ci and calculate its matrix representation in 
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the space V. Finally we note that the value of character x at a point g E G is the trace of 
the matrix representation of g E G in space V, and thus it is enough to calculate only the 
diagonal elements of this matrix representation, 

d 

x(g) = Trace [Mat(g)) = L [Mat(g));; (27) 
i=l 

where dis the dimension of V.
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Main results 

About 15 years ago it became possible to measure magnetic properties of small clusters[29, 
30]. Even before that some experiments had been made using granular samples[31]. In these 
earliest experiments it was however impossible to control the sizes of the grains and make a 
distinction between thermodynamical properties of the sample and the size distribution of 
the grains of the sample. However, a new era began in the beginning of the 90s when several 
experimental results were published for ferromagnetic transition metals (Fe and Co)[l, 2, 3]. 
Also theoretical results to explain the experimental findings were published[6, 7]. One of 
the most astonishing property found in these experiments was the increace of magnetisation 
as a function of temperature of small iron clusters within a considerable temperature range. 
However, there was some controversy as to the temperature determination of these clusters 
which was not properly settled. 

At first theoretical intrest was concentrated on the ferromagnetic (FM) clusters (pa­
pers cited above), and experimental results were explained with the superparamagnetic 
(SPM) model, i.e. the clusters behave in an applied magnetic field as large paramagnetic 
spins. Also, the observed behaviour that the average magnetic moment of a cluster is smaller 
than the bulk value was interpreted through the SPM model. By assuming that thermal 
energy is larger than the anisotropy energy, a large magnetic moment can rotate almost 
freely with respect to the lattice, and the measured magnetic moment of the cluster is not 
the real moment but instead an average over its Boltzmann distribution. Taking this into 
account it was realised that the real average magnetic moments of the clusters are indeed 
larger than the bulk value. Later on interest turned to the properties of antiferromagnetic 
clusters which are in fact more complicated than those of their FM counterparts [9, I, II]. 

4 Antiferromagnetic Ising clusters 

Depending on the size and geometry (lattice structure) of a cluster, it may be impossible to 
get a unique spin configuration which minimises the energy related to its magnetic degrees 
of freedom. This phenomenon is called frustration and it was shown to be one of the main 
features when explaining the magnetic properties of AFM Ising clusters[9, II]. Frustration 
means e.g. that when one goes around a closed loop along nearest neighbour pairs with 
spin directions such that the energies between each pair are minimised, then the energy 
of the final pair that includes the first spin cannot be minimised. The simplest system 
which has this property is a system of three spins in a triangular loop. In this system it is 
impossible to minimise the magnetic energies of all pairs at the same time. The frustrated 
spins that are free to change their direction without any cost in energy are responsible for 
the paramagnetic behaviour which can be observed at low temperatures and in low applied 
fields. In Ref. [9] only low values of the applied field and low temperatures were considered. 
Also, in this reference the Monte Carlo technique was used which becomes very slow at 
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Figure 1: Magnetisation M as a function of applied field B for three Ising clusters of equal 
size (13 spins) but different lattice structure (ICO, FCC and HCP) are shown at three 
different temperatures, T = 0, 0.5 and T = 1.0. 

low temperatures[32). This is especially true for the AFM case where the ground state can 
be very complex. Therefore, in Refs. [I, II), a different kind of approach was chosen, and 
direct summation over all meaningful parts of the configuration space was used. A detailed 
description of the method is given in Ref. [33). 

4.1 Superparamagnetic model and the AFM Ising clusters 

At very low temperatures a step structure for the magnetisation curve M as a function of an 
applied field B is obtained (see Fig. 1). This results from competition between the applied 
field which tends to orient spins along the field direction, and the exchange interaction which 
favours antiparallel orientation between nearest neighbour spins. At higher temperatures 
these steps are rounded because, instead of one dominant state in the Boltzmann distribution 
as in the low temperature limit, the thermodynamical average at high temperatures of the 
magnetisation M = M(B) has contributions from several different states. 
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Figure 2: Magnetisation M as a function of applied field B of the clusters FCC-15 and 
BCC-12 at temperatures T = 0.2 and T = 0.5, respectively. Solid and dashed curves are 
obtained using the superparamagnetic model. 

Because of the frustrated spins one might expect that the SPM model could be used 
also in the case of AFM Ising clusters. In general this is not however true except for certain 
cluster geometries and at very low temperatures and applied fields. Notice also that the 
applied field B and the temperature T are in units of the coupling constant J, which for 
instance for transition metals is supposed to be smaller in the AFM case than in the FM 
case[16]. In Fig. 2 we show the magnetisation curve M as a function of applied magnetic 
field B for two different lattice structures. It can be noticed from the Fig. 2 that clear 
deviation from an SPM type behaviour occurs in the case of the FCC-15 cluster even at the 
temperature T = 0.2, and practically for all values of the applied field. However, for the 
BCC-12 cluster the SPM model describes the magnetic behaviour considerably better. In 
low applied fields clear deviation from the preclktions of the SPM model can be observed 
around the temperature T = l. 

For the AFM Ising clusters the SPM model fails mainly because of two reasons. Due 
to the AFM exchange interaction, the antiparallel spin alignment of nearest neighbours is 
favoured at low temperatures. Therefore the magnetisation of the ground state has a low 
value in a weak applied field B. On the other hand, the lowest-lying excited states have 
usually larger magnetic moments than the ground state, and thus a thermally excited single­
spin flip can cause a relatively large increace in the magnetisation. Furthermore, the lowest 
lying excited states can have relatively high degeneracy, which also causes deviation from 
the SPM type behaviour. 

These two reasons are also responsible for the anomalous behaviour of magnetisation 
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such that it increases for increasing temperature in a considerable temperature range. There­
fore, when considering AFM Ising clusters, this surprising behaviour of the magnetisation M 
as a function of temperature has quite a simple explanation. Although bulk iron and cobalt 
are ferromagnetic, recent studies[43, III] indicate that it is possible the exchange coupling 
constatnt J;j in Eq. 20 can change sign when the geometry and the average coordination 
number of the cluster varies. This means that a sign reversal of the exchange coupling 
constant J;j might happen when the cluster size increases. 

4.2 Clusters with incomplete shells 

In earlier studies only clusters with complete shells and perfect symmetry were considered[9]. 
In this work we shall mean by a shell the geometric shell defined as a set of atoms whose 
distances from the center of the cluster are the same. To see if the picture based on the 
magnetic properties of clusters with complete shells is generic, clusters with incomplete 
shells were considered[!, II]. In the formation of real clusters the total energy is minimised. 
Because cohesion is the dominant part of the total energy of a cluster, we can neglect the 
magnetic energy contribution to it when determining the geometry of the cluster. Assuming 
further that nearest-neighbour interaction is the dominant part of cohesion, it is enough to 
maximise the number of the nearest-neighbour pairs in the cluster to determine its geometry. 
However, this is not a sufficient condition for a unique geometry of the cluster, and we also 
have to classify all geometrical isomers of the cluster and their degeneracy factors. By 
different geometrical isomers we mean different geometrical arrangements which cannot be 
transformed into each other by a symmetry operation of the underlying lattice structure. 
The symmetry group in the case of bee and fee clusters is the full symmetry group of the 
cube Oh. Therefore the thermodynamical averages e.g. magnetisation of the cluster are 
weighted averages over different geometrical configurations. As reported in Refs. [I, II], 
8orne new 8teps appear in the magnetisation curve NI = M(B) at low temperatures due 
to the geometrical isomers, but these disappear rapidly for increasing temperature. It was 
proposed by Reddy et al in Ref. [9] that the dependence of the magnetic properties on the 
geometry of the cluster could be used as an indirect method to define the lattice structure 
of the cluster. We demonstrated this explicitly for bee and fee lattice structures and cluster 
sizes 12 ::S N ::S 27. The essential difference between the bee and fee clusters which is 
responsible for their different magnetic properties is that a spin in the bee clusters has no 
nearest neighbours at the same shell. Therefore the effect of adding a new spin in the system 
adds up. This is not true for the fee clusters where nearest-neighbour spins can be found at 
the same shell even in the small clusters considered in this thesis. This property introduces 
frustration into the fee systems. 
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4.3 Clusters with locally modified coupling strengths 

Motivation behind the modification of the coupling constants {Jij} is that small clusters do 
not necessarily have ideal lattice structure of any Bravais lattice[34, 35] because degeneracy 
can be reduced by lowering the symmetry of the system ( the Jahn-Teller deformation). Mag­
netic interaction between the spins is related to overlap of the electron wave functions[16]. 
At the surface of a cluster this overlap is assumed to be smaller than in the bulk. Therefore 
we used a smaller coupling strength between the surface and core spins and investigated its 
effect on the magnetic properties of the cluster. The definition of a surface spin is somewhat 
arbitrary for the small clusters considered in this work. In this case we considered a spin as 
a surface spin if its coordination number was lower than the average coordination number 
of the cluster. Another modification was to randomise the interaction strengths Jij using a 
binomial distribution. The final value for the magnetisation M is then a properly weighted 
average over the geometical isomers and a certain number of randomly picked realisations 
of {Jij}-
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Figure 3: Magnetisation M as a function of applied field B of the FCC-12 cluster averaged 
over d = 2, 10 and 25 realisations of a set { J;j} compared with the magnetisation of the 
nonrandomised FCC-12 cluster (solid curve) at temperature (a) T = 0.2 and (b) T = 1.0. 

As can be noticed from Fig. 3, magnetisation converges rapidly to that of the nonran­
domised cluster when the number of realisations of { Jij} is increased. Although Fig. 3 only 
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shows results for FCC-12 with random realisations of {Jij}, similar results were obtained 
also when the surface spins were weakly connected to the core spins. 

These observations can be understood by using the results obtained in the previous 
section when several geometrical isomers were present. Any realisation of { Jij} can be 
interpreted as a geometrical isomer. In this case the number of possible geometrical forms is 
much larger than what had to be taken into account in the previous section. Furthermore, 
this interpretation of a random realisation of { Jij} as a geometrical isomer allows us to 
generalise the results obtained beyond the binomial distribution. Our results indicate that 
variations in the coupling constants Jij of the cluster due to deviations from an idealised 
crystal structure, do not effect its magnetic propeties except at the lowest temperatures, and 
even then the effect is small. 

5 Spin Hamiltonians for small Ni clusters 

Recently spin Hamiltonians have been used in explaining the very long relaxation times 
measured for large magnetic molecules (Mn12Ac)[25, 27, 36]. Quadratic and fourth order 
terms S;, S; and S� + S! were proposed to be included in the spin Hamiltonian to explain 
experimental results. 

As has been demonstrated in numerous investigations during the last few decades, 
magnetic, optical and electrical properties of clusters can undergo dramatic changes as a 
function of cluster size [37]. Despite the big practical and theoretical interest in these small 
systems, very little has been done to find the proper spin Hamiltonians for small assemblies 
of atoms. Some efforts have been made to compute spin Hamiltonian parameters using ab

initio methods[l 7, 18]. In Ref. [III] a different kind of approach was used. Density-functional 
theory[ll] in the local spin-density approximation (DF'T-LSDA) was used to compute the 
electronic structure of small (Ni3 and Ni4) clusters. Having first solved the lowest-lying 
electronic levels and their magnetic moments, a suitably parametrised spin Hamiltonian 
which produces the DFT energy levels as accurately as possible, with correct values for 
the z component of the total spin, was constructed. In addition to the form of the spin 
Hamiltonian, also the length of individual spin was considered. 

5.1 Computation of the electronic structure 

Up to date most of the work has been concentrated on the determination of the magnetic 
moment per atom, and on how the local environment of an atom (coordination number, 
bond length) affects the magnetic properties of clusters[38, 39, 40, 41, 42]. Also, possible 
transitions between different magnetic phases (ferro-, para- and antiferromagnetic) have been 
of interest recently(43]. 
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The electronic structure of small nickel clusters has previously been computed using 
several kinds of methods[38, 39, 40, 44]. We used the ab initio Born-Oppenheimer, local­
spin-density-approximation (BO-LSDA) method devised by Barnett and Landman(45]. In 
the BO-LSDA method one solves the Kohn-Sham one-electron equations using the Kohn­
Sham method explained in Sec. 2. The current procedure uses a plane wave basis combined 
with a nonlocal separable pseudopotential for the interaction of valence electrons with the 
ions. For the computation of the exchange-correlation energy in the LSDA approximation, 
we use the parametrisation of Yosko, Wilk and Nusair[46]. Only the outermost 3d and 4s

orbitals were treated as valence orbitals, and the other orbitals as frozen core orbitals. Our 
DFT-LSDA results compare well with previous results for small nickel clusters[III]. For every 
cluster considered in this work the geometry was optimised for a fixed z component of the 
total spin. When the optimal geometry was reached, it was fixed, and the z component of 
the total spin was then allowed to relax to its optimal value (the ground state). Finally as 
many convergent electronic states as possible were computed using different values for the 
z component of the total spin and the optimised geometry for the cluster. Notice however 
that the total angular momentum of the cluster remains undetermined in the present DFT 
method because the orbital angular momentum L remains undetermined. Therefore only 
the z component of the total spin Sz due to the spins of the valence electrons is obtained. 

For Ni3 clusters two optimal geometries were found. However, only for the equilateral 
triangle several ( 4) fully converged electronic configurations with different S z values were 
obtained. For the other geometry, the linear chain, only one fully converged spin state was 
obtained, and therefore it was impossible to find a suitably parametrised spin Hamiltonian 
for the linear Ni3 cluster. For the Ni4 cluster two optimal geometries, square and tetrahedron, 
were obtained with three fully converged electronic states. The results are shown in Table 
5.1. 

Table 5.1 The total energies Etot (in eV) and the z components of the total spin Sz computed 
by the DFT-LSDA method for triangular Ni3 and tetrahedron and square Ni4 clusters. 

Cluster Etot Sz 

Nia 0.000 1 
0.344 0 
0.350 2 
1.490 3 

Ni4 (tet) 0.000 2 
0.211 1 
0.309 0 
0.000 3 
0.098 2 

0.146 1 
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5.2 The form of the spin Hamiltonian for small Ni clusters 

As already noted in the beginning of this Chapter, second and fourth order terms have quite 
recently been proposed to explain the magnetic properties of large magnetic molecules. There 
is a long tradition in using spin models to explain the magnetic properties of macroscopic 
systems[8]. As explained in Sec. 3.2, the Pauli exclusion principle causes the interactions of 
the electrons to depend on their spin quantum numbers. This leads to the exchange inter­
action which has its origin in the electrostatic interaction. Therefore, at least a Heisenberg 
type exchange interaction, 

Hex = L Jijsi . Sj'
<i,j> 

(28) 

should be included in the effective spin Hamiltonian Helf · Due to the inhomogeneous electric 
fields caused by the anisotropic electronic environment of the atoms, Hex does not describe 
properly the magnetic behaviour of the cluster. Therefore, nonlinear single-site terms should 
also be included in this Hamiltonian. We thus assume that the effective spin Hamiltonian 
Hef f takes the form 

N N N 

Helf = L Jijsi · sj + A I:(Sf)2 + C I:(Sf)3 + D I:(Sf)4
. 

<i,j> i=l i=l 

(29) 

In the first term on the right hand side summation is over all nearest-neighbour pairs, and 
N is the number of spins (atoms) in the cluster. Notice also that the term I;f:,

1(Sf)3 is 
included because small clusters do not necessarily have inversion symmetry that prevents 
the appearance of odd powers of Sf when describing the bulk magnetic properties. It is 
obvious e.g. that the equilater triangle and the tetrahedron do not have this symmetry. 
In all three clusters considered in this work all lattice sites are equivalent. Therefore the 
P-xchangP- constants .T;j havP. thP. samP. valuP. for all couplings in a givP-n dustP.r, and .T = .l;j 
is used in all computations. For simplicity, at least one of the parameters A, C or D is set 
equal to zero. Because the z component of the total spin Sz is the only quantum number 
extracted from the DFT computations, the effective spin Hamiltonian Helf must commute 
with Sz, i.e. [Helf , Sz] = 0. Thus terms like (St)2 + (sn2 and (St)4 + (Sn4 proposed 
in Ref. [26, 27] are not allowed to be included in the effective spin Hamiltonian Heff · It 
has been shown before that the local environment of an atom has a profound influence on 
its magnetic properties(42, 43, 47], and that the total spin is reduced when increasing the 
number of nearest neighbours. Therefore, we use spin lengths s = 1 or s = 2 in the effective 
spin Hamiltonian, and exclude s = 3 and s = 4 obtained by Hund's rules for the lowest­
lying electronic configurations 3d94s1 and 3d84s2

, respectively. Notice also that the sign of 
the exchange coupling constant J is considered as a free parameter. As explained in Sec. 
3.3 the real spin Hamiltonian can have terms of arbitrary orders and thus the effective spin 
Hamiltonian of Eq. 29 is only the beginning of a power series of spin operators of increasingly 
higher order. 
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5.3 The values of the spin Hamiltonian parameters for small Ni 

clusters 

In each case the values for the fitting parameters A, C or D were determined by minimising 
the sum of squares 

C 

F = l]efFT - efH (A, C, D)]2 ' (30) 
i=2 

of the differences between the spin Hamiltonian exitation energies efH (A, C, D) and the 
DFT exitation energies efFT in the same spin state Sz ; c equals the number of converged 
DFT electronic states. Possible solutions were also restricted by the constraint that the 
lowest-lying states have a z component of the total spin Sz consistent with the DFT result. 
A nonlinear optimisation NAG routine was used to solve this problem. To reduce the CPU 
time needed for the solution, the state space was split into subspaces in which Sz = 0, 1, 2, .. . 

If the optimisation routine failed to give a solution to the problem, the eigenvalue 
spectrum was computed on an interval [-10, 10] in the one parameter case with a step 
length of 0.05, and on a square [-10, 10] x [-10, 10] in the two parameter case with a step 
length of 0.25 in each direction. For clusters which do not have inversion symmetry, i.e. Ni3 

and Ni4 tedrahedron, C must be non-zero so that the effective spin Hamiltonian has the 
correct symmetry. For the same reason C must be zero for the Ni4 square. 

The best solutions to the nonlinear optimisation problem are shown in Table 5.3. For 
the tetrahedron we obtained perfect fits for spin lengths s = 1 and s = 2. On the other hand, 
the optimisation routine could not give a solution for the square, and the solution shown in 
Table 5.3 is obtained using a dense grid around the point where the nonlinear constraints 
were satisfied. As can be noticed from Table 5.3, the form of the optimal solution strongly 
depends on the geometry of the cluster. Even the signs of the exchange coupling constant 
J and the constant A can change with the geometry. This kind of transition between two 
different magnetic phases seems to be possible according to ab initio computations for nickel 
clusters[43]. This is plausible as the local environments of the atoms change considerably 
from cluster to cluster, and cause large changes in the local electron densities. This is 
especially true for the small clusters like Ni3 and Ni4 because in these systems all atoms can 
be considered as surface atoms. Notice also from the Table 5.3 that the higher order single 
site terms tend to dominate over the Heisenberg exchange interaction. 

Table 5.3 The values of the parameters in the spin Hamiltonian giving the best fit to the 
computed DFT energy levels. s is the length of individual spin, sgn(J) gives the magnetic 
phase (FM, AFM) and A/ J, C / J and D / J are the coefficients of the second, third and 
fourth order single-site terms, respectively. 
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Cluster s sgn(J) A/J C/J D/J 
Ni3 1 2.158 1.536 0 
Ni4 (tet) 1 + -1.086 1.368 0 
Ni4 (tet) 2 + 1.995 1.152 0 
Ni4 (sq) 2 -2.288 0 0.593 

6 The classical limit of the AFM Heisenberg clusters 

As explained in Section 3.2, under certain assumptions the magnetic interaction between 
two atoms can be described by the exchange of an electron pair between two atoms, and 
this leads to the Heisenberg type spin Hamiltonian. In an applied magnetic field B the 
Heisenberg Hamiltonian has the form of Eq. 21. 
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Figure 4: Magnetisation curves as a function of the applied field M = M(B) for ICO-13 at 
zero temperature. Dashed curve is for the classical ICO-13 cluster and solid curve for the 
quantum case when S = 1/2. 

In the numerical simulations of the classical AFM Heisenberg model Parkinson and 
Timonen found that at zero temperature the magnetisation curve M = M(B) is a piecewise 
smooth function or a straight line[lO]. In the quantum case this magnetisation curve M =
M(B) has a typical step structure at zero temperature. In Fig. 4 we show magnetisation 
curves at zero temperature of the ICO-13 cluster for both S = 1/2 and in the classical 
limit, i.e. for S -+ oo. Notice that in the classical system there are four transition points 
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(cusps on the M = M(B) curve). This means that most of the steps in the quantum 
system disappear in the classical limit. Notice also that in the classical limit transitions 
can appear at different values of the applied field than in the quantum systems. Evidently 
these transition points have their origin in the behaviour of the quantum mechanical system. 
We have studied these questions by analysing the symmetries of the ground states of the 
AFM Heisenberg model. To obtain some characteristic features of the systems described 
by the AFM Heisenberg Hamiltonian, we have computed the lowest-lying eigenstates of the 
AFM Heisenberg Hamiltonian as a function of applied field B for several small clusters with 
different symmetries. Analysing the symmetries of the lowest-lying states and using as high 
spin values S as possible, it seems possible to extract some general features of these systems. 
For some systems we analysed the symmetries using an arbitrary spin length S and then 
extrapolated these results to the limit S ➔ oo. 

6.1 The periodicity of the symmetry of a spin-S pair 

We start with the most simple case by considering a pair of spin-S atoms. Although this is 
almost trivial it illustrates the general features of most of the clusters. The Hamiltonian is 
now 

1l = s1 · s2 - B(sf + sD

= �[(s1 + s2)2 - s� - s�] - B(sf + sD

= 
! [T2 

- s2 - s2] - BTz
2 

1 2 

1 
= 

2
[T(T+l)-2S (S +l)]-BM, (31) 

where T = s1 + s2 . T(T + 1) is the eigenvalue of T2 and T = 0, l, 2, ... , 2S. M = rz is
the magnetisation of the cluster and so -T � M � T. The lowest energy for a given Mis

obtained for T = M. Crossover from M to M + 1 occurs at B given by 

1 1
2

M(M + 1) - BM = 

2
(M + l)(M + 2) - B(M + 1), (32) 

i.e. at B = M + l. Thus the magnetisation curve is a series of steps of equal width 1 and
height l. To determine the symmetry of each of the states which occur at each step we note
that a complete basis for the states with given Mis the set lq, M - q) b with -T+M � q � T.

Subscript b indicates a basis state.

The space group of the pair is C2v with two one-dimensional representations r1, the
trivial representation, and r2• Provided q f. M - q, the pair jq, M - q)b, jM - q, q)b can be 
written in two linear combinations: 

with symmetry r1 (33) 
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and 
with symmetry f2 • (34) 

If q = M - q then there is only a single state with symmetry r 1. Starting with the maximum 
M = 2S, there is only one state IS, S)b, so the symmetry is f1. This is clearly an eigenstate 
with T = 2S, M = 2S and energy E = S2 -2BS. Eigenstates will be written IT, M) without 
a subscript, so this is 12S, 2S). The subspace corresponding for the next highest M = 2S- l 
is two dimensional with the basis state vectors 12S, 2S - l)b and 12S - 1, 2S)b - Using these 
states it is possible to form two linear combinations with symmetries f1 (symmetric) and 
f2 (antisymmetric). The allowed values of Tare 2S and 2S - 1, so the eigenstates will be 
12S, 2S - 1) and 12S - 1, 2S - 1). Since Tis a good quantum number the first of these is 
obtained from 12S, 2S) by operating with the lowering operator T- and must have the same 
symmetry f1 . The energy is S2 - B(2S - 1). The other state, 12S - 1, 2S - 1) must have 
symmetry f2 and it has a lower energy S(S -2) -B(2S - 1) since T is lower. In conclusion 
the step on the magnetisation curve with M = 2S -1 corresponds to a state with symmetry 
f2. 
If S is higher than ½ the next highest state has M = 2S - 2. Otherwise there are no other 
steps (we consider only the case B ?'. 0). The basis has three elements with symmetries f1 

(twice) and r 2 (once). Two of these have T > M and are obtained from the two M = 2S - 1 
states by operating with T- and have the same symmetries. The remaining state with 
T = M has the lowest energy S2 

- 4S + 1 - B(2S - 2) and must have symmetry f1. This
is the symmetry of the M = 2S - 2 step. 

Therefore when M = 2S-n is reduced by one unit, the dimension of the corresponding 
subspace is increased by one. Depending on the value of n the new basis state, coming into 
play when n is increased by one, will be symmetric (r i-state) if n is odd or antisymmetric 
(f2-state) if n is even. This corresponds to a new eigenstate ITnew, Mnew) with T = Mnew =

M -n-1. According to the Eq. 32 this is the lowest eigenstate corresponding to Mnew · Thus 
the symmetry of the steps is alternating between r 1 and r 2 when M decreaces, starting with 
f1 at the maximum M = 2S. The final step, for B = 0, M = 0, has symmetry f1 for 2S
even and r 2 for 2S odd. In the limit S -+ oo the magnetisation steps become infinitesimal 
and the magnetisation curve becomes the straight line M = B for O :SB S 2S, with M = 2S
for B > 2S. The symmetry is f1 for B > 2S, but for O :S B S 2S there is not a unique 
symmetry. Instead both r 1 and r 2 are present with equal weights. This result is, to our 
knowledge, the first full analysis of the symmetry of a classical magnetic system. 

6.2 Equilateral triangle of spin-S atoms 

Three spins arranged in an equilateral triangle with equal exchange between each pair have 
Hamiltonian 

1l = s1 · s2 + s2 · S3 + S3 · s1 - B(sf + s� + sD

= ½r(s1 + S2 + S3)2 - Si - s� - s�] - B(sf + s� + sD
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(35) 

where T = s 1 + s2 + s3, T = 0, l, 2, ... , 3S , and -T � M � T. 

The symmetry group of equilateral triangle is the C3v . The group has six elements and 
there are two one-dimensional irreducible representations r 1 and r 2 and one two-dimensional 
irreducible representation f3 [48]. Just as for the pair, the lowest state with a given M has 
T = M. Crossover from M to M + 1 occurs at B = M + l. A complete basis is the set 
la, b, c) where a, b, c are the z components of the three spins. For a given M the requirement 
a+ b + c = M defines a plane with normal in the (1, 1, 1) direction. The requirements 
-S � a, b, c � S define a cube centred at the origin. The plane and the cube intersect to
form a triangle with corriers (S, S, M - 2S), (S, M - 2S, S) and (M - 2S, S, S) provided
M 2: S. For 0 � M � S the intersection is a six-sided figure with corners at (S, -S, M) and
its permutations. We need to find the number of points lying on each of these plane areas
and their types. For conciseness we show only the states with a � b � c explicitly in this
Section.

For example for S = 4, M = 7 we have 

and for M = 6 

I - 1, 4, 4) 10, 3, 4) 11, 2, 4) 11, 3, 3) 12, 2, 3), (36) 

I - 2, 4, 4) I - 1, 3, 4) 10, 2, 4) 10, 3, 3) 11, 1, 4) 11, 2, 3) 12, 2, 2). (37) 

For M = 3 we have 

I - 4, 3, 4) 1- 3, 2, 4) I - 3, 3, 3) I - 2, 1, 4) I - 2, 2, 3) 
I - 1, o, 4) 1- 1, 1, 3) I - 1, 2, 2) 10, o, 3) 10, 1, 2) 
11, 1, 1). 

(38) 

A state with a = b = c must have symmetry r 1 . A state with a = b #- c, or a #- b = c, 
has three permutations which can be written in linear combinations with symmetries r 1 and 
f3 . A state with a#- b #- c has six permutations with linear combinations with symmetries 
r1 , r2 and 2 x f3 . (This combination forms the regular representation of the group C3v.) 
Thus the complete basis for S = 4, M = 7, for example, has symmetries 

and for M = 6 
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All the states with M = 7 have T � 7. Operating on each of these with T- produces a state 
with the same symmetry and T but with M = 6. Consequently the symmetry of states with 
T = M = 6 is obtained by difference of the symmetries with M = 7 and T = M = 6, 

Hence there are 7 states in all which form the M = 6 step of the magnetisation curve. 

This method of finding the degeneracies and symmetries of each step is generalised 
to arbitrary S and arbitrary M (see Appendix A) . The final result is as follows. For integer 
S and M S S there is a cycle of 6 steps with the following symmetries 

M=6k 
M = 6k+ 1 
M= 6k+2 
M = 6k+3 
M = 6k+4 
M= 6k+5 

2kZ + fa 
2kZ + fb+ fa 
2kZ +fa+ 2fa 
2kZ + fa + 2f b + 2f a 
2kZ + 2f a + f b + 3f a 
2kZ +fa+ 2fb + 4fa , 

For S =integer+½ and MS S there is a cycle of 3, 

M
=

3k+t f1+fa+kZ 
M-3k+

i 
f1+f2+f3+kZ

M = 3k + 2 (k + l)Z . 

For M � S, putting M = 3S - n, the sequence for all Sis 

n= 6k 
n = 6k + 1 
n = 6k+ 2 
n = 6k +3 
n = 6k +4 
n = 6k +5 

kZ+f1 

kZ+fa 
kZ +f1 +fa 
kZ + f 1 + f 2 + fa 
kZ + f1 + 2fa 
(k + l)Z . 

(39) 

(40) 

(41) 

For large S the steps have massive degeneracy. This is mainly due to the large number 
of representations which are present at each step. When S is very large and M is not equal 
to O or 3S, the dominant feature is a multiple of Z. This is to be expected since the vast 
majority of states will have a # b # c. Therefore we conjecture that the symmetry in the 
classical limit is given by Z = f1 + f2 + 2f3 when M # 0, 1 in which magnetisation for 
the totally magnetised system is normalised to the unity. These results have been checked 
numerically for many different S.
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6.3 Square of spin-S atoms 

Square of four spins with equal exchange between each nearest-neighbour pairs have Hamil­
tonian 

1l s 1 · s2 + s2 · s3 + S3 · S4 + S4 · s 1 - B(sf + s� + s� + sD 
= (s 1 + s3) · (s2 + s4) - B(sf + s� + s� + sD 
= t1 · t2 - B(tf + tD, (42) 

where t1 = s1 + s3 and t2 = s2 + S4. This behaves as a pair of coupled spins with not 
necessarily equal length. In fact t 1 , t2 = 0, 1, ... , 2S, and 

1l = �[(t1 + t2)2 - ti - t�] - B(tf + t�) 

= � [T2 - t2 - t2] - BTZ 

2 
1 2 

1 
= 

2
[T(T + 1) - t1 (t 1 + 1) - t2(t2 + 1)] - BM,

where T = t1 + t2 ; T(T + l) is the eigenvalue of T2 and M = Tz . 

(43) 

For a given T and M the lowest energy is obtained by choosing the largest values for 
t i, t2 , namely t 1 = t2 = 2S. All values of O ST S 4S can be obtained with this choice. For 
a given M the lowest energy state has T = M so the energy is 

1 
E = -

2
[M(M + l) - 4S(2S + 1)] - BM. (44) 

The situation is now identical to that of two spin-2S atoms and so the degeneracies and 
the symmetries are almost similar than what was obtained in Section 6.1. However, the 
symmetries of these states are those of the group C2v, whereas the space group of the square 
is C4v· 

The relation between the irreducible representations of a group C4v and a subgroup 
C2v are in general rather complex. However, in our numerical studies of finite S for this 
system we found that the representations of the relevant states alternated between r 1 and 
r 4 in the same way as the representations of the relevant states for the pair of spins alternated 
between r 1 and r 2. We therefore believe that for all S the magnetisation steps of the square 
have representation r 1 if M is even and r 4 if M is odd. Thus the symmetry in the classical 
limit should be described by r 1 and r 4 with equal weights. Notice however that we have not 
proved that the symmetry is alternated between r 1 and r 4 for general S as was done for the 
pair of S-spins. 
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6.4 5-atom ring of spin-S atoms 

The group in this case is Csv • The Hamiltonian is 

1{ S1 · S2 + S2 · S3 + S3 • S4 + S4 · S5 + S5 · S1 
-B ( sf + s� + 83 + s: + 8D . (45) 

This Hamiltonian cannot be factorised in the same way as the previous ones, so we cannot 
obtain the symmetries for general S. Our numerical calculations on finite S � � systems 
show the following pattern. For M = 5S - n, the representation r is given by 

n 0 l 2 3 4 5 6 7 8 9 10 11 12 
T f1 f4 f3 f3 r4 f2 f4 f3 f3 f4 r1 r4 r3 . (46) 

Unfortunately dimensions of subspaces with definite M increase rapidly when Sis increaced 
and it is impossible to obtain correct period of the ground state symmetries using numerical 
methods only. However, the pattern of period 10 when repeating indefinitely would be 
consistent for the numerical results we have obtained so far. 

6.5 Tetrahedron 

The group is the tetrahedral group Td with 24 elements. There are two I-dimensional 
irreducible representations f1 and f2 , one 2-dimensional irreducible representation f3 and 
two 3-dimensional irreducible representations f4 and f5 [48]. Each atom has three neighbours 
and the Hamiltonian is 

1{ = S1 · S2 + S1 · S3 + S1 • S4 + S2 · S3 + S3 • S4 + S4 • S2 

-B ( sf + s� + 83 + 8D
1 [( )2 2 2 2 2]
2 

S1 + S2 + S3 + S4 - S1 - S2 
- S3 

- S4 

-B(sf + 8� + 83 + 8:)

= �[T2 
- 4S(S + l)] - BTZ 

1 
2

[T(T + 1) - 4S(S + l)] - BM, (47) 

where T = t1 + t2 + t3 + t4 and O � T � 4S. The lowest state for a given M has T = M.
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For a given M the basis states of the form Ja, b, c, d) have a+ b + c + d = M which 
defines a 'plane' in 4D space which intersects a hypercube defined by -S S a, b, c, d S S. For 
2S $ M S 4S the intersection is a tetrahedron with four vertices given by (S, S, S, M - 3S)
and its permutations. For O $ M S 2S the intersection is a truncated tetrahedron with 12 
vertices given by (S, S, -S, M -S) and its permutations, which becomes a regular octahedron 
at M = 0. We have not analysed this situation in the same way as for the triangle, but the 
numerical results for S S � show the following pattern. 

For 2S $ M S 4S with M = 4S - n the representations r are 

n r 

0 r1 
1 r1+r3+rs 

(48) 2 r1 + r4 + 2rs 
3 2r 1 + 2r 3 + r 4 + 2r s 
4 r 1 + r 3 + 2r 4 + 4r s . 

For O $ M S 2S we do not have sufficient numerical data to identify a regular pattern. Note 
however that the basis state Ja, b, c, d) with a -:/- b -:/- c -:/- d and its 24 permutations form a 
set of states with symmetry (the regular representation of Td) 

(49) 

For large S this combination will dominate the overall symmetry of the massively degener­
ate steps in the magnetisation curve. Therefore symmetry in the classical limit should be 
characterised by the Z whenever the system is not fully magnetised or M-:/- 0. 

6.6 Octahedron 

The group is Oh with 48 elements. There are four irreducible representations, rt, rt, r1 
and r2, of dimension 1. There are two, rt and f3, of dimension 2, and there are four, rt, 
rt, r4 and f5, of <limension 3[48]. 

In this case the Hamiltonian is 

11, = (s1 + ss) · (s2 + S3 + S4 + ss) 
+s2 · S3 + S3 · S4 + S4 · S5 + S5 · S2 
-B(sf + s� + s� + s4 + s� + s�)

= t1 · t2 + t2 · t3 + t3 · t1 - B ( tf + t� + tD , (50) 

where t1 = s 1 + s6, t2 = s2 + S4 and t3 = S3 + S5. This is not exactly the Hamiltonian of 
the triangle discussed earlier because the lengths of the three spins do not have to be equal. 
Hence 
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1-£ = �[(t1+t2+t3 )2-ti-t�-t�]-B(tf+t�+tD

= � [T2 
- t2 - t2 - t

2] - BTZ 

2 
1 2 3 

1 

2
[T(T + 1) -t1(t1 + 1) -t2(t2 + 1) -t3 (t3 + 1)] -BM, (51) 

where T = t 1 + t2 + t3 ; T, t1 , t2 and t3 are the lengths of the combined spins T, t1, t2 and 
t3 , respectively, so that O :S t1, t2, t3 :S 2S, T min :S T :S t1 + t2 + t3. T min is the smallest 
length that can be formed from the three spins t 1 , t2 and t3 . M = Tz so -T ::; M ::; T.
From Eq. 51 it is clear that the lowest energy for a given M will be obtained by choosing the 
largest values for t1 , t2 and t3 , namely t1 = t2 = t3 = 2S. With this choice the Hamiltonian 
becomes the same as for the triangle and so the earlier results will apply, replacing S by 2S.

The symmetry of the relevant states for the triangle are in terms of the irreducible 
representations of C3v . The relation between these and the corresponding states of the 
octahedron is not simple to prove. However, in all our numerical studies we find that the 
relevant states of the octahedron have symmetries in which the r a of C3v is replaced by r;t of 
Oh . Of course states with symmetry r; do occur but these are never the lowest for a given 
M and so do not have any effect on the zero-temperature magnetisation curve. The cycles 
of length 3 or 6 seen for the triangle are seen in exactly the same way for the octahedron as 
for the triangle. 

6. 7 FCC-12 and IC0-12 clusters 

The magnetic behaviour of these large clusters using finite spin length S and their classical 
limit were investigated in Ref. [10]. The IC0-12 is particularly interesting because there 
appear to be two distinct regions of the magnetisation curve. We have obtained the symme­
tries of the low-lying states for S = ½ only. For FCC-12 the symmetry group is Oh and the 
symmetries r are 

M 0 1 2 3 4 5 6 

r r- r- r+ rt rt+rt rt+ r:s rt.1 5 1 

(52) 

For IC0-12 the group is h and the symmetries are 

M 0 1 2 3 4 5 6 

r rt r:s r4 rt r3 rt rt.
(53) 

For S = l we obtained only a few results for high M, and found that the symmetries of the 
states with M = 12S -n for n = 0, l, 2, 3, 4 were the same as for S = ½-
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Clusters with an additional central atom, FCC-13 and IC0-13, show exactly the 
same symmetries except for one or more additional steps with rt symmetry at large M.

The number of these additional steps seems to be equal to 2S. 

The number of steps for all these clusters is too small to determine a pattern which 
would apply at general S and would enable symmetry of the different regions of the classical 
curve to be described. This is due to the fact that the dimension of a subspace for definite 
M increases rapidly when the length of a spin S is increased. This makes the problem hard 
to solve numerically. 

6.8 Conclusion 

For quantum spin systems with small numbers of spins arranged in clusters with high sym­
metry, it is possible to categorise the ground state wave function in a magnetic field in terms 
of the irreducible representations of the space group of the cluster. We have shown, for 
certain of these clusters, how to obtain the complete decomposition of the states in terms 
of these representations for arbitrary spin S. Sometimes a single irreducible representation 
is present, although of course if this has dimension greater than one there will be degener­
acy. Sometimes several representations are present giving additional degeneracy. Sometimes 
massive degeneracy occurs, of the order of NS, due to the fact that some representations 
occur several times, although some do not occur at all. 

The fact that our results are for arbitrary S means that the classical ground states 
(S -+ oo) can be studied. We find that, even if the quantum states belong to a single 
irreducible representation, the representations varies in a systematic way as the applied field 
changes so that the classical system cannot normally be described by a single representation. 
Clearly this is even more true in the case when a quantum system has degeneracies between 
states of different irreducible representations. For some clusters the dominant representation 
is the combination of irreducible representations known as the regular representation. The 
numerical results indicate that this is the case if topology of the cluster is of definite type 
namely if every spin is connected to all other spins. 

In the quantum case when the symmetry of the lowest lying state changes there is a 
step in the magnetisation curve M = M(B). If the limiting prosess S -+ oo is smooth the 
same could be true also in the classical system, i.e. when the classical symmetry changes 
there is a cusp in the magnetisation curve M = M(B). The remaining question is how to 
generalise group theoretical concepts related to the finite dimensional space (with finite S) 
to the infinite dimensional case related to the classical limit. If the symmetry is periodic 
or quasiperiodic it seems reasonable that the classical symmetry is somehow related to the 
properly normalised sum of the irreducible representations over the period or quasiperiod. 
For instance, for OCT-6 there are two different periods, the one when M s; 2S and the 
other when M 2: 2S. However, the sums of irreducible representations over the periods are 
the same both below and above M = 2S. Notice also that the classical magnetisation curve 
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Figure 5: Magnetisation M for octahedral (OCT-6) as a fucntion of applied field B. Dashed 
line is for the classical system and solid curve for the quantum case when S = 1/2. 

M = M(B) is a straight line as it should if the limiting prosess is smooth (see Fig. 5). 

Unfortunately we were not able to fully analyse any system in which the classical mag­
netisation curve M = M(B) would have been a piecewise smooth curve to see if the classical 
symmetry is related to the sum of irreducible representations over the period (quasiperiod) 
as described above. Nevertheless, assuming that the classical symmetry is related to the sum 
of irreducible representations over the period (quasiperiod) and that the transition occurs 
when the periodicity changes in such a way that the sum of irreducible representations over 
the two periods have different values, then it is easy to understand why a cusp in the classical 
magnetisation curve does not appear at the same value of the applied field as for the finite 
spin length S.

7 Summary 

The magnetic properties of small antiferromagnetic clusters were studied using the Ising 
model with nearest neighbour interactions and direct summation over the state space. It was 
observed that the superparamagnetic model, which has been used to explain experimental 
results for small ferromagnetic clusters, cannot in general explain the magnetic behaviour of 
small AFM Ising clusters. We also demonstrated that magnetic properties of these clusters 
are rather insensitive to variations in the exchange coupling constant. The effect of lattice 
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structure on the magnetic properties of the clusters was found to be so strong that the latter 
could be used as an indirect method for determining the lattice structure. 

Density functional theory was used to compute lowest-lying electronic states of small 

nickel clusters. Then a suitably parametrised spin Hamiltonian was fitted to this energy 
spectrum. The parameters of the spin Hamiltonian were found to strongly depend on cluster 

geometry and on the number of spins in the cluster, including the sign of the exchange 

coupling constant. 

Group theoretical methods were finally used to investigate the zero-temperature mag­

netic transitions of antiferromagnetic Heisenberg clusters in the classical limit. For the first 
time the magnetic symmetry of classical AFM Heisenberg sustem was obtained, and a sug­
gestion to define this symmetry generally in the classical limit was made. Also, a sufficient 

condition was conjectured for a zero-temperature phase transition to occur in the classical 

limit. 
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A Appendix 

In this Appendix we give the details of the symmetries of the lowest states for a triangle of 
spin S-atoms. As noted there are two distinct regions depending whether M is less than or 
greater than S. 

First the region M :S S. The plane area bounded by the six corners (S, -S, M) and 
its permutations contains a total of 

Nr = 3S(S + 1) -M2 
+ 1 (54) 

states. Let the number of states of the form (a, a, a) be N3, of the form (a, a, b) with b =I- a 
(and permutations) be N2, and of the form (a, b, c) with a =I- b =I- c be N1 . Clearly N3 = 1 if 
2M is divisible by 3 and N3 = 0 otherwise. For states of the form (a, a, b) we have 2a+b = M 
and -S :S b :S S, so 

where 

S-M S+M 
A1 = --

2
- and A2 = -

2
-. 

(55) 

(56) 

The minimum value of a will be equal to -A1 if S -M is even and the maximum will 
be equal to A2 if S + M is even. If S is an integer and both S -M and S + M are even then 
the number of values of a is Na = S + l. If S is an integer and both S -M and S + M are 
odd then Na

= S. If Sis an integer plus ½ then one of S -M and S +M is even and one 
odd. In this case is Na

= S + ½- States of the form (a, a, b) have three permutations unless 
b = a, so 

(57) 

Finally 
(58) 

For integer S the alternation between even and odd values of Na for successive values of M 
and the cycle of 3 in N3, resulting in a cycle of 6 overall. For integer plus ½ the cycle is 
length 3. 

The symmetries of the states for a given M are given by 

(59) 
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The symmetries of the lowest states of a given M are those for which T = M and 
these are given by XM - XM+I· 

The final result is: 

For S =integer+½, 

M = 3k + l r 1 + r 3 + kZ 
M=3k+ i r1+r2+r3+kZ
M = 3k +} (k + l)Z,

where 0 :S k :S S/3, Z = f1 + f2 + 2f3 . 

For S = even integer, 

M=6k 
M = 6k + 1 
M = 6k+2 
M = 6k+3 
M=6k+4 
M = 6k+5 

2kZ + r1 

2kZ + f2 + f3 

2kZ + f1 + 2f3 

2kZ + r 1 + 2r 2 + 2r 3 

2kz + 2r 1 + r 2 + 3r 3 

2kz+r1+2r2+4r3 . 

(60) 

(61) 

For S = odd integer the result is the same as for even integer except that r 1 and r 2 are 
interchanged. 

Now consider the region S � M � 3S. The plane region bounded by the corners 
(S, S, M - 2S) and its permutations contains a total of 

1 
NT = 

2
(3S - M + 1)(3S - M + 2)

states. Again N3 = 1 if 2M is divisible by 3 and N3 = 0 otherwise. 

States of the form ( a, a, b) occur for M - 2S :S b ::; S and so 

M-S
--<a<S. 

2 - -

Hence, N
a

= ½(3S - M) + 1 if M - Sis even and Na
= ½(3S - M) if M - Sis odd. 

Here there is a cycle of length 6 for all S. The symmetries are 
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M = 3S-6k 
M = 3S-6k- l

M = 3S- 6k-2

M = 3S- 6k-3 
M = 3S-6k- 4

M = 3S- 6k- 5

41 

kZ+f1 

kZ+f3 

kZ +r1 +r3 
kZ + r 1 + r 2 + r 3 
kZ + f1 + 2f3 
(k+l)Z. 

(64)
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