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Abstract—Due to the ongoing standardization and deployment
activities, satellite networks will be supplementing the 5G and
beyond Terrestrial Networks (TNs). For the satellite commu-
nications involved to be as efficient as possible, techniques to
achieve that should be used. Multi-Connectivity (MC), in which
a user can be connected to multiple Next Generation Node Bs
simultaneously, is one such technique. However, the technique is
not well-researched in the satellite environment. In this paper,
an algorithm to activate MC for users in the weakest radio
conditions is introduced. The algorithm operates dynamically,
considering deactivation of MC to prioritize users in weaker
conditions when necessary. The algorithm is evaluated with a
packet-level 5G non-terrestrial network system simulator in a
scenario that consists of a TN and transparent payload low
earth orbit satellite. The algorithm outperforms the benchmark
algorithms. The usage of MC with the algorithm increases the
mean throughput of the users by 20.3% and the 5th percentile
throughput by 83.5% compared to when MC is turned off.

Keywords—Non-Terrestrial Networks (NTNs), 6G, Low Earth
Orbit (LEO) satellite, throughput enhancement, satellite network
simulator

I. INTRODUCTION

5G and beyond Non-Terrestrial Networks (NTNs) are
emerging to complement the Terrestrial Networks (TNs).
NTNs can help to provide ubiquitous 5G and beyond services
to unserved and underserved areas and can provide load
balancing to overloaded TNs. Further, new disruptive use cases
utilizing satellite communications are emerging such as direct-
to-handheld satellite access.

History was made in 3rd Generation Partnership Project
(3GPP) Release 17, finalized in March 2022. The release
included NTN communications in the 3GPP mobile commu-
nication standards for the first time. NTN standardization in
3GPP started in Release 15 and 16 respectively with reports
concerning study [1] and solutions [2] for New Radio (NR),
the air interface of 5G, to support NTNs. These reports
identified issues inherent in NTNs, e.g., high propagation
delays, interference, regulatory issues, and high Doppler shifts
due to the high velocity of satellites. Release 17 included
a set of basic features for NR to support Low Earth Orbit
(LEO) and Geostationary Earth Orbit (GEO) satellite com-
munications with implicit support to High Altitude Platform
Station (HAPS) and Air-to-Ground (A2G) scenarios. Release
18 marks the beginning of the 5G-Advanced (5G-A) era and
the standardization toward 6G. NTN-wise, Release 18 will
enhance the NR operations to support NTNs, e.g., by improv-

ing coverage for handheld terminals, studying deployment in
higher frequencies (above 10 GHz), and enhancing mobility
and service continuity aspects.

For the emerging satellite communications to be as efficient
as possible, techniques to achieve that should be used. Multi-
Connectivity (MC) in which a user can be connected to more
than one base station is one such technique. MC can be
used, e.g., in load balancing, peak throughput enhancement,
providing throughput enhancement to users in weak radio
conditions, and in aid in soft Handovers (HOs). For TNs,
MC is specified by 3GPP in [3]. MC in NTNs remains to
be specified but is a Release 19 candidate. For that, there is a
need for research related to MC in NTNs.

Next, related work is discussed. NTN standardization jour-
ney in 3GPP is elaborated on in [4]. It is concluded that the
relevance of NTNs in 5G and beyond networks is expected to
increase. A comprehensive survey of MC in mobile networks
is provided in [5]. Enabling technologies, existing standards,
and current solutions are reviewed. It is concluded that MC
is a promising solution for the ever-increasing bandwidth,
reliability, and latency requirements.

Only a few works consider MC in NTNs. MC in NTNs
is briefly discussed in [2]. It is stated that the nodes in-
volved can be NTN-based Next Generation Node Bs (gNBs)
and TN-based nodes providing Evolved Universal Terrestrial
Radio Access (E-UTRA) (4G)/NR access. The NTN-based
gNBs are considered to have either transparent or regenerative
payloads. Satellites with transparent payloads act as analog
radio frequency repeaters whereas satellites with regenerative
payload (part of) gNB is onboard the satellite. The authors
have previously researched MC in NTNs in [6]–[8], where
MC activation and traffic steering algorithms for throughput
enhancement were introduced. The algorithms were evaluated
in a scenario with transparent payload LEO satellites. MC
between TN and NTN is considered in [9]. However, Non-
Geostationary Orbit (NGSO) satellites are not considered, nor
direct to handheld scenarios. MC for reliability in TN-NTN
scenario with a special type of receiver antenna is researched
in [10]. This leaves space for research, e.g., of MC between
satellites, in a scenario with direct-to-handheld, and MC to
improve throughput. An uplink scheduling strategy for MC
with multi-orbit NTN is introduced in [11], leaving room for
further research on downlink scheduling.

Although some research regarding MC in NTNs has been



conducted, there is a need to enhance the MC-related algo-
rithms. Further, direct-to-handheld satellite access, especially
in the NGSO case, in combination with MC needs research.
In this paper, we introduce an MC activation algorithm that
aims to enhance the throughputs of the weakest users based
on their channel conditions. The algorithm adapts dynamically,
taking into account load-based deactivation of MC to prioritize
users in weaker radio conditions. The algorithm is evaluated
by packet-level system simulations in a scenario with a TN,
transparent payload LEO satellite, and users with handheld
devices.

The rest of the paper is organized as follows. In the
next section, MC in NTNs is discussed. In Section III, the
developed MC activation and used traffic split algorithms are
introduced. Section IV describes the simulations to evaluate
MC in a scenario that consists of a satellite and TN. Finally,
the paper is concluded in Section V.

II. MULTI-CONNECTIVITY IN NON-TERRESTRIAL
NETWORKS

Multi-Radio Dual-Connectivity (MR-DC) [3] is a general-
ization of E-UTRA DC [12]. In MR-DC, one node provides
NR access and one either NR or E-UTRA access. NR-DC is a
form of MR-DC in which both nodes are providing NR access,
i.e., both nodes are gNBs. The MC considered in this work
is NR-DC in which one gNB acts as a Master Node (MN)
and the other as a Secondary Node (SN). In principle, there
could be more than one SNs. However, limitations could be
posed by the hardware and software requirements of the User
Equipment (UE).

In NR-DC, the MN and SN are connected for Control Plane
(CP) signaling through the Xn-C interface. Each of the gNBs
has its own Radio Resource Control (RRC) state, whereas the
UE has a single RRC state and a single CP connection toward
the Core Network (CN). SRB3 interface can be configured
between the SN and UE for RRC signaling, or RRC Protocol
Data Units (PDUs) from the SN to the UE can be forwarded
through the MN. The connection between the MN and SN
for User Plane (UP) data exchange is handled through the
Xn-U interface. When data for the UE arrives at the MN’s
Packet Data Convergence Protocol (PDCP) layer, the MN can
either forward it to its lower layers for transmission or forward
the data through the Xn-U interface to the SN which then
sends it to the UE. From the UE perspective, three types of
bearers exist – Master Cell Group (MCG), Secondary Cell
Group (SCG), and split bearers. In these bearers, resources of
the MN, SN, or both are involved, respectively.

The SN addition process is initiated by the UE’s current
serving gNB. Based on some trigger (e.g., signal strength
or distance), the UE’s current serving gNB sends an SN
addition request to a candidate SN. The candidate can reject
or acknowledge the request. If the request is acknowledged,
the MN (i.e., the UE’s current serving gNB) informs the UE
by RRC reconfiguration required message. The UE does the
needed reconfigurations, responds to the MN, and the MN
informs the SN that the reconfiguration is complete. After the

SN addition process, the MN can start to forward data to the
SN which then sends it to the UE.

MC involving a terrestrial gNB and NTN gNB is illustrated
in Fig. 1. In the figure, the UE is a smartphone with 5G
capability. The UE is connected to a terrestrial gNB and NTN
gNB involving a transparent payload LEO satellite. Since
the payload of the satellite is transparent, both the service
and feeder links implement 5G Nr-Uu radio interface. The
gNBs are connected through the Xn interface for CP and
UP signaling. The figure also shows the 5G UP protocol
stacks for the UE and gNBs. The UE must be able to receive
transmissions from both the gNBs. The transmissions are then
aggregated at the PDCP layer. The elevation angle (ϵ1) changes
as the satellite moves and the altitude (h) depends on the
satellite’s orbit.

The gNBs can reside close to each other or even on
different continents. However, in the latter case, there might
be a significant difference in the propagation delays. Different
propagation delays are likely to lead to out-of-order packet
reception at the UE’s PDCP layer. The PDCP has reordering
and buffering capabilities which may be exceeded with a large
propagation delay difference. This should be considered either
at the UE or gNB side such that no buffer overflows occur.
Operators may also disable MC between gNBs too far from
each other.
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Fig. 1: MC involving a terrestrial gNB and NTN gNB.

III. MULTI-CONNECTIVITY ALGORITHMS

A. Secondary Node Addition

MC includes the process of SN addition and after that
traffic splitting between the MN and SN. In this work, MC
activation for a UE is based on its Modulation and Coding
Scheme (MCS) related to the transmission of the current
serving gNB. MCS defines the number of useful bits that can
be transmitted in a Resource Element (RE). It is selected by the
gNB and signaled to the UE in Downlink Control Information
(DCI). MCS depends on radio conditions. The gNB transmits
Channel State Information-Reference Signal (CSI-RS) and the
UE responds with CSI feedback from which the used MCS can
be deduced. In 5G NR, there are 32 MCS indices (0-31), and
higher MCS index generally indicates better radio conditions.

The goal here is to enhance the throughputs of the users
with the weakest conditions. The weak users are identified by
a low MCS. Another way to identify weak users could be,



e.g., by the distance to the serving cell. However, because of,
e.g., shadowing conditions, the distance may not be a sufficient
condition. Further rationale for the use of MCS as a criterion
for SN addition is that it is already available from the CSI
signaling. Note that MCS may be an unstable metric when Fast
Fading (FF) is high, i.e., MCS may vary from measurement to
measurement. In such scenarios, averaging MCS over a period
should be considered.

Algorithm 1 describes the MC activation process. The
algorithm is run locally on every gNB that has UEs connected
to it that may require an SN. Whether a request for SN addition
for a UE is sent is evaluated periodically by a controller in
each gNB. On every such evaluation step, the UEs that do
not have secondary connections are iterated in ascending order
based on the MCS that is used by the gNB in the transmission
towards each of the UEs. During the iteration, if a UE has a
higher MCS than a predefined maximum MCS value for MC
activation, the SN addition evaluation is terminated for this
evaluation step because the succeeding UEs can neither have
the required MCSs. If the MCS threshold is met, a candidate
gNB for SN addition is searched.

Reference Signal Received Power (RSRP) is the average
power of the resource elements that carry secondary synchro-
nization signals. RSRP measurements are measured by the
UE and signaled to the serving gNB. These measurements
give insight into signal strengths of possible HO/SN addition
targets. In the algorithm, finding a candidate for SN addition
corresponds to finding the highest RSRP measurement related
to the gNBs for which there exist non-outdated measurement
reports and to which no SN addition requests have been sent
during the last allowed request-sending period (treq period). If
such a candidate is found, an SN addition request is sent if
the RSRP threshold (RSRPth) for SN addition is met.

When the SN addition request is received by the candidate,
it is rejected if another SN addition request was accepted,
from any gNB, during the last request-acknowledging period
(tadd). Otherwise, the gNB checks its load status and if free
capacity exists, the request is acknowledged. If no capacity
exists, the gNB searches for a UE, which it is serving as an SN,
with the highest MCS related to the UE’s MN transmission.
If a secondary connection UE is found and the MCS is
higher than the UE’s whose SN addition is considered, the
secondary connection is released. In consequence, the SN
addition request for the considered UE is acknowledged due to
the freed resources. The info about the MCS related to the MN
transmission can be piggybacked in the SN addition request
and stored by the SN. If the MCS changes, the MN can signal
the new MCS through an Xn message. At the end of each
evaluation step, a small random delay on when to perform
the next evaluation is introduced to ensure that the requests
from different gNBs do not always arrive in the same order
to guarantee fairness.

B. Traffic Splitting

After an SN has been added to a user, the decision of how
to split the traffic between the MN and SN must be made.

Algorithm 1: Secondary Node Addition Algorithm

while teval < tsim do
bestRsrp = −INF ;
bestCellId = 0 ;
Order the single-connectivity users in ascending
order based on MCS to obtain set U ;

foreach ue ∈ U do
if ue.MCS > MCSth then

break ;
foreach m ∈ ue.neighborCellMeasurements do

i = m.cellId ;
if m.RSRP > bestRsrp and
t− tlast,i ≥ treq period and t−m.time ≤ tval
then

bestRsrp = m.RSRP ;
bestCellId = i ;

end
if bestCellId > 0 and m.RSRP ≥ RSRPth
then

Send SN addition request to bestCellId ;
/* At the candidate node bestCellId: */
if t− tlast ≤ tadd then

Reject the SN addition ;
if L ≤ Lth then

Acknowledge the SN addition ;
else

Find UE k with the highest MCS (to its
MN) that the gNB is serving as an
SN. If the MCS is higher than the
UE’s MCS whose SN addition is
considered, release the secondary
connection of k, and acknowledge the
considered SN addition ;

/* At the candidate node bestCellId ˆˆ */
end
tdel = RAND · 1ms ;
teval = teval + teval period − tprev + tdel ;
tprev = tdel ;

end

Here, traffic splitting is based on data requests from the SN
to MN. The algorithm was introduced in [8] and works as
follows. The SN sends periodic data requests to the MN on
per user basis through the Xn interface. Based on the load left
over from the primary connection users, the SN computes the
theoretical amount of data that it can forward to a secondary
connection user using the Shannon’s formula. The amount of
data that an SN i requests from an MN to a user j to send
during a period is computed as

D = α ·
1− Lpr,i

ns,i
·B · log2(1 + SINRij) · (∆t+ toff), (1)

where α accounts for the implementation losses (defined as
0.6 in [13]), Lpr,i is the load posed by the primary connection



users of node i, ns,i is the number of secondary connection
users at node i, B is the total available bandwidth of the SN,
SINRij is the Signal-to-Interference-and-Noise-Ratio (SINR)
of user j related to node i, ∆t is the data request interval, and
toff is the data request period offset to request data ahead of
time, e.g., to account for lost requests.

The MN stores the data requests and when data to a user
arrives at the MN’s PDCP layer, the MN checks whether it
has a valid request for the user. If it has, it forwards the data
through the Xn interface to the SN. If it doesn’t, the MN
forwards the data to the lower layers of its protocol stack to
send to the user.

IV. SIMULATIONS

A. 5G Non-Terrestrial Network Simulator

The introduced MC implementation is evaluated by system
simulations. The used simulator is a 5G NTN System-Level
Simulator (SLS) [14] that is built on top of Network Simulator
3 (ns-3) [15] and its 5G LENA module [16]. ns-3 is a discrete-
event non-real-time packet-level network simulator mainly
used for educational and research purposes. Users may add
new modules to the simulator. 5G LENA is one such module
that is used to simulate 5G networks. However, 5G LENA
cannot simulate NTNs. In the 5G NTN SLS, 5G LENA was
used as a starting point and the necessary components to
simulate NTNs were implemented.

5G LENA implements NR Physical (PHY) and Medium
Access Control (MAC) features but the upper layers of the
UE/gNB stack are reused from the ns-3 Long Term Evolution
(LTE) module [17]. The ns-3 core provides the higher layers
(e.g., transport and network). The link layer is abstracted with
Link-to-System (L2S) mapper and Modulation and Coding
(MODCOD)-specific SINR to Block Error Rate (BLER) map-
ping curves. SINR is computed for each packet and using the
mapper, BLER is deduced.

In the framework of past R&D efforts, the simulator has
been calibrated using the system-level calibration scenarios
from [2]. Channel and antenna/beam modeling from [1]
have been implemented in the simulator, as well as global
coordinate system and calibration scenarios from [2]. The
calibration scenarios work as a baseline for parameterizations,
but they can be adjusted as desired. The scenarios provide
different assumptions, e.g., bands (S-band/Ka-band), terminal
types (VSAT, handheld), and frequency reuse patterns (reuse
1, 3, 2+2). Further, hybrid TN-NTN scenarios can be studied.
MC has been implemented in the simulator following the
specifications in [3].

B. Scenario and Assumptions

The considered scenario consists of a TN and transparent
payload LEO satellite. The TN gNBs and NTN gNB are
considered to be close to each other (thus, the delay in the
Xn interface is considered negligible). The motivation for
the selected scenario is that the NTN can provide service
continuity but here it can also be used for throughput en-
hancement. The TN is comprised of three sites each with

three sectors. The Inter-Site Distance (ISD) is 7.5 km. The
satellite’s center beam is steered in the middle of the TN sites
(quasi-earth fixed beam deployment is considered). Only one
actual NTN beam is considered because it can cover the whole
TN area with the typical LEO satellite footprint of 100-1000
km [2]. Further, two tiers of Wraparound (WA) beams are
considered with Frequency Reuse Factor 3 (FRF3). The WA
beams serve one full buffer user each. WA is used only to
introduce more realistic interference; thus, the WA users are
left out of statistics collection.

The satellite flies over the TN and offers load balancing and
throughput enhancement for the TN gNBs. For comparison,
when MC is turned off, only the TN serves the users. When
MC is turned on, the NTN node is the SN for the users with
MC activated. Note that this need not be the case, i.e., the
NTN node could be the MN as well. However, in this work,
the focus is on MC in which TN gNBs are the MNs in relation
to the NTN gNB.

The TN is illustrated in Fig. 2. Ten users are placed
randomly around each TN sector. The dashed lines depict the
UE-gNB connections. The satellite’s beams and TN sectors’
bandwidths are 10 MHz each. The simulation time is 5.0 s.
The warmup time is 2.5 s. The statistics are collected after the
warmup so that the system has time to reach a steadier state.
The satellite is considered moving with a velocity of 7.56
km/s at 600 km altitude [1]. Due to the relatively insignificant
movement of the UEs, they are considered stationary. Channel
conditions in the TN are dynamic in the sense that the Non-
Line of Sight (NLOS) probability is higher for longer distances
between a UE and gNB. Because of the high elevation angle
in relation to the satellite, the users are considered to have
the satellite in LOS. For the same reason, FF is considered
negligible to the analysis of MC in this work and is disabled.
The users are considered to require Constant Bit Rate (CBR)
traffic with User Datagram Protocol (UDP) at 3200 kbps. In
this work, only downlink is considered.

Fig. 2: TN considered has three sites with three sectors each.
The satellite’s beam is steered at the center of the TN sites.

The different setups for the simulations are run 15 times
each with different Random Number Generator (RNG) seeds
that lead to, e.g., different UE positions. For the distribution
statistics, the results are combined, whereas for the scalar
statistics they are averaged. The different setups correspond
to running the simulations without MC (only the TN serves
the users) and with MC using different SN addition algorithms.



The first SN addition algorithm considered is an RSRP-
based algorithm for SN addition, which is a common practice,
that adds a secondary connection to a user when the RSRP
threshold (RSRPth) towards the candidate SN is met. The
second SN addition algorithm used is based on recognizing
the users’ need for SN addition by Transmission (Tx) Buffer
Occupancy (BO) towards the user at the serving gNB — i.e.,
when the Tx buffer is occupied to a certain threshold (Oth) the
user is considered to need an SN. Further, the signal related
to the candidate SN must be above the RSRP threshold. The
algorithm is further detailed in [8] and is referred to as the BO-
based SN addition algorithm. The third SN addition algorithm
is the one introduced in Section III-A and is referred to as the
MCS-based SN addition algorithm.

For all the SN addition algorithms, the RSRP threshold is
-111 dBm. It is chosen low enough so that enough users
have the opportunity to have MC activated for them but
high enough so that the secondary connection wouldn’t be
too weak. The periods that SN additions may be sent to a
candidate SN and in which SN additions are acknowledged
by a candidate are set to 100 ms. This is to ensure that the
recently added secondary connections have posed their effect
on the load before acknowledging new ones. For the MCS-
based SN addition, the SN addition evaluation step is 10 ms
and the MCS threshold is 15 (which is chosen empirically).
The most important simulation parameters are presented in
Table I.

C. Results

The SN addition and release counts with the different MC
settings are depicted in Fig. 3. The MCS-based SN addition
algorithm demonstrates an increase in the number of secondary
connection additions compared to the BO-based SN addition
algorithm. The MCS-based SN addition algorithm adds 12.3
secondary connections on average whereas the BO-based SN
addition algorithm adds on average 6 secondary connections.
This is because the MCS-based algorithm prioritizes users
in worse channel conditions, i.e., it releases UEs in better
conditions if needed. The MCS-based SN addition algorithm
performs 6.3 releases on average. The number of concurrent
secondary connections converge for these two algorithms.
The RSRP-based SN addition algorithm adds a secondary
connection to all the users since the RSRP threshold is met.
This leads to suboptimal SN additions, as shall be seen from
the throughput statistics.

Fig. 3: SN adds and releases with the different MC settings.

Fig. 4(a) shows the Cumulative Distribution Function (CDF)
of the users’ application throughputs in the different simulation

TABLE I: Simulation parameters.

Parameter Value
Simulation time (tsim) 5.0 s
Warmup time 2.5 s
Satellite mobility Moving
UE mobility Stationary
Beam deployment Quasi-Earth Fixed
Satellite starting position Lat: 41.59°, Lon: 1.74°
NTN channel condition LOS
TN channel condition Dynamic LOS
Number of TN sites 3
Sectors per site 3
UEs per sector 10
ISD 7.5 km
TN deployment Rural
Bandwidth per NTN beam (B) 10 Mhz
Bandwidth per TN sector 10 Mhz
NTN carrier frequency 2 GHz (S-band)
Satellite orbit LEO 600 km
Satellite parameter set Set 1 [2, Table 6.1.1.1-1]
UE antenna type Handheld
Traffic CBR with UDP
Required rate per UE 3200 kbps
FF Disabled
SN addition RSRP threshold (RSRPth) -111 dBm
SN addition evaluation step (teval) 10 ms
SN addition load threshold (Lth) 0.975
SN addition request period (treq period) 100 ms
SN addition acknowledge period (tadd) 100 ms
Tx BO threshold (Oth) 0.8
Scheduler Round Robin (primary

connection UEs prioritized)
RSRP measurement report interval 120 ms
RSRP measurement validity time (tval) 120 ms
Data request period (∆t) 25 ms
Data request period offset (toff) 25 ms
RNG runs 15

TABLE II: Application throughputs of the users.

MC setting Mean throughput [kbps] 5th percentile
throughput [kbps]

MC Off 1360.5 202.3
RSRP-based 1452.5 336.7
BO-based 1534.0 245.8
MCS-based 1636.4 371.2

setups. It can be observed that turning on MC with any of
the algorithms enhances the mean throughput of the users, as
expected. The MCS-based SN addition algorithm increases the
mean throughput by 20.3% compared to when MC is turned
off. For convenience, the throughput statistics are summarized
in Table II.

The 5th percentile application throughputs of the users in
the different simulation setups are captured in Fig. 4(b). It can
be seen that the RSRP-based SN addition algorithm performs
better compared to the BO-based SN addition algorithm in
terms of the 5th percentile throughputs. However, this comes
with a cost of lower mean throughput and the high overhead of
managing the large number of secondary connections. Com-
pared to MC turned off, MC on with RSRP-based addition, and
MC on with BO-based addition, the MCS-based SN addition
increases the 5th percentile throughputs by 83.5%, 10.2%, and
51.0%, respectively.



(a) CDF of the throughputs.
(b) 5th percentile
throughputs.

Fig. 4: Application throughputs of the users.

V. CONCLUSIONS

In this paper, MC involving NTN was discussed. Further,
a MC activation algorithm that aims to provide a throughput
boost for the users in need was introduced. The developed
algorithm was evaluated by system-level simulations in a
scenario with a transparent payload LEO satellite and TN
with nine gNBs. The results show that using MC with the
introduced algorithm improves both the mean application
throughput and 5th percentile throughput compared to when
MC is turned off. Moreover, the introduced algorithm out-
performed the baseline algorithm as well as a previously
developed algorithm.

The introduced algorithm performs well for throughput
enhancement. However, reliability aspects shall be considered
in the future as well. Also, as the standardization progresses
towards 6G, MC with regenerative payloads shall be consid-
ered. Yet another aspect to consider could be MC in multi-orbit
satellite scenarios. Also, accounting for the different propaga-
tion delays in MC involving NTN should be considered.
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[10] M. López, S. B. Damsgaard, I. Rodrı́guez, and P. Mogensen, “An
empirical analysis of multi-connectivity between 5G terrestrial and LEO
satellite networks,” in 2022 IEEE Globecom Workshops, 2022, pp. 1115–
1120.

[11] M. N. Dazhi, H. Al-Hraishawi, B. Shankar, and S. Chatzinotas,
“Terminal-aware multi-connectivity scheduler for uplink multi-layer
non-terrestrial networks,” in 2022 IEEE Globecom Workshops, 2022,
pp. 1133–1139.

[12] “TS 36.300: Evolved universal terrestrial radio access (E-UTRA) and
evolved universal terrestrial radio access network (E-UTRAN); overall
description; stage 2,” V16.6.0, June 2021.

[13] “TR 38.803: Study on new radio access technology: Radio frequency
(RF) and co-existence aspects,” V14.2.0, Sept. 2017.

[14] J. Puttonen, L. Sormunen, H. Martikainen, S. Rantanen, and J. Kurjen-
niemi, “A system simulator for 5G non-terrestrial network evaluations,”
2021 IEEE 22nd International Symposium on a World of Wireless,
Mobile and Multimedia Networks (WoWMoM), pp. 292–297, 2021.

[15] G. F. Riley and T. R. Henderson, “The ns-3 network simulator,” in
Modeling and Tools for Network Simulation, K. Wehrle, M. Güneş, and
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for 5G NR networks,” Simulation Modelling Practice and Theory,
vol. 96, 2019.

[17] N. Baldo, M. Miozzo, M. Requena-Esteso, and J. Nin-Guerrero, “An
open source product-oriented LTE network simulator based on ns-
3,” in Proceedings of the 14th ACM International Conference on
Modeling, Analysis and Simulation of Wireless and Mobile Systems,
ser. MSWiM ’11. New York, NY, USA: Association for Computing
Machinery, 2011, p. 293–298.


