
Oskari Saarimäki

JYU DISSERTATIONS 666

Dijet invariant mass spectrum  
in pp and p-Pb collisions  
at √sNN=5.02 TeV



JYU DISSERTATIONS 666

Oskari Saarimäki

Dijet invariant mass spectrum  
in pp and p-Pb collisions  

at √sNN=5.02 TeV

Esitetään Jyväskylän yliopiston matemaattis-luonnontieteellisen tiedekunnan suostumuksella
julkisesti tarkastettavaksi yliopiston Ylistönrinteen salissa FYS1

kesäkuun 27. päivänä 2023 kello 12.

Academic dissertation to be publicly discussed, by permission of
the Faculty of Mathematics and Science of the University of Jyväskylä,
in Ylistönrinne, auditorium FYS1, on June 27, 2023 at 12 o’clock noon.

JYVÄSKYLÄ 2023



Editors
Ilari Maasilta
Department of Physics, University of Jyväskylä
Ville Korkiakangas
Open Science Centre, University of Jyväskylä

Cover image: Proton-lead collision at 5.02 TeV as seen by ALICE © 2016 CERN, 
for the benefit of the ALICE Collaboration.  
Reprinted with permission from CERN.

Copyright © 2023, by author and University of Jyväskylä

ISBN 978-951-39-9662-8 (PDF)
URN:ISBN:978-951-39-9662-8
ISSN 2489-9003

Permanent link to this publication: http://urn.fi/URN:ISBN:978-951-39-9662-8



ABSTRACT

Saarimäki, Oskari
Dijet invariant mass spectrum in pp and p–Pb collisions at

√
sNN = 5.02 TeV

In this thesis, I present the dijet invariant mass analysis in proton–proton and
proton–lead collisions at the center-of-mass energy per nucleon of 5.02 TeV. The
measurement of the data was conducted with the ALICE detector, which is one of
the four experiments along the CERN Large Hadron Collider accelerator, which
is the largest particle collider in the world.

The dijets were reconstructed from charged tracks in the ALICE central de-
tectors in minimum bias proton–proton (pp) and proton–lead (p–Pb) collisions.
I reconstructed the jets using anti-kT algorithm with radius parameter R = 0.4
implemented by the FastJet [1] package and subtracted the underlying event
background with the 4-momentum background subtraction method. A notable
new analysis technique I developed for this analysis is the correction of the back-
ground fluctuations for the dijet invariant mass spectrum. I unfolded the mea-
sured distributions for background fluctuations together with the detector re-
sponse in a similar way as in earlier jet pT cross section measurements.

I determined the nuclear modification factor RpA from the dijet invariant
mass cross sections in proton–proton and proton–lead collisions. The final sta-
tistical and systematic uncertainties remained at 10–20%. The RpA is compatible
with no modifications from the cold nuclear matter effects within the uncertain-
ties. This is the first measurement of the dijet invariant mass involving a heavy
ion environment. I used Pythia and POWHEG+Pythia MC event generators
to calculate the dijet invariant mass with nuclear parton distribution functions
(nPDF), which show a slight enhancement in RpA. According to nPDFs sets of
EPPS21 [2], the hard parton momentum fraction distributions of the dijet events
could be attributed to the anti-shadowing domain, which is x ∼ 0.01–0.1 for glu-
ons. However, the final uncertainties in the measurement are too large to make
definite conclusions.

Keywords: jet, dijet, invariant mass, heavy ion, p–Pb, ALICE, CERN, LHC



TIIVISTELMÄ (ABSTRACT IN FINNISH)

Tässä väitöskirjassa esittelen dijettien invariantin massan spektrin analyysin pro-
toni–protoni ja protoni–lyijy törmäyksissä massakeskipiste-energialla 5.02 TeV.
Analysoin työssäni ALICE-kokeen mittaamaa dataa, joka on yksi neljästä koease-
masta CERN:n suuren hadronitörmäyttimen (LHC, Large Hadron Collider) var-
rella. LHC on tällä hetkellä maailman suurin hiukkastörmäytin.

Dijetit rekonstruoitiin mittaamalla varattuja hiukkasjälkiä ALICE-kokeen
keskiosan ilmaisimissa protoni–protoni (pp) ja protoni–lyijy (p–Pb) törmäyksissä.
Törmäykset valittiin mahdollisimman vähän vinoutuneesti (Minimum Bias col-
lisions) tarkoittaen sitä, että analyysissä pyrittiin valitsemaan mahdollisimman
edustava otos epäelastisista sirontatapahtumista. Jetit rekonstruoitiin käyttämällä
FastJet [1] paketin anti-kT algoritmia sädeparametrilla R = 0.4, ja jettien tausta
poistettiin nelivektorimetodilla. Erityisen suuri panostus tähän analyysiin oli
uuden tekniikan kehittely taustan fluktuaatioiden korjaamiseksi dijettien invari-
antin massan spektristä. Tämä korjaus toteutettiin unfolding metodilla samanai-
kaisesti detektoriefektien korjaamisen kanssa, joka on tyypillinen jettianalyysien
tapa toteuttaa korjaus.

Työssäni mittasin dijettien invariantin massan ydinmodifikaatiotekijän RpA
protoni–lyijy törmäyksissä. Lopullinen statistinen ja systemaattinen epävarmuus
on noin 10–20%. Epävarmuuksien puitteessa voidaan sanoa, että ydinmodifikaa-
tiota ei tapahdu kylmän ydinaineen efekteistä johtuen. Tämä on ensimmäinen
dijetin invariantin massan mittaus, jossa on mukana ydintörmäys. Mittasin di-
jetin invariantin massan spektrin myös Pythia ja POWHEG+Pythia Monte Carlo -
ohjelmistoilla, joissa oli otettu huomioon ydinpartonijakaumat. Simulaatiot näyt-
tivät hienoisen lisän protoni–lyijy spektrissä verrattuna protoni–protoni spek-
triin. EPPS21 [2] ydinpartonijakaumien mukaan kovan vuorovaikutuksen par-
tonien liikemääräosuudet on mahdollista liittää anti-varjostusalueeseen, joka on
gluoneille x ∼ 0.01–0.1. Tästä simulaatiolla todetusta efektistä on kuitenkin
vaikea tehdä lopullista johtopäätöstä, johtuen mittausten epävarmuuksien suu-
ruudesta.

Avainsanat: jetti, dijetti, invariantti massa, raskasioni, p–Pb, ALICE, CERN, LHC
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1 INTRODUCTION

The Standard Model of particle physics [3] is one of the most successful theories
developed so far. Even though this theory is not a complete description of forces
as, for example, it lacks gravitation, precision measurements have shown time
and time again that we can accurately predict the high-energy collision experi-
ments [4], especially the quantum electrodynamic (QED) interactions [5].

The strong force is approximately two orders of magnitude stronger than
the electromagnetic one [6, p.519], and offers more challenges when compared
to the QED. The strong force is described with the theory of quantum chro-
modynamics (QCD), which studies quarks and gluons with color charges (thus
“chromo” in the name). The theory of quantum chromodynamics was for the first
time shown to hold true at the Stanford Linear Accelerator Center (SLAC) in 1969,
where partons inside a nucleon were identified as quarks, and the asymptotic
freedom of the strong interaction was confirmed [7, p.7]. Asymptotic freedom
means that the strong interaction is weaker at shorter distances. The strength of
the theory is represented by the strong coupling constant αs. In figure 1.1, the
running of the strong coupling constant is shown as a function of the interaction
strength, showing a decreasing trend at higher scales Q, typically thought as mo-
mentum exchanges of hard interactions, that is to say, smaller distances of the
order ∼ 1/Q. In the limit of small αs we are able to perform perturbative QCD
(pQCD) calculations in powers of αs. The leading order (LO, ∼ αs) pQCD cal-
culations can be reasonably straightforward to calculate. However, adding next-
to-leading order (NLO, ∼ α2

s ), next-to-next-to-leading order (NNLO, ∼ α3
s ), or

even higher orders makes the series expansion progressively more complicated.
Each order adds tens, hundreds, or even thousands of Feynman diagrams to the
calculation. When αs grows too large, approximately when Q < 1 GeV [8, p.552],
the pQCD methods typically fail, and one has to tackle the problems with other
means, like lattice QCD calculations [9, 10]. But even at fairly low αs, the NLO
corrections can be significant, indicating a slow convergence of the pQCD [11].

The running coupling of the strong interaction, as seen in figure 1.1, will
result in color confinement, meaning that one cannot find bare color-charged
objects in normal circumstances. A quark or a gluon in a vacuum will quickly
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FIGURE 1.1 The strong coupling constant in a function of energy scale Q as measured
by different experiments. Figure from [3, p.551], reprinted under the li-
cense CC BY-NC 4.0.

hadronize into color-neutral hadrons. One widely used model of the hadroniza-
tion process is the Lund string model [19], describing the color fields as strings
between colored particles. These strings are used to generate color-neutral parti-
cles at the end. However, it turns out that in extreme temperatures and densities,
the matter undergoes a phase transition into a new state of matter, quark-gluon
plasma (QGP). The environment corresponds to conditions at the early Universe
where the temperatures exceeded a critical temperature Tc ≈ 1012 K ≈ 150–160
MeV [7, 20]. In figure 1.2a, the phase diagram of the nuclear matter is shown.
The green band represents the lattice QCD calculations, while the open markers
are experimental results. In low temperatures, matter is color neutrally confined
in hadrons. With the rising temperature, the hadronic matter has a phase transi-
tion to the QGP. The lattice QCD calculations have been used to predict a smooth
crossover transition region for matter with low baryochemical potential [7, p.102].
The lattice QCD parametrizes the relation between e.g., pressure and the tem-
perature, especially near the critical temperature, defining the equation of state
(EoS) of the quark matter. Below the critical temperature, the lattice QCD EoS is
matched to a hadron resonance gas [21]. In figure 1.2b, the pressure over tem-
perature to the fourth is plotted against temperature, showing that pressure has
a smooth behavior during the phase transition. The results were calculated with
three different quark flavor configurations: two light flavors, three light flavors,
or two light flavors and one heavy flavor. Pressure is dependent on the degrees
of freedom (dof) of the particle matter [7, p.146], which are different for hadron
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(a) The phase diagram of nuclear matter.
The green band shows lattice calcula-
tion for the transition and the possi-
ble transition region where the QGP
and hadronic matter exist simultane-
ously [12]. The open circles are experi-
mental results from various studies [13–
16]. Figure from [17], reprinted under
the license CC BY 4.0.
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from Elsevier.

FIGURE 1.2 Figures demonstrating the QCD phase diagram and the behavior of pres-
sure near the critical temperature.

gas and QGP, thus creating a pressure difference between the two. If the tran-
sition would be first order, the derivative dP/dT would be discontinuous due
to the change in dof, which is not seen in figure 1.2b. On higher baryochemical
potential, a first-order transition is predicted, and at a critical point between the
first-order transition and smooth transition, the transition could be second-order
[22]. Astrophysical studies show evidence of quark matter also in low tempera-
tures and large baryochemical potentials [23].

Heavy ion collisions provide a dense zone of matter where studies of the
QGP are possible. Several accelerators were upgraded to collide heavy ions to
study QGP at various energies and detectors. Detectors that collided ions include
the Bevatron coupled with SuperHilac (Bevalac) at LBNL [24], Dubna Syncropha-
sotron [25], the Alternating Gradient Synchrotron (AGS) at BNL [26], and the Su-
per Proton Synchrotron (SPS) at CERN [7]. In 2000 it was announced by CERN
that there is evidence for the formation of a new state of matter in the heavy ion
collisions at SPS [27–30]. Soon to follow, an ion collision dedicated Relativistic
Heavy Ion Collider (RHIC) was completed at BNL in 2000 [31] with the AGS as a
preaccelerator. Similarly, the CERN SPS is nowadays used as a preaccelerator for
the Large Hadron Collider (LHC) [32, 33], which was fitted in the same tunnel as
Large Electron–Positron collider [34] in the year 2009. CERN reserves a month
each year to collide heavy ions in the LHC.

As ions are spatially sizeable objects, the collision zones differ in geometry.
For example, the ions might merely scrape each other in one collision, while an-
other might be a head-on collision. These are not equivalent collisions due to the
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FIGURE 1.3 A visualization of the stages of QGP formation as presented in the
ALICE review [17], inspiration taken from the illustrations of Chun Shen,
reprinted under the license CC BY 4.0.

number of individual nucleon–nucleon collisions being very different. The heavy
ion collisions can be categorized into different centrality classes by comparing the
number of particles produced in the events [35–38]. A central collision, where the
ions collide head-on with each other, has more nucleons interacting, thus gener-
ating more particles, i.e., higher multiplicities. Another method would be to mea-
sure the nucleons not participating in the collision with a zero-degree calorimeter
[35]. The exact method for determining the centrality of a collision depends on
the experiment and the physics analysis.

Central heavy ion collisions are a great way to create QGP experimentally,
as the collision zone is large. The higher center-of-mass energy we can achieve in
the collision, the better chance we have to detect the QGP as we need to achieve
the critical temperature of the phase diagram in figure 1.2a. Coincidentally the
higher colliding energy we have, the more baryochemically neutral the outcome
will be in the central rapidities. This is because at lower energies, the ions have
a brief time to slow down and thus have a bigger chance of reaching the mid-
rapidity area [39, p.115]. On higher energies, the nucleons are so ultarelativistic
that everything that did not interact strongly during the collision travels straight
into the beam pipe, only to be seen by very forward detectors like the ALICE
experiment zero degree calorimeters [39, p.115] for example.

The QGP formation in heavy ion collisions is a multi-stage process with
different observables and theoretical fields of particle physics studying differ-
ent stages. The stages are separated into four steps in figure 1.3, which are read
chronologically from left to right. The leftmost part of the figure shows the ions
extremely length contracted in the laboratory frame, and the rightmost part of the
figure shows the measured tracks by the experiment. Experimentally we only see

https://u.osu.edu/vishnu/2014/08/06/sketch-of-relativistic-heavy-ion-collisions/
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the measured final state particles, so everything from the initial state of the col-
lision until the hadronic freeze-out requires strong interplay between theoretical
models and experiments [17].

Starting from the earliest moments, the initial state of the heavy ion collision
can be modeled via many methods. Monte Carlo Glauber [40] is the most com-
mon way to calculate the initial distribution of the nucleons in the ions. In the
MC Glauber, one simulates spatial positions of individual nucleons most often
based on the Woods-Saxon nuclear density distribution [41]. After sampling both
of the ions, the simplest way to decide if individual nucleons collide is that if their

distance in transverse plane d ≤
√

σNN
inel /π which is called the black-disk overlap

function. From this information, a straightforward description of the initial state
can be obtained by calculating the energy density of each individual nucleon–
nucleon collision and summing them considering the transverse positions of said
collisions. This is a simplified explanation of how the TRENTo model generates
initial states [42]. There are many other models for describing the initial state,
like, for example IP-Glasma [43] or the EKRT [44, 45] models.

The bulk of the particle production is from soft nucleon–nucleon interac-
tions. These softer interactions form the pre-equilibrated parton gas. Within a
1 fm/c ≈ 3 × 10−24 s, the QGP forms from thermalized partons and expands
as the parton gas is equilibrated, and the collective behavior of the soft parti-
cle production is generated [46, 47]. Approximately within 10 fm/c, the QGP
matter cools down while expanding, and the partonic matter hadronizes [48].
Briefly during the hadronization and after the chemical freeze-out of hadrons,
the hadrons interact with each other as well in a hadron gas phase, which will
last until the kinetic freeze-out, after which the hadrons are physically so far from
each other that the interactions between them do not matter anymore, and they
stream freely out of the collision into the detectors around1 [17].

Due to fluctuations and collision geometry, the thermalized QGP droplet
has anisotropic pressure gradients, which induct a collective behavior for the par-
ticles which are seen in the detector. By studying this collective behavior, we can
try to estimate the properties of the QGP, like viscosity. Viscosity is a property of
matter which describes how much the matter resists deformations, and even the
QGP has viscosity [49]. The higher viscosity a matter has, the bigger resistance
to changes in the shape of the matter. For example, water has a smaller viscosity
than honey, which means water flows more freely. Commonly the ideality of a
fluid is measured by the viscosity over entropy density ratio η/s. The theoreti-
cal limit for this η/s ratio has been calculated universally to be at minimum 1/4π

[50], and there is theoretical evidence suggesting a minimum for the quark matter
η/s(T) around the phase transition temperature from hadron gas to QGP [51]. As
the viscosity affects how well the matter flows, the strength of flow has been cap-
sulated in the flow coefficients, which characterize the azimuthal anisotropy of
particle production. The collective behavior is commonly described as a Fourier
series of cosine terms, where the flow coefficients are the amplitudes of each co-

1 Short lived resonances decay to particles that are stable within the flight time to detectors.
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FIGURE 1.4 The flow coefficients v2, v3, v4, and v5 in gold–gold collisions at√
sNN = 200 GeV as measured by PHENIX [53], and modeled by [52].

Reprinted figure with permission from [52], copyright (2023) by the Amer-
ican Physical Society.

sine term [46]. The higher-order coefficients describe the finer anisotropies of the
event. Figure 1.4 shows two hydrodynamic simulations and the resulting flow
coefficients of orders 2 to 5 are shown [52]. The left-hand side uses an ideal hy-
drodynamic evolution without any viscosity, and the right-hand side has a mod-
est viscous effect with η/s = 0.08, which is close to the ideal value of 1/4π. This
shows how viscosity dampens the flow coefficients, especially for higher-order
flow coefficients. By comparing the models to measurements by PHENIX [52],
one can conclude that the viscosity should not be much smaller or much higher
than 0.08. Recently there have been studies where the temperature dependency of
η/s has been studied with a parametrized form of η/s, which has a temperature
dependency [45].

The largest energy-momentum transfers are the first interactions in a colli-
sion. Due to the time–energy uncertainty relation, one can argue that reactions
with the highest energy transfer, in colliders measured by transverse momentum
pT, happen first at ∼ 1/pT [17, p.90]. The high-energy partons traverse through
the whole evolution of the collision and, given a high enough energy, do not ther-
malize. The energy of the partons is partially lost to the medium in the process
[59–66]. High-energy partons then fragment and form well-collimated showers
of particles called jets. This is signified in figure 1.3 as a yellow cone represent-
ing the spread of particles in the jet. As the hard interactions happen in the very
early stages of the heavy ion collision, the medium modifications of the parton
have been studied to be dominated by two effects: modification of vacuum ra-
diation in the early times of the collision and medium-induced radiation in the
later time [67]. In addition, the parton will excite the particles of the thermalized
medium, creating a so-called backreaction of the medium. The backreaction has
also been noticed to be an important aspect of jet modification [68, 69].

Studying jet modification experimentally can be conducted, for example,
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FIGURE 1.5 Various nuclear modification factor measurements.

with 2-particle correlations [73, 74], or with the use of jet reconstruction algo-
rithms [1], and this thesis concentrates on the latter. High-energy hadrons or re-
constructed jets can be used to measure nuclear modification factor RAA, which
describes the strength of the nuclear effects. The nuclear modification factor can
be written as

RAA =
AA yield

pp yield× binary collisions
, (1.1)

where the binary collisions refer to the average number of individual nucleon–
nucleon collisions in a single heavy ion collision. No nuclear effects, i.e., RAA = 1,
thus refers to a situation where the heavy ion collision would be equal to a col-
lection of individual proton–proton collisions. Figure 1.5a shows a collection of
nuclear modification factor measurements for hadrons and direct photons. From
the figures, one can see how the RAA < 1 for all hadrons, meaning that the pro-
duction of hadrons is suppressed in the heavy ion collisions. This suppression is
attributed to the jet quenching effect, where the high-energy partons lose energy
to the medium. On the other hand, for direct photons, the RAA = 1 is within
the experimental uncertainties. Photons do not interact strongly so the mean free
path of the photons in QGP is much higher, of the order of 500 fm [75]. As such,
they escape the QGP mostly without interacting. This observation confirms that
the normalization of the RAA is correct 2.

The nuclear modification factor can also be calculated by comparing central
heavy ion collisions to peripheral collisions, labeled as RCP, and normalizing each
centrality class accordingly [58]. The collision zone in central collisions is larger
and thus will have a more significant jet quenching effect. In figure 1.5b, the

2 As the nucleus is composed of both protons and neutrons, direct photon production is
affected by the isospin effects, which are small [57].
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central-to-peripheral modification factor is shown for charged particles and jets
in a wide transverse momentum range, showing a clear suppression for both.
Comparing hadron RCP to jet RCP is not straightforward, as jets are a sum of many
hadrons. One could expect a smaller suppression for jets as some of the medium-
induced radiation could be recovered inside the jet cone, but as the comparison is
not meaningful, a definite conclusion cannot be made without a mapping of the
hadron population to that of jets [17].

Besides the Pb–Pb collision, LHC has collided also p–Pb and Xe–Xe [71,
76–83] collision systems. Relatively recently, it has been found that the highest
activity p–Pb collisions and even pp collisions have shown signals of QGP like
the double ridge structure in two-particle correlation studies [84–86]. Even such,
the jets have not shown modification in small systems [17]. Minimum bias p–
Pb collisions are thought to happen without the formation of the QGP, as there
are either very small or nonexistent signals usually associated with the formation
of QGP. On the other hand, the system does have an ion, which might affect
the results due to the so-called cold nuclear matter (CNM) effects, thus p–Pb is
an interesting collision system for reference. Bound nucleons have a modified
nuclear parton distribution function that incorporates effects that are not present
in a free proton [2, 87, 88], such as gluon shadowing and anti-shadowing [89, 90].
The nuclear modification factor of charged hadrons for central Pb–Pb and MB p–
Pb is shown in figure 1.6, including measurements from ALICE [70] and CMS [71,
72]. It shows how the p–Pb does not show significant modification for hadrons
with transverse momentum over 2 GeV. Other similar studies can be found in
[70–72, 91].
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Because of momentum conservation, high-energy jets are most of the time
born with a paired jet which is roughly back-to-back in the transverse plane to
the first one. The two-jet system is called a dijet, and dijets have been used in
ultrarelativistic collisions to search for very high mass resonances [92, 93], but
also to act as a way to quantify jet suppression [94–96]. In heavy ion collisions,
the jets have a surface bias [97], which means that there is a higher chance of
absorption for jets that are born near the center of the collision zone than near the
surface [98]. In figure 1.7, a momentum imbalance of the subleading to leading jet
has been measured in many centrality classes. The more central the collision is,
the bigger suppression is seen. In the left figure, the leading jet has a transverse
momentum of 100 < pT,1 < 112 GeV and on the right 398 < pT,1 < 562 GeV.
The results show that the imbalance is more pronounced for lower leading pT.

A dijet can be written as the sum of the 4-momenta of the two jets, and this
object has an invariant mass of Mjj. Ideally, this represents the outgoing partons
of the hard interaction, and because of the momentum conservation, the square
of the mass is the partonic center-of-mass energy ŝ. Using this information, I can
write ŝ = x1x2sNN = M2

jj ≈ 4p2
T, where the x1 and x2 are the momentum fractions

carried by the interacting partons,
√

sNN is the center-of-mass energy per nucleon
pair of the collision, and where the approximation holds for massless azimuthally
back-to-back jets with ∆η = 0 between them. Rearranging the equation gives

√
x1x2 =

Mjj√
sNN

, (1.2)

which shows that the dijet invariant mass is a tool to probe the earliest moments
in the collision as the hardest interaction happens the first. This thesis aims to
establish the analysis framework and the tools needed to measure dijet invari-
ant mass in the pp and p–Pb collisions and lay the groundwork for future dijet
invariant mass analysis.
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2 THEORETICAL BACKGROUND

This chapter outlines the basic framework of what the analysis in this thesis is
based on, with a focus on jet physics, heavy ion experiments, and Monte Carlo
generators. To understand the main result of this thesis, the differential cross sec-
tion of the dijet invariant mass, I will start by explaining theoretical cross sections
related to jets and ultrarelativistic collisions in general.

2.1 Cross sections of ultrarelativistic collisions

The total interaction cross section can be written as [99, 100]

σtotal = σelas + σinel (2.1)

= σelas + σsingle diff + σdouble diff + σcentral diff + σnon−diff, (2.2)

where σelas is the elastic collision cross section of the incoming hadrons, where the
initial and final state of the interaction is the same. The inelastic cross section σinel

includes everything else. The inelastic cross section is further divided into single
diffractive, doubly diffractive, central diffractive, and non-diffractive portions.
Diffractive events have no color exchange between the colliding nuclei. Instead,
the force in diffractive events is carried by an exchange of a pomeron, which is
a color-neutral object. In the simplest form, this can be understood as a double
gluon exchange. The contributions to the total cross section are visualized in
figure 2.1, where each class is schematically drawn. Here one can see how each
diffractive and elastic interaction is drawn with double gluons, while the non-
diffractive interaction has only a single gluon, indicating a net color exchange. In
the figure, the X represents any number of particles the interaction produces. The
position of the X and the red bar indicates the rapidity where the new particles
are produced, A and B being the beams, and the center point between the A
and B being the middle-rapidity. For example, a double diffractive event would
have particles produced in forward and backward regions of rapidity but also an
identifiable gap somewhere in the mid-rapidity region. The central diffractive, on
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FIGURE 2.1 Visualization of different types of collisions, as imaged in the Pythia com-
prehensive manual [100], reprinted under the license CC BY 4.0. The dou-
ble gluon lines mark a color-neutral pomeron exchange, A and B represent
the interacting particles, and X can be any number of outgoing particles.
The location of the red line indicates the rapidity of the outgoing particles.

the other hand, is the other way around, having a production of particles in the
middle of the detector while the projectiles are not destroyed by the interaction
in large rapidities.

Diffractive events are classified experimentally by observing gaps in the
produced particle rapidity spectrum [101]. ALICE has used Pythia6 [102] and
PHOJET [103] MC event generators tuned specifically to match the rapidity gaps
and rapidity distributions of measured data to reflect the realistic spread of out-
put particles of the collision. The matching minimum bias trigger is emulated
in MC collisions which yields a visible cross section for the ALICE detector. In
addition, the inelastic cross section of the MC run is also calculated during the
simulation. By comparing these cross sections, trigger efficiency can be calcu-
lated. For the ALICE detector, there are several different minimum bias triggers,
which have an approximate trigger efficiency of 80%. This will be covered in
more detail in section 4.1
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FIGURE 2.2 Parton distribution functions from the CTEQ-TEA collaboration NLO PDF
CT18 set. The left figure is calculated at Q = 2 GeV and the left figure
at Q = 100 GeV. The legend refers to different quark flavors up, down,
strange, and charm. The up and down have separated antiquark compo-
nents because up and down valence quarks behave distinctly. Figure from
[104], reprinted under the license CC BY 4.0.

2.2 Collinear factorization

Using the collinear factorization, the inclusive cross section for producing a hadron
h can be written as

dσpp→hX ≈ ∑
a,b,c

∫∫∫
dx1dx2dz fa

(
x1,Q2

)
⊗ fb

(
x2,Q2

)
⊗ dσ̂ab→cX

(
x1,x2,Q2

)
⊗ Dc→hX (zc) , (2.3)

where the production has been separated into three parts [11, 105]. fa
(
x,Q2)

are the parton distribution functions (PDF) for finding a partonic flavor a inside
the proton at the energy transfer of Q2 where the parton has a fraction of the
momentum x = pproton/pparton. There are two PDFs in the equation, one for each
projectile. Then we have the perturbative cross section dσ̂ab→cX where the parton
flavors a and b produce a parton flavor c, and any other particles. Finally, the
Dc→hX

(
zc,Q2) is the fragmentation function for hadron h to be born out of the

parton with flavor c with the momentum fraction zc = ph/pc. The assumption
behind the factorization is that the particles interacting in the hard interaction
dσ̂ab→cX travel from infinitely far away to interact, and after interacting, again
travel to infinity. This is a good assumption if the scale of the hard interactions
is large enough so that the interaction distance r ∼ 1/Q � 1 fm. If this is true,
the phenomena can be separated into short-distance physics, the hard interaction,
and long-distance physics, PDFs and fragmentation.

The general idea of PDFs is to map the structure of a free proton, as a func-
tion of x, in a given interaction hardness. This is not calculable from the pertur-
bative QCD, but instead, they need to be determined experimentally. The most
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TABLE 2.1 Leading order pQCD processes along with the partonic cross sections and
the Feynman graphs for each process [106]. The labels i and j refer to differ-
ent quark species.

Process σ̂× ŝ/α2
s Feynman diagrams

qi
(_)qj→qi

(_)qj
4
9

ŝ2+û2

t̂2

qiq̄i → qjq̄j
4
9

t̂2+û2

ŝ2

qiq̄i → qiq̄i
4
9

(
ŝ2+û2

t̂2 + t̂2+û2

ŝ2 − 2û2

3ŝt̂

)
qiqi → qiqi

4
9

(
ŝ2+û2

t̂2 + ŝ2+t̂2

û2 − 2ŝ2

3t̂û

)
qiq̄i → gg 8

3

(
t̂2 + û2) [ 4

9t̂û −
1
ŝ2

]
gg→ qiq̄i

3
8

(
t̂2 + û2) [ 4

9t̂û −
1
ŝ2

]
gq→ gq

(
ŝ2 + û2) [ 1

t̂2 − 4
9ŝû

]
gg→ gg 9

2

(
3− ût̂

ŝ2 − ûŝ
t̂2 − ŝt̂

û2

)

direct constraints to proton PDFs are from deep inelastic scattering (DIS) mea-
surements, particularly from HERA [107]. In the end, PDFs are constructed using
a global analysis of all available data that can be described with collinear factor-
ization. As an example, figure 2.2 shows free proton PDF at two different scales
Q = 2 GeV and Q = 100 GeV by the CTEQ-TEA collaboration [104]. The valence
quark peaks around x = 0.2, seen more clearly in the left figure, indicating that
at high x values, it is more probable to interact with valence quarks than glu-
ons or sea quarks. Notably, how the gluon distribution is scaled by 1/5, making
it vastly dominant in the small x values, meaning most of the small x physics
is conducted between gluons. Besides the CTEQ-TEA PDFs, there are many al-
ternative parametrizations for the free proton PDF, for example, NNPDF [108],
PDF4LHC [109], and HERAPDF [110].

The hard QCD cross section dσ̂ can be calculated from the first principles
using perturbative QCD. At leading order pQCD calculations, there are a total of
eight different processes [106] that are listed in table 2.1. At higher orders, the
calculation gets rapidly more complicated. Presently the PDF analysis is done in
next-to-leading order (NLO) precision or, in some cases, in NNLO precision [104,
108–110].
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FIGURE 2.3 Measurement of the jet fragmentation in pp collisions by ATLAS using the
jet radius parameter R = 0.6 with anti-kT algorithm. Figure from [113],
reprinted under the license CC BY-NC 4.0.

The fragmentation function describes the way hadrons are produced out of
a parton. Fragmentation functions cannot be calculated from first principles, but
instead, they are calculated with a global analysis from e+e− collisions [111, 112].
Even so, the variation of the fragmentation function on the other hand can be
predicted given a large enough scale of the fragmentation Q. Experimentally the
fragmentation has been studied by measuring the spread of the jet constituents
in relation to the jet momentum

z =
~pjet · ~pcon∣∣∣~p2

jet

∣∣∣ , (2.4)

and in figure 2.3 an example distribution of the relation between a number of
charged constituents and z normalized by the number of jets is seen measured
by ATLAS [113], and compared to different MC event generators. This is not
the same thing as the fragmentation function itself as the measurement of the
F(z) requires jet reconstruction and has no discrimination between gluons and
quarks.
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FIGURE 2.4 The nuclear modification of lead ion bound protons for gluons according to
EPPS21 nuclear parton distribution function set. The black curve is the cen-
tral result, green curves represent the nuclear error sets, the purple band is
the nuclear uncertainty, and the purple is the total uncertainty. Figure from
[2], reprinted under the license CC BY 4.0.

2.3 Nuclear effects

The collinear factorization in equation (2.3) is defined for the pp collision sys-
tem. In order for it to be applicable in heavy ion environment, it is modified to
phenomenologically include nuclear effects [105, 114]

dσAB→hX ≈ ∑
a,b,c

∫∫∫
dx1dx2dz fa/A

(
x1,Q2

)
⊗ fb/B

(
x2,Q2

)
⊗ dσ̂ab→cX

(
x1,x2,Q2

)
⊗ D̃c→hX (zc) (2.5)

where the PDFs and the fragmentation function have now been changed. The
PDFs are modified into nuclear PDFs, incorporating the effects of nuclear pres-
ence into the PDF. The ratio of the nPDF and PDF is defined as the theoretical
nuclear modification factor

RA
a

(
x,Q2

)
=

fa/A
(
x,Q2)

fa (x,Q2)
. (2.6)

In figure 2.4, the modification of gluonic distribution inside a proton is shown
for EPPS21 nPDFs [2]. There is a significant suppression for very small Björken
x, but for a region around x ∼ 0.1, there is also an enhancement seen. The sup-
pression is called the nuclear shadowing effect, while the enhancement is called
anti-shadowing. The exact nature of the shadowing and anti-shadowing is not
clear, but the effect is qualitatively understood [90], and many models besides
EPPS21 have been developed, including nCTEQ15 [87] and nNNPDF [88].
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FIGURE 2.5 A schematic figure of the RHIC facilities showing the main experiments
along the collider. The RHIC preaccelerator AGS is located in the bottom
part of the picture. Figure from [118], reprinted with permission from El-
sevier.

The modified fragmentation function is changed phenomenologically so
that the medium interactions can change the properties of the hard parton c [105]

D̃c→hX (zc) ≈∑
c′

Pc→c′ (pc′ |pc)⊗ Dc′→hX (zc′) , (2.7)

where the new term Pc→c′ describes the effects which the parton c experiences
during the traversal through the medium. It is usually called the quenching
weight as it induces a fractional energy loss [114–117].

2.4 Modern heavy ion collider experiments

Relativistic Heavy Ion Collider (RHIC) was built in Brookhaven as a dedicated
heavy ion collider in 2000 [118, 120]. RHIC has been colliding various ions such
as uranium, zirconium, ruthenium, copper, gold, oxygen, hydrogen, deuterium,
and aluminum ions with different combinations, also with protons [3, p.547].
RHIC accelerates the beams up to 510 GeV per nucleon center-of-mass energies.
The main experiments participating were BRAHMS [121], PHENIX [122], PHO-
BOS [123], and STAR [124], last of which is the only one active today. The RHIC
complex is shown in figure 2.5 where the preaccelerators, LINAC and AGS, are
drawn on the bottom of the figure, after which the beam is directed to RHIC,
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FIGURE 2.6 The nuclear modification factor of φ and π0 mesons in various collision
systems was measured by the PHENIX experiment at RHIC. Reprinted fig-
ure with permission from [119], copyright (2023) by the American Physical
Society.

where the four experiments have been situated. Through the many experiments
of RHIC, the evidence of QGP in the relativistic heavy ion collisions was strength-
ened [125–128]. The versatile set of projectiles used in RHIC has enabled mea-
surements of the nuclear modification factor for various combinations. For ex-
ample, in figure 2.6 are the nuclear modification factors of φ and π0 mesons in
several different collision systems and centralities measured by PHENIX [119].
As the φ meson contains strange and antistrange quarks, this measurement also
tests the possible strangeness-enhancement associated as a QGP signal. Accord-
ing to the study, there may be QGP formation, but the volume and lifetime of the
medium may be insufficient for observing nuclear modification [119]. Of the four
experiments, only STAR continues to this day, having been upgraded during the
years [129]. sPHENIX [130] is a new experiment that has been under construction
to replace PHENIX.

It is clear that, especially after the successful SPS and RHIC heavy ion pro-
grams, there was high interest in relativistic heavy ion collisions at the high-
est center-of-mass energies [131]. The LHC, which was approved by the CERN
Council in 1994 [32], was one of the most promising places to conduct a new ul-
trarelativistic heavy ion experiment. As one of the experiments participating in
the LHC, A Large Ion Collider Experiment (ALICE) was approved in 1997, and
the physics measurements of the LHC started in 2009. Other large experiments at
the LHC are A Toroidal LHC Apparatus (ATLAS) [132], Compact Muon Solenoid
(CMS) [133], and LHC beauty (LHCb) [134], all of which are located around the
LHC, shown in the schematic picture of figure 2.7. The beam is first accelerated
with linear accelerators shown at the very bottom of the figure. From there, the
beam goes through a series of preaccelerators: proton synchrotron booster, pro-
ton synchrotron, and super proton synchrotron, before it is injected into the LHC
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FIGURE 2.7 A schematic figure of the Large Hadron Collider (LHC), showing the main
preaccelerators Proton Synchrotron (PS), Super Proton Synchrotron (SPS),
and the biggest experiments ALICE, CMS, LHCb, and ATLAS. Figure from
[135], adapted under the license CC BY-SA 2.5.

itself. LHC collides protons most of the available time, but a month per year is
reserved for heavy ion physics. Depending on the year Pb–Pb, p–Pb, and short
runs of Xe–Xe have been collided. In addition to heavy ions, some beam time has
been used to generate proton–proton collisions with the same

√
s as the lead–lead

and proton–lead
√

sNN, often called as collisions at the reference energy. These
reference pp collisions are needed for comparisons with heavy ion collisions, for
example, to calculate the nuclear modification factor or particle ratios. Other-
wise, a higher energy pp results need to be interpolated to the same energy as
the heavy ion collisions. ATLAS and CMS are experiments focused on various
physics goals, with the possibility to measure data on the highest interaction rate
for a high number of events [132, 133]. The large central acceptance of the ATLAS
and CMS experiments enables the study of jets as a function of rapidity. Figure
2.8 shows the full jet RpA for minimum bias events for eight different rapidity
classes. This shows that the jet RpA has only a weak pT and rapidity dependency.
The LHCb, on the other hand, is an experiment focused on the heavy bottom
quark [134] and offers unique capabilities due to the possibility to measure also
fixed target collisions in LHC.
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FIGURE 2.8 RpA of full jets, including charged and neutral particles, in several different
rapidity regions measured by ATLAS. Figure from [136], reprinted under
the license CC BY 4.0.

2.5 Monte Carlo event generators

Event generators are used for many purposes. Some generate full event simu-
lations, trying to model the complete collision (Pythia [100], AMPT [137]), while
others are built around more specific phenomena, like NLO calculations of par-
ton interactions (POWHEG [138, 139]), or parton modification in a QGP matter
(JEWEL [140]).

2.5.1 Pythia

Pythia event generator is a multipurpose generator made mostly for ee and pp
collisions [100]. In addition, neutrons, pions, and most other light hadrons can
also be collided, but all combinations are not possible. Pythia includes all diffrac-
tive, non-diffractive, and elastic processes, as shown in figure 2.1. These pro-
cesses can be set on or off as desired. For example, generating minimum bias
events with everything included is done with the SoftQCD setting turned on.
Generating only non-diffractive hard jet events listed in the table 2.1 is turned
on by HardQCD. All subprocesses of SoftQCD and HardQCD can also be turned
on or off one by one, in which case Pythia generates events for each process in
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FIGURE 2.9 A schematic figure describing the different parts of the event generation
simultaneously. Figure from the Pythia manual [100], reprinted under the
license CC BY 4.0.

proportion to their respective cross sections. For jet studies, the HardQCD setting
is particularly convenient, as it can generate events with a minimum partonic
transverse momentum p̂T,min. This will significantly speed up the calculation of
increasingly rare high pT jet events, which are this work’s main object of study.
This will generate a disproportionate amount of rare events, which need to be
scaled according to the cross section of generated events, which is automatically
calculated by Pythia. To ensure a good selection of jets across the spectrum, this
p̂T,min setting is many times used with several different cutoffs together with an
upper limit p̂T,max to avoid overlap [100].

A schematic figure of a Pythia-generated non-diffractive event is shown in
figure 2.9. Pythia generates events in stages, starting with the hard interaction.
Because of the uncertainty principle, the time scale of a hard interaction is smaller
as the momentum transfer is higher. The interacting partons are sampled from
parton distribution functions of the corresponding incoming particles, and the
interaction, and outgoing particles, are from the perturbative QCD itself. This
may birth short-lived resonance particles, usually Z, W± or top quarks, which
are decayed together with the hard interaction.

The Pythia generates particle showers both in the initial state, before the
hard interaction, and in the final state, after the hard interaction. The initial state
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is handled first and the final state after, and together these are called the parton
showering. While the final state radiation describes the decay rate of the final
state partons a to partons b and c, the initial state radiation is generated chrono-
logically after the hard event by backward-evolution, giving a production rate of
parton b from an earlier branching of a. On top of this, there might be multiple
interactions between the partons of the colliding hadrons in a single pp collision,
which is called multiple parton interactions (MPI). Pythia generates a variable
amount of additional 2→ 2 interactions as MPI, describing most of the underly-
ing event. MPI can also generate hard scatterings, but such events are rare due to
the power law falloff of the high pT particles. This offers important parameters
for multi-jet events.

The hadronization of a Pythia event is handled using the Lund string model
[141, 142]. Because of the color confinement of the QCD, each color-charged object
creates color strings between the colored objects. These strings receive energy
from the end-point particles, which are used to turn the string into a number of
hadrons given the energy the string has. On top of the Lund string model, Pythia
uses a color reconnection algorithm that determines the topology of the strings
[143, 144]. During this, the color strings are updated with a desired scheme, for
example, trying to reduce the total length of the strings.

Finally, there is also a possibility to turn on hadronic rescatterings, but this
is turned off by default as it adds a significant slowdown. In this rescattering
framework, the hadrons themselves can interact with each other, decay, recom-
bine, and reannihilate. The effects of the hadronic rescattering have been noted
to be limited in pp collisions [145]. After the hadronization and possible hadronic
rescatterings, the event is ready and delivered.

The many stages of Pythia event generation include many phenomenologi-
cal parameters. These parameters have been tuned according to a complex global
analysis over a large amount of measured experimental data. These are called
Pythia tunes, and the choice of the tune can depend on the subject of one’s study.
The default tune for minimum bias and hard processes in pp collisions at LHC
energies is Monash 2013 [146], which is the default tune in Pythia.

2.5.2 POWHEG

The Positive Weight Hardest Emission Generator (POWHEG) is a next-to-leading
order MC generator [138, 139]. POWHEG generates the hardest radiation first us-
ing exact NLO calculations. POWHEG does not provide the parton showering,
so that has to be simulated with another program, such as Pythia parton show-
ering. This needs to be done with some care as the default Pythia is a LO MC
generator that takes the missing orders into account via approximation during
the showering. If POWHEG were combined with a default Pythia showering, the
NLO additions over LO would be included twice, thus overcounting. POWHEG
starts the generation of the event from the hardest interaction with full NLO ac-
curacy, and then showering MC is used to generate subsequent softer radiation.
This is enforced by requiring an upper limit on the scale of the radiation, which
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would be the hard interaction transverse momentum [138].

2.5.3 AMPT

A multi-phase transport (AMPT) model [137, 147] was developed to describe the
full evolution of heavy ion collisions. The initial state of AMPT is generated by
the Heavy Ion Jet Interaction Generator (HIJING) two-component model [148,
149]. The AMPT then calculates the parton cascade using Zhang’s Parton Cas-
cade (ZPC) algorithm [150] in a way that partons can interact with each other
given that they are close enough. Finally, the hadronization is handled either
by the Lund string fragmentation [141, 142], or by the quark coalescence model
[151]. The Lund fragmentation works similarly to Pythia, but the quark coales-
cence model is used when the string melting setting is on. Quark coalescence
combines the nearest partons into mesons or baryons depending on what is the
invariant mass and quark content of the selected set of partons. This is called
string melting as the hadrons that would have been produced by the string frag-
mentation are converted to their valence quarks and antiquarks. String melting
has been performing better, especially when modeling the elliptic flow of heavy
ion collisions [147, 152]. This was an important factor for us during the event
plane studies for the ALICE FIT detector, which is introduced in detail in section
3.3.5.

2.5.4 GEANT

To make comparisons between the data reconstructed from the detector signals
and theoretical models, the measured spectrum needs to be corrected for the fi-
nite efficiency and the acceptance of the detector. We use the detector description
and simulation tool GEANT [153, 154] to simulate the interactions between par-
ticles and detector-related material. To simulate the detector response, ALICE
has built the full ALICE detector within the GEANT program using CAD. The re-
sponse can be calculated by feeding simulated particles into the simulated ALICE
detector from any MC model, like, for example, Pythia or AMPT, which were
introduced above. The primary particles from the MC provide the particle in-
formation which GEANT uses to calculate particle–matter interactions. The in-
teractions are calculated with many theoretical and experimental models, such as
ionization, pair production, bremsstrahlung, and so on. As an example, the mass-
stopping power of muons is illustrated in figure 2.10, which shows how positive
muons lose energy according to the energy of the muon. A wide range of models
is needed to account for the possible interactions in high-energy physics exper-
iments like ALICE. The interactions between particles and detectors are used to
reconstruct tracks in the same way as during data taking.

For my work, Pythia has generally been the most used MC generator for
testing and modeling purposes. In addition, POWHEG events were used along-
side Pythia as a model comparison for the main measurement, which I present
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FIGURE 2.10 The mass-stopping power for positive muons in copper material as a
function of βγ = p/Mc. Several different dominating effects are listed
in different momentum regions of the graph. Data from [155, 156], and
the figure from [3], reprinted under the license CC BY-NC 4.0.

in section 7.2. ALICE also uses mostly Pythia as a source of MC particles for the
purposes of the GEANT detector simulation, which is used during the unfolding,
which I explain in section 6.6. Additionally, we studied the reconstruction of the
event plane with AMPT and GEANT in section 3.3.5.



3 A LARGE ION COLLIDER EXPERIMENT: ALICE

3.1 Coordinate system

ALICE uses a coordinate system with the beam axis defining the z direction,
where positive z points towards the ATLAS experiment and negative z towards
the CMS experiment, as seen in figure 2.7. These directions are dubbed the A-
side and the C-side of the ALICE detector. x-axis points towards the center of the
LHC ring, which leaves the y-axis pointing towards the sky. The detector accep-
tances are defined using pseudorapidity, which uses the same sign definitions as
the z-axis. The azimuthal angle is defined to be zero at x-axis and π/2 at y-axis
[157].

3.2 ALICE detector during LHC Run 2

The ALICE detector [39] was built as a dedicated ultrarelativistic heavy ion colli-
sion experiment as a part of the Large Hadron Collider. The most characteristic
aspect of a heavy ion collision is the extremely high number of particles produced
which is one of the key points the detector has been designed for. Figure 3.1 is
a schematic of the ALICE detector as it was during the LHC Run 2, between the
years 2015 and 2018. The events analyzed in this thesis have been measured dur-
ing this time period. A set of detector acceptances and locations important for the
work in this thesis has been listed in table 3.1. After 2018 the LHC Run 2 ended,
and the detector complex and the participating experiments entered a time pe-
riod called the long shutdown 2, during which maintenance and upgrading can
be applied. The long shutdown 2 lasted from 2018 until 2022. The upgrades from
the ALICE perspective are discussed in detail in section 3.3.

For many high-energy particle physics programs, tracking is a key feature,
and it is implemented with the help of several different subdetectors. The Inner
Tracking System (ITS) is a six-layered silicon vertex detector and is the first de-
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TABLE 3.1 Information about the location and acceptances of the ALICE subdetectors
[39].

Detector z (mm) ηmin ηmax

SPD central −2.0 2.0
SDD central −0.9 0.9
SSD central −0.97 0.97
TPC central −0.9 0.9
V0-A 3400 2.8 5.1
V0-C −897 −3.7 −1.7
T0-A 3750 4.61 4.92
T0-C −727 −3.28 −2.87

tector which the outgoing mid-rapidity particles can interact with. It consists of
three different detector parts, each having two layers, the Silicon Pixel Detectors
(SPD), Silicon Drift Detectors (SDD), and Silicon micro-Strip Detectors (SSD), in
the order from inside to outside. The design of each of these subdetectors has
been done so that the innermost detectors would have the best parameter resolu-
tion, as the particle density is the largest there. This is why the SPD has the finest
granularity out of the three, with a cell size of 425 µm to z direction by 50 µm radi-
ally [39]. With this granularity, the SPD can differentiate tracklets even in heavy
ion collisions with as much as 50 particles per cm2 as reported in the technical
design report [39]. The SDD and SSD have an analog readout that can provide
dE/dx measurement at very low transverse momentum. ITS is an essential part
of the ALICE tracking system, which will be discussed in detail in section 4.2.
The vertex position ITS provides can be measured at a resolution of better than
100 µm.

Time Projection Chamber (TPC) [158] shown in figure 3.2 offers the main
charged particle tracking capabilities for ALICE in the central region. It consists
of a large barrel of about 5.6 m in diameter and 5 m in length, resulting in a pseu-
dorapidity acceptance around the central pseudorapidity |η| < 0.9. It is split into
two portions with a central electrode. Inside the TPC, charged particles ionize
the Ne-CO2-N2 gas mixture, after which the electric field inside the chamber will
cause the electrons to drift to the endplates of the cylinder, which can be seen
in the figure 3.2 with a dark green color. The position where the electrons end
up in the end plate and the drift timing are located accurately. The drift time
provides the track z information, so the trajectory of the original charged particle
can be traced. TPC was designed with the extremely high particle multiplicity
of heavy ion collisions in mind, at maximum 8000 particles per event by the esti-
mates [159].

Minimum bias triggering, which is covered in detail in section 4.1, is done
with a combination of signals in the forward-facing scintillator counter detectors
V0-A and V0-C and in some cases, in the ITS. The V0 signal has also been widely
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FIGURE 3.1 A figure describing the subdetectors of ALICE during the initial running
period until 2022. Positive rapidities face left in this figure. Figure from
[17], reprinted under the license CC BY 4.0.

used as an indicator of the centrality of heavy ion collisions. T0 is a Cherenkov
counter based detector mainly used for generating a collision time, especially
important for the time-of-flight (TOF) detector, but can also act as an alternative
minimum bias trigger source.

Other aspects of the ALICE detector include, for example, a muon arm, elec-
tromagnetic calorimeter (EMCal), and TOF detector. As seen in figure 3.1, ALICE
has been built asymmetrically as the muon tracker takes up a large space on the
C-side of the detector. It is specially designed to detect vector-meson resonances
decayed in the µ+µ− channel which is studied with ultra-peripheral heavy ion
collisions because of the larger electromagnetic fields producing vector-mesons
[161–167]. ALICE EMCal can be used to measure neutral particles. However,
it has a limited 107 degree azimuthal acceptance. To accompany the EMCal, a
dijet calorimeter has been included with an azimuthal acceptance of 60 degrees
on the opposite side to the main EMCal calorimeter [168]. Particle identification
in ALICE is handled by a combination of detectors, the TOF detector being one
of them. TOF provides particle identification information up to a transverse mo-
mentum of 2.5 GeV for pions and kaons and 4 GeV for protons [39].
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FIGURE 3.2 A closeup schematic of the Time Projection Chamber of the ALICE detec-
tor. The main characteristics of TPC are the central electrode which splits
the detector, and the endplates with readout wire chambers for charge de-
tection. Figure from [160], reprinted under the license CC BY 4.0.

3.3 Overview of the ALICE upgrade for LHC Run 3

LHC operates on a long-term plan for running beams, upkeep, and upgrades.
The times when consistent beams are provided are numbered as run 1, 2, 3, and
so on, and between the beam runs, there are long shutdown periods which is the
optimal time for instrument maintenance and upgrading for the LHC itself and
the experiments. There are shorter shutdown periods as the need arises, but the
scheduling for long shutdowns in advance is required as some of the updates
are very thorough and require a lot of planning, research, and building time.
The LHC ended the four-year-long period of run 2 in 2018 [169], and the long
shutdown 2 period started.

The long shutdown 2 lasted till 2022 and has introduced many updates for
all of the LHC detectors, but especially to the ALICE detector [160]. As ALICE
is a dedicated heavy ion collision detector, it has been built with the capability to
measure a large number of tracks with great precision. This was a tradeoff with
speed as the TPC requires drifting time. Without the upgrade, the TPC could
not read all interactions at the average designed collision rate of 50 kHz Pb–Pb
collisions during run 3, as the tracks create pile up within the drift time window
of approximately 100 µs [160]. This can be solved with a continuous readout
technique.



39

The continuous readout technique was fitted in the ALICE detector system
during long shutdown 2. The data will be saved without any trigger but instead
in time intervals called time frames which last approximately 11 ms each. This re-
quires the sorting of events at a later time when there are particles from different
collisions simultaneously inside the TPC drift chamber. Without any modifica-
tions to the TPC, this would not be possible. TPC has been using a technique that
requires an active ion gating grid to deny ions drifting back into the drift volume,
and this needs to be run with a trigger. To circumvent this, the whole TPC read-
out system needed to be changed. The active ion gating grid was superseded by
Gas Electron Multipliers (GEMs) [170], which can block most of the ion backflow
while simultaneously providing amplification [160, 171, 172].

The inner tracking system, an essential detector for high-precision tracking
and vertexing, received an overhaul for the LHC Run 3. First, the detector can
stand closer to the interaction point as the beam pipe radius was reduced from 29
mm to 16 mm. This helps especially with pointing resolution which benefits the
secondary vertex reconstruction capabilities [173]. The innermost layer stands at
a radius of 18 mm from the center of the beam pipe [160]. The detector material
was reduced for fewer secondary interactions, causing less smearing of data. The
ITS also gave up the particle identification capabilities after the upgrade, as all
measurements with ITS particle identification have been concluded during Run
2. Lastly, the maximum interaction readout rate of 1 kHz has raised up to 100
kHz for Pb–Pb collisions and to 400 kHz for pp collisions, which is an essential
upgrade for the LHC Run 3 purposes [173].

For Run 3, the ALICE muon spectrometer was upgraded with a Muon For-
ward Tracker (MFT) to extend the muon physics program. The MFT is a silicon
detector with five disks at different distances from the interaction point. It is situ-
ated in front of the absorber, after which the muon trackers are located. The main
goal of the upgrade was to improve the pointing resolution of muons and add
vertexing capabilities [160, 174].

Besides the TPC, the continuous readout without a trigger is not possible
for most of the ALICE detectors. Some detectors utilize the trigger information,
and for some, it is strictly required for operating [175]. This is not a problem as
the triggered data is combined with the data received with continuous readout
mode. As such, the triggered mode of some detectors can be thought of as a
sub-mode of the continuous mode [176].

The continuous readout technique requires a software update for the pur-
poses of online data reduction and calculation of time frames. The continuous
readout is split into time frames, separated by a heartbeat trigger, which is a non-
physics trigger launched approximately every 100 ms, which is the drift time of
TPC. This timing was decided to minimize events that are split into two time
frames [176]. During Run 3, the detector outputs 3.5 TB/s of raw data, which
must be significantly compressed before storing. For these purposes, a new on-
line & offline framework was developed, called O2. The O2 contains components
for ALICE first level processors (FLP), event processing nodes (EPN), physics
data processing (PDP), and the analysis software. FLP will receive the raw data
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FIGURE 3.3 The Fast Interaction Trigger. Subdetectors of FIT from left to right: FDD-
A, FT0-A together with FV0, interaction point, FT0-C, and FDD-C. Figure
from [175], reprinted with permission from the author.

and calculate sub time frames, reducing the output from 3.5 TB/s to 900 GB/s.
Sub time frames are transferred to the EPN farm for compressed time frame cal-
culation, outputting approximately 130 GB/s of data which will be saved to disk.

3.3.1 Fast Interaction Trigger: FIT

In the previous section, the concept of continuous readout was introduced as a
way to gather data at a higher rate, 50 kHz for Pb–Pb collisions and 200 kHz
for pp and p–Pb [176]. Many subdetectors of ALICE still do need the triggering
system, or use the triggering information in their operations [175, 176]. For such
capabilities, Fast Interaction Trigger was devised. In addition to online capabil-
ities, such as the triggering and luminosity measurement, FIT can also provide
many offline analysis tools [177]. FIT can be used for timing purposes for particle
identification, collision centrality classification, and event plane orientation deter-
mination for heavy ion collisions. FIT consists of four distinct parts located in the
forward and backward regions from the interaction point, as depicted in figure
3.3. The longitudinal distance from the interaction point and the pseudorapidity
acceptances of each subdetector are listed in table 3.2.

The furthest away from the interaction point are the Forward Diffractive De-
tectors (FDD) A and C [178], which replace the ALICE Diffractive detector. The A
and C arrays are nearly identical, consisting of eight rectangular scintillator pads
in two layers. The large rapidity interval of the FDD allows the identification of
collisions with large rapidity gaps like diffractive processes or photon-induced
ultra-peripheral collisions. FDD can also be used to estimate the centrality of a
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TABLE 3.2 Information about the location and acceptances of the FIT subdetectors dur-
ing LHC Run 3 [160].

Detector z (mm) ηmin ηmax

FT0-A 3305 3.5 4.9
FT0-C −843 −3.3 −2.1

FDD-A 17 000 4.8 6.3
FDD-C −19 500 −7.0 −4.9

FV0 3160 2.2 5.0

heavy ion collision based on the FDD signal.
Closer to the interaction point is the detector pair FT0-A and C. FT0 consists

of two detector arrays made of quartz Cherenkov radiators. Unlike the other
subdetectors of FIT, the FT0-C has been built in a convex shape as the interaction
point is so close to the detector. Each quartz radiator has an area of 2.65 cm× 2.65
cm, with FT0-A having 96 radiators and FT0-C 112. Higher granularity is good
for measuring multiplicity and event plane angle.

FV0 is located right in front of FT0-A and consists of a set of plastic scintil-
lators in five rings with equal pseudorapidity coverage. The rings are separated
into eight sectors, except the outer ring, which is split into 16 sectors. This gran-
ularity is sufficiently good for measuring multiplicity and event plane angle of
heavy ion collisions. FV0 is also used to monitor the LHC background conditions
and luminosity information in real-time, which is forwarded to the LHC for beam
tuning [160, 175]. FV0 and FT0 together provide the fastest trigger in ALICE.

3.3.2 Event plane determination

As a part of ALICE service work, in which I participated together with Heidi
Rytkönen, we studied the performance of the FIT event plane resolution. The
following text explains the physics and the work related to this task in detail.

The shape of the QGP droplet is an interesting property of heavy ion col-
lisions. Due to the collision geometry, the pressure gradients in the transverse
plane are anisotropic, thus causing the collective elliptic flow of particles. The
information about the orientation of the droplet can be used as an advantage, for
example, in path length studies of jet quenching [179, 180]. The orientation of
the droplet is described by the reaction plane of the event, which is defined as the
vector between the centers of the colliding nuclei perpendicular to the z-axis. The
azimuthal angle in which the reaction plane is in laboratory coordinates is called
the reaction plane angle and is shown in figure 3.4.

The reaction plane is an angle that cannot be observed directly but has to
be estimated via particle information. It has been found that hydrodynamics de-
scribes the collective behavior of the softly produced particles of the collision
[181]. As the collision zone, as shown in figure 3.4, is anisotropic, different di-
rections in the transverse plane have different pressure gradients of the hydro-
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ΨRP

FIGURE 3.4 A schematic drawing of the transverse plane of the collision zone of mid-
central heavy ion collision, where the centers of the ions are marked with
yellow stars. The arrow represents the impact parameter~b, and the angle
ΨRP is the reaction plane angle.

dynamic QGP, which then will cause a collective flow behavior of particles. By
measuring the particles, we can study the collective behavior by using a Fourier
transform [182] of the azimuthal angle distribution of event particles

dN
dφ

=
N
2π

(
1 +

∞

∑
n=1

2vn cos (n [φ− ψn])

)
, (3.1)

where N is the amount of particles, vn is the flow strength of nth harmonic, also
called the flow coefficient, and ψn defines the symmetry plane angle of the nth
harmonic. The symmetry plane describes the direction of the flow, and it is usu-
ally different for each harmonic. Event plane angle Ψn, on the other hand, de-
scribes the direction of the flow as we see it from the limited number of particles,
which is usually slightly different from the symmetry plane. The fewer particles
an event has, the more uncertain the event plane angle will be, thus deviating
from the underlying symmetry plane. The event plane converges into the sym-
metry plane on the limit of infinite particles in a collision. As the symmetry plane
cannot be measured directly, the discussion revolves around measuring the event
plane and the observed flow coefficient, which can then be corrected for the true
flow coefficient, as will be shown in the next section.

The interpretation of the flow coefficients is seen in figure 3.5. v1 describes
directed flow, which means that by average, the whole event is moving in a cer-
tain direction, and this is usually close to zero in the LHC energies, as the beam
does not have transverse momentum where the directional flow could originate.
Directed flow is relatively challenging to measure due to the high sensitivity to
the total momentum conservation of an event [183]. In lower energy fixed tar-
get ion–ion collisions, like in the BNL AGS, the directional flow was noticed
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FIGURE 3.5 A physical interpretation of the different flow coefficients, starting from v2

in the leftmost picture to v5 in the rightmost picture. Image courtesy of
Anna Önnerstad.

to be significant [184]. On the other hand, v2 shows the strength of the elliptic
flow. The pressure gradients of a collision will drive the elliptic flow in the case
where the collision zone has an almond shape, causing an excess of particles in
the direction of the event plane angle as to the perpendicular direction. Thus in
mid-central collisions, the eccentricity and the flow coefficient are well correlated
[185]. This information suggests that in these mid-central cases, the event plane is
a good estimate of the initial shape of the collision area. Higher flow coefficients
describe finer preferences in direction as drawn in figure 3.5 and are influenced
by final-state collective dynamics and initial-state fluctuations [186]. One of the
main offline analysis functionalities of the new FIT detector [177] is to determine
low harmonic event planes of heavy ion collisions.

3.3.3 Flow coefficients

There are many ways of calculating the flow coefficients and the event plane. The
method I used was via flow vectors, also known as Q-vectors [187]. For each
particle, we have a unit vector describing the direction in azimuthal angle φ in a
complex plane

qn = xn + iyn ≡ cos (nφ) + i sin (nφ) , (3.2)

where n refers to the nth harmonic, as in equation (3.1), and the azimuthal angle
is defined by the direction of the momentum of the particle. The sum of these
unit vectors for particles in a single event will give us the Q-vector of the event

Qn = ∑
particles

qn ≡ Xn + iYn,= |Qn| [cos (nΨn) + i sin (nΨn)] , (3.3)

which can be used to calculate the event plane angle of the event

Ψn =
1
n

arctan
(

Yn

Xn

)
. (3.4)

With the event plane coefficient, the observed flow coefficient can be calculated
with

vobs
n = 〈〈cos (n [φ−Ψn])〉〉 , (3.5)
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where 〈〈 · · · 〉〉 represents an average over all particles in all measured events. In
this equation, one needs to avoid auto-correlation effects if the event plane angle
has been calculated with the same set of particles as the vobs

n would be calculated.
In this case, auto-correlation means that one would compare the azimuthal angle
of a particle i to the event plane angle Ψn where the said particle i was used to
calculate the Ψn itself. This is avoided by subtracting the said particle from the
Ψn before comparing Ψn to the particle azimuthal angle φ and then adding it back
to the Ψn for the calculations after particle i. For the studies we have conducted
here, the vobs

n has been calculated with mid-rapidity particles and the event plane
with FIT particle information, thus avoiding the auto-correlation entirely.

As outlined in the previous section, the observed flow coefficient, as calcu-
lated in equation (3.5), needs to be corrected as the event plane differs from the
symmetry plane, which represents the true direction of the flow. To estimate how
close the event plane is to the symmetry plane, a resolution of the event plane is
calculated as

Rn = 〈cos (n [Ψn − ψn])〉 , (3.6)

where ψn is the symmetry plane angle, and the angled brackets denote an average
over all events.

Equation (3.6) is not directly usable in measurement as the symmetry plane
angle ψn is unknown. By using sub-event methods, the resolution Rn can be
calculated without the symmetry plane information. In the two-subevent method
[188] we split the particles of the event into two equal-sized parts A and B, which
each have their own event plane angle. Then one can write〈

cos
(

n
[
ΨA

n −ΨB
n

])〉
=
〈

cos
(

n
[
ΨA

n − ψn + ψn −ΨB
n

])〉
(3.7)

=
〈

cos
(

n
[
ΨA

n − ψn

])
cos

(
n
[
ΨB

n − ψn

])〉
(3.8)

+
〈

sin
(

n
[
ΨA

n − ψn

])
sin
(

n
[
ΨB

n − ψn

])〉
≈
〈

cos
(

n
[
ΨA

n − ψn

])〉 〈
cos

(
n
[
ΨB

n − ψn

])〉
(3.9)

≈ R2
n,subevent (3.10)

→ Rn,subevent ≈
√
〈cos (n [ΨA

n −ΨB
n])〉, (3.11)

where the first approximation assumes that the two subevents do not correlate
except via the collective flow. Also, as the 〈Ψn − ψn〉 ≈ 0, the sinus will be on
average zero. The second approximation assumes that as the subevent sizes are
the same sized by definition, the resolution of the two sets will be the same as
well. Thus the resolution of the subevents can be solved, as shown in the final
line of the equation.

Now we have a resolution parameter for half an event. This is good, but
it has the inherent problem that the resolution dependends on the event’s multi-
plicity, so this resolution is worse than the whole event resolution. To solve the
full event resolution, we can use a function [181, 189] to describe the resolutions
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dependency of the multiplicity

R (χ) =

√
π

2
χ exp

(
−χ2

2

)(
I0

(
χ2

2

)
+ I1

(
χ2

2

))
, (3.12)

where χ = vn
√

M, M is multiplicity, and I is the modified Bessel function [181].
In the limit of infinite multiplicity, the modified Bessel function has an asymptotic
equivalency [190]

In

(
χ2

2

)
∼

exp
(

χ2

2

)
√

πχ
, (3.13)

which shows that the resolution approaches unity as multiplicity grows. As we
have split the multiplicity in half, we can find the full event χ

χfull = vn
√

2M =
√

2χsubevent. (3.14)

The full event resolution is calculated by first solving χsubevent from equation
(3.12), and then using the information in equation (3.14)

Rfull = R
(√

2χsubevent

)
, (3.15)

and with this, we can calculate the flow coefficient of the full event

vn =
vobs

n
Rn,full

. (3.16)

If we would like to use subevents with different multiplicities, one way to
do so is to use the three-subevent method. Now each of the subevents can have
different multiplicity and thus different resolutions. The equation (3.10) is now
modified to 〈

cos
(

n
[
ΨA

n −ΨB
n

])〉
≈ RA

n RB
n, (3.17)

and the same can be done for the pair of subevents B and C and then again for A
and C. With this information, we can see easily that, for example, the resolution
of subevent A is

RA
n ≈

√
〈cos (n [ΨA

n −ΨB
n])〉 〈cos (n [ΨA

n −ΨC
n ])〉

〈cos (n [ΨB
n −ΨC

n ])〉
, (3.18)

which can be used to calculate the corrected flow coefficient for detector A in the
same way as for two event corrections in equation (3.16)

vn =
vobs

n
RA

n
. (3.19)

As these techniques should yield the same result, we created a toy MC
model for validating the two and three subevent methods against the inputted
flow in the toy MC and against each other. The toy MC generates particles in
azimuthal distribution according to the Fourier series as written in equation (3.1)
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for the first five terms until v5. The pseudorapidity distribution of particles was
taken from the ALICE measurement [191], and the flow strength was inputted
per centrality from the ALICE measurement [192]. The toy MC did not end up
using transverse momentum information for the validation purposes of this the-
sis, but each particle’s transverse momentum was sampled using an exponential
function.

The toy MC analysis used ALICE V0 and T0 detector acceptances as shown
in table 3.1. The two-subevent method randomly split the particle information
into two parts to create two equal-sized subevents from the particle informa-
tion of each subdetector V0-A, V0-C, or T0. The three-subevent method used
one subevent from a subdetector of choice and two subevents from TPC accep-
tance split into two parts, negative and positive rapidity, with a 0.2 rapidity gap
between them. vobs was calculated from the particle information from the TPC
acceptance as that would be a realistic case in the data analysis later.

The result of the flow coefficient analysis with both two and three subevent
methods can be seen in figure 3.6. In the left-hand side figure, the three-subevent
and two-subevent methods agree well, along with the inputted v2. From the
right-hand side figure, the resolution of the toy MC model is seen and compared
to the measured ALICE resolution of V0-C. The resolution is much higher than
the measured resolution, which is to be expected of an ideal toy model. These
results validate the flow coefficient methods, although it would be interesting to
see in future studies how well the two and three-subevent methods match if the
resolution of the toy MC would be artificially lowered.

In the real-world use case, the forward detectors are divided into channels
(48, 96, or 112 in the case of FV0, FT0-A, and FT0-C), making the split into two
subevents not feasible. Using the three-subevent method, we can use all of the
channels of the forward direction by using the TPC as a help for subevents B and
C.

3.3.4 Q-vector corrections

The detector performance is always non-optimal due to measurement inefficien-
cies. There also might be areas of the detector not performing optimally or com-
pletely switched off for the time of the run. In case the detector would favor some
areas over others, it may seem like there is a presence of a flow signal without any
corrections.

Averaged over all events, the physics should have no preference for a di-
rection. Thus the event plane angle distribution should be flat. The event plane
is calculated with the help of the Q-vector as shown in equation (3.4). For the
event plane distribution to be flat, the Q-vector components X and Y need to be
distributed completely symmetrically. Using this information, we can calculate
the needed corrections for every event Q-vector. There are three stages for the
correction: recentering, twisting, and rescaling of the Q-vectors.

The non-corrected Q-vector components can be described with the help of
constants An, Λn, and the mean Q each of which represent an aspect of non-
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FIGURE 3.6 Validation graphs we created for the flow coefficient calculations and com-
parison between the two and three subevent methods. Also included for
comparison is the measured resolution of V0-C from [193]. Note that the
binning between the simulation and the published measurement is differ-
ent.

symmetricity of the X–Y distribution

Xn = X + A+
n (cos(nΨn) + Λ+

n sin(nΨn)) (3.20)
Yn = Y + A−n (sin(nΨn) + Λ−n cos(nΨn)). (3.21)

By manipulating these equations so that the non-symmetric components of the
equations disappear, we have a corrected Q-vector distribution.

Recentering of the Q-vector takes the average of the whole distribution and
shifts each point to be zero

X′n = Xn − Xn (3.22)

Y′n = Yn −Yn. (3.23)

Twist correction will rotate the Q-vector so that if the vector is in an elliptic
shape, it faces either left to right or top to bottom directions, not diagonally. This
is important during the final correction. The twist is done with

X′′n =
X′n −Λ−n Y′n
1−Λ−n Λ+

n
(3.24)

Y′′n =
Y′n −Λ+

n X′n
1−Λ−n Λ+

n
, (3.25)

which removes the Λn term of the equations (3.20) and (3.21).
Finally, the stretching of the Q-vector in the x or y-axis direction is corrected
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(b) The event plane angle in each stage of
the Q-vector correction process.

FIGURE 3.7 Toy MC visualization of the Q-vector corrections. Part of the validation we
performed for the FIT event plane studies.

with a simple scaling

X′′′n =
X′′n
A+

n
(3.26)

Y′′′n =
Y′′n
A−n

. (3.27)

The different phases of the corrections are depicted in figure 3.7, and as one
can see, the outcome is a symmetrical zero-centered distribution. In the right-
hand side part of the figure the Ψ2 distribution is also drawn to further point out
how the Q-vector corrections flatten the Ψ2 distribution. Figure 3.7 was made for
the specific purpose of demonstrating these corrections by sampling a 2D Gaus-
sian distribution. There are different ways to calculate A±n and Λ±n , and one of
them is to use the random subevent method as introduced in [187].

3.3.5 AMPT MC generator with full FIT detector simulation

To estimate the performance of the FIT to calculate the event plane for each event,
we used the latest standalone AMPT [137, 194] MC event generator to simu-
late full heavy ion events, which include realistic collective flow effects across
many centralities [186]. For the simulation, we set the center-of-mass energy to
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√

sNN = 5.5 TeV as that is the designed energy during run 3 of the LHC physics
program. A center-of-mass energy of 13.6 TeV for pp collisions was reached at
the beginning of LHC Run 3, which amounts to

√
sNN = 5.36 TeV for the future

Pb–Pb collisions. We studied that the energy difference had no meaningful effect
on the outcome.

The AMPT was set to generate a random orientation for the reaction plane
for each collision with the string melting setting turned on. The AMPT parameter
PARJ(41), used in Lund symmetric splitting function as parameter a, was set to
0.3 as it fits the ALICE measurements better than the default value [195]. AMPT
can be set to generate events in a specific impact parameter range, so to generate
ALICE data comparable centrality classes, we ran AMPT with impact parameters
corresponding to ALICE 5.5 TeV Pb–Pb centrality classes according to reference
[196]. Otherwise, the run was done with default settings as given in [194]. The
exact settings of the AMPT simulation can be found in appendix C.1.

After AMPT had generated events, the events were forwarded to the ALICE
GEANT3 [153] software to simulate the detector response to the particles. The
event simulation included the beam pipe, the inner tracking system, the new
muon forward tracker, and the FIT. The digitizing of the signal was also simu-
lated, although with a reduced interaction rate, to minimize any pileup effects
for this analysis.

The event plane resolution was calculated for FV0, FT0-A, and FT0-C using
the three-subevent method, like in the toy MC model. Each subdetector was se-
lected as subevent A, and TPC split in half as subevents B and C. The vobs

n from
equation (3.5) is calculated with stable charged hadrons from AMPT in the TPC
acceptance in transverse momentum range of 0.2 GeV < pT < 5.0 GeV, and the
event plane calculated from each FIT subdetector.

The detector simulation will affect the results in a multitude of ways, such
as the limited granularity of the detector, secondary interactions in the detector
material, and particle decays, for example. We quantified these detector effects
by comparing the resolution from the true MC information in the detector accep-
tances to the digitizer values. The digitizer informs how much signal each sector
has received, and that is regarded as a sum of particles inside a sector. The center
point of each sector is assigned as a location for the signal, creating a granular
output in the process. A comparison between the MC truth output and the digits
is seen in figure 3.8a. Here the resolution of FV0 drops the most during the dig-
itizing. The FV0 has the highest resolution when calculated from the MC truth,
but it is dropped to be just above the resolution of FT0-A, which consistently has
the lowest values. FV0 has the highest acceptance out of the subdetectors, so
the resolution being the highest for the true MC information is understandable.
However, the large drop in the resolution is not easy to interpret. This could be
due to the relatively large-sized sectors of the subdetector as seen in figure 3.3
depicting the subdetectors.

The Q-vectors were corrected for all the results as explained in section 3.3.4.
The effect of the correction was tested by comparing results with and without the
correction in figure 3.8b. FT0-C and FV0 seem to have almost no effect with or
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(a) Event plane resolution calculated from
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(b) Event plane resolution with and with-
out Q-vector corrections.

FIGURE 3.8 Studies of how the full detector simulation and the Q-vector corrections
affect the event plane resolution for each detector.

without the corrections, but FT0-A, on the other hand, does benefit quite a bit. We
studied that removing the beam pipe from the simulation increases the raw FT0-
A resolution by approximately 3% in mid-rapidity (20–30%), but also removing
the FV0, the resolution increases approximately a total of 24%, which is a signifi-
cant improvement. FV0 is located right before the FT0-A, so the effect on FT0-A
resolution makes sense. FV0 is split into two parts by the y-axis, separated by
aluminum, which turned out to be a significant source of secondary interactions,
thus modifying the Q-vector distribution.

As the flow of the event is the same for each subdetector, the v2 for each sub-
detector should be the same even though the detectors have different resolutions.
For each subdetector, the event plane was used to calculate vobs

2 from charged
hadrons in TPC acceptance and then corrected with event plane resolution to v2
as shown in equation (3.19). For additional comparison besides the subdetectors,
an ideal resolution was calculated using the primary particle information, that is,
the original AMPT particles, with an acceptance of −6 < η < −1 and 1 < η < 6
for the subevent A in the three-subevent method, while retaining the subevent C
and D as the TPC acceptance split in half. This was because even though the true
value for the reaction plane would be available in the AMPT output, it was not
used in the simulation and thus not saved in the output.

Figure 3.9 shows the flow coefficient v2 for full detector simulation with
AMPT+GEANT. The resolution, as was seen in figure 3.8b, is closely comparable,
or better than, with the FIT predecessor V0 [193]. Each subdetectors agree with
the other on the v2 flow coefficient, but they all overestimate the ideal measure-
ment. The nature of this overestimation is not certain, but the ATLAS [197], CMS
[198], and PHOBOS [199] show that the flow coefficient v2 is slightly decreased in
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FIGURE 3.9 Recovery of the elliptic flow v2 in the full detector simulation for each sub-
detector. Particles with ideal performance were used to calculate the ref-
erence flow from an artificially large acceptance, marked as “Ideal” in the
figure. See text for more details.

the forward and backward directions indicating that the large non-central region
used for the ideal case could result in a slightly smaller flow coefficient. AMPT
with string melting realistically describes the flow in forward directions when
compared to data [137].



4 EVENT AND TRACK SELECTION

The proton–proton and proton–lead data gathered for the main analysis of this
thesis was procured with the ALICE detector system in the years 2017 and 2016,
respectively, both with the center-of-mass energy of 5.02 TeV. The asymmetric
composition of the proton–lead system results in asymmetric beam energies as
both beams in the LHC are guided with the same magnets. The lead ion used
in the experiments has 208 nucleons, of which 82 are protons with a positive
coulomb charge. This means that the charge to atomic number ratio is Z/A =
82/208, whereas for a single proton, it is one. The consequence is that if the
proton can be accelerated to energy Ea, the lead can only go up to Eb = Ea

Z
A . By a

very good approximation 1� m/E for the beams, the center-of-mass energy can
be written for a proton–lead beam as

√
sNN = 2Ea

√
Z
A

. (4.1)

The proton beam was run with 4 TeV energy in the laboratory frame, and the lead
ion with 1.58 TeV per nucleon [200, p.439], which will result in a center-of-mass
energy of approximately 5.02 TeV. This results in a rapidity shift of ∆y = 0.465 in
the direction of the proton projectile velocity vector [201], and the effect is seen,
for example, when comparing forward or backward regions of p–Pb collisions
with symmetrical pp collisions [202].

4.1 Visible cross section related to ALICE minimum bias trigger

The most commonly used minimally biased triggers in ALICE are V0-AND or
V0-OR. The names refer to the V0 detector and a logical AND and OR for hits in
the forward AND/OR backward direction of V0. In addition, the V0-OR trigger
requires a hit in the innermost detector SPD as well [203]. For this trigger, ALICE
has measured minimally biased cross section σV0−AND, often called the visible
cross section, with a van Der Meer scan [204].
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As was prefaced in section 2.1, the visible cross section does not describe
the inelastic cross section completely. To calculate the visible cross section effi-
ciency, ALICE used Pythia6 and PHOJET MC event generators tuned to replicate
the measured rapidity gaps. The visible cross section is simulated with the MC
by triggering the MC with ALICE V0-AND and V0-OR triggers. The cross sec-
tion efficiency for V0-AND and V0-OR is then calculated by the ratio of inelastic
cross section to the minimum bias cross sections. This way ALICE has calcu-
lated an efficiency of 0.742+0.050

−0.020 for V0-AND, and 0.852+0.062
−0.030 for V0-OR triggers

at
√

s = 7 TeV pp collisions [101]. To validate these efficiencies, we can calculate

σV0−OR

σV0−AND
=

εV0−AND

εV0−OR
(4.2)

with both the MC and measured data. By measuring the ratio with data, we
achieve the double ratio of 0.8727± 0.0001, and the double ratio between the MC
efficiencies is 0.871± 0.007, which means they agree with each other within the
margin of error [101].

In this thesis I have used the minimum bias trigger V0-AND, for which
ALICE has measured a cross section of 50.87 ± 0.04 ± 0.92 mb for pp [205] and
2090± 70 mb for p–Pb collisions [206] at

√
sNN = 5.02. Statistical and systematic

uncertainties are shown separately for the pp collisions, while the systematic un-
certainties dominate in p–Pb collisions. For this work I analyzed 816 M triggered
pp events and 626 M triggered p–Pb events.

Even though the visible cross section differs from the inelastic cross section,
the ratio of the cross section of a process r over a number of triggered processes
r is constant. To show that this is true, I will start by writing a cross section for
process r open

σr =
Wr

L
, (4.3)

where Wr is the reaction frequency Wr = Nr/∆t, and L is the instantaneous
luminosity of the beam [99]. Luminosity is a property of the experimental setup,
whereas the rate depends on the process itself. Now it is straightforward to see
that

σV0AND

NV0AND
=

NV0AND/∆t
L NV0AND

=
Ninel/∆t
L Ninel

=
σinel

Ninel
. (4.4)

4.2 Vertex and track reconstruction

The detector system outputs signals which can be used to calculate locations
where a particle could have traversed. To use this information meaningfully, the
tracks left by the particles need to be reconstructed by tracking multiple signals to
form a continuous track, and this is needed to be done for every plausible track in
the detector. For this, a combination of detectors and tracking algorithms is used.

For the charged particles, from which the jets and dijets are reconstructed in
this thesis, the main detector components are the TPC and ITS. As explained in
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the chapter 3, TPC is excellent for tracking thousands of tracks simultaneously as
it was designed specifically for heavy ion collisions [207].

Before the track-finding, a preliminary determination of the interaction ver-
tex is done using the SPD layers of the ITS. The vertex is defined as a point of
space where a maximum number of tracklets converge. A tracklet is a line that is
connected by a cluster in each of the two layers of the SPD. This calculation is re-
peated multiple times to find possible secondary vertices or pileup events. Each
iteration discards clusters that have already contributed to some other vertex. In
case the algorithm does not find a single vertex this way, a vertex is chosen to
be located in the beam axis with a z-axis location chosen with the most points of
closest approach of the tracklets in the event [203].

After a preliminary vertex is found, the tracking process starts. Tracking
happens in three stages, as shown in figure 4.1. The first phase starts to look
at the outer layers of the TPC for tracks, going inwards by finding the nearest
cluster inside a certain proximity cut. After the track reaches ITS, it continues the
propagation using the TPC track information as a seed for the ITS track-finding
algorithm, which works the same way as in the TPC. After tracks are propagated
to the innermost layer of ITS, they are interpolated to the point of closest approach
to the preliminary interaction vertex, which then serves as a starting point for the
second stage.

The second stage traces the track from the preliminary interaction point to-
ward the outer layers like as in the first stage. This time the information from the
first stage is used to perform fits with a Kalman filter [209]. During the second
stage, the track is extended beyond the TPC for the purposes of outer detectors,
which are not used during the tracking procedure.

The third stage starts again from the outer layer of the TPC and proceeds
inwards, just like in the first stage. The tracks are refitted with the previously
found clusters, and the track properties are calculated, like position, direction,
curvature, and so on. The majority of the tracks define the primary interaction
vertex, with a minority born from secondary vertices, which are checked for pos-
sible long-lived resonances. Some secondary vertices can be caused by pileup
collisions and are rejected for this analysis.

For the analysis, the SPD vertex is required to be found as this greatly im-
proves the resolution of tracks reconstructed only with TPC information. The
primary vertex and the SPD vertex need to be within 0.5 cm of each other if a
primary vertex is found. If the SPD vertex was reconstructed only for z-axis, the
resolution of the fit needs to be good enough, or else the event is rejected. The pri-
mary vertex of the collision needs to be within 10 cm of the center of the detector
for good quality.

Each vertex besides the primary vertex is checked for the probability of it
being pileup. Pileup vertices need to have enough contributors, be located over
three sigma away from the primary vertex in z-axis direction, and be within the
overlap area of the beams. pp collisions are additionally checked for unnaturally
high amounts of SPD clusters when compared to the tracklets, which would im-
ply an additional source for clusters beside the primary vertex.
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The information provided by the ITS improves the resolution of the tracks
significantly, so these tracks are used whenever possible. The SPD layers of the
ITS have had inactive modules during the ALICE data taking, causing uneven
distribution of tracks calculated with both ITS and TPC. In order to achieve a
more uniform distribution of particles, tracks reconstructed only from TPC in-
formation can be used whenever ITS cannot participate. Even though ITS has
not been used in the reconstruction for all tracks, the SPD vertex is still required
nevertheless. This combination of two classes of tracks is called the hybrid track
selection.

To assure hybrid tracks of acceptable quality, some quality assurance cuts
are made. The tracks are required to have at least 70 TPC clusters hit out of the
maximum of 159. This means that some of the rows can be skipped. The fit of
the track is checked by requiring 0.1 < χ2/TPC clusters< 4.0. The distance of the
closest approach to the primary vertex of the track needs to be below 3.2 cm in
the z direction and 2.4 cm in the x–y plane. ALICE re-examines these cuts from
time-to-time and mines the raw data files to create analysis objects which can be
used for analysis. The cuts I have used for this analysis are known as pass 1.

The pT resolution of the tracks in ALICE is optimal between 150 MeV and
100 GeV. Tracks below 150 MeV are not used in the analysis, as they curve too
much in the magnetic field. Tracks over 100 GeV suffer from lowered pT reso-
lution as the particle curving is insufficient. These tracks over 100 GeV are used
in the event analysis as anti-kT [210] jets are sensitive to high pT tracks, but jets
containing constituents with over 100 GeV are removed from the analysis.
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FIGURE 4.1 A step-by-step schematic of the ALICE tracking process. Each path de-
scribes the different stages of track reconstruction in ALICE. The numbers
from 1 to 10 refer to bits that are activated during the fitting process. Figure
from [208], reprinted with permission from CERN.
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4.3 Vertex reconstruction efficiency

In this analysis, I use minimum bias triggered events to gather dijet invariant
mass data. Most of these events have a proper primary vertex calculated either
from hits in ITS or a combination of ITS and TPC, as was detailed in section 4.2.
This requires that there need to be enough tracks for the vertex to be reconstructed
[203]. Some of the events are triggered with a minimum bias trigger but have too
few tracks for a vertex reconstruction. The events where the vertex reconstruction
was not successful are left out of the analysis. Hence, the number of events used
in the analysis needs to be corrected so that it matches the number of minimum
bias events. I can write the total number of events in the vertex z acceptance
zvtx < 10 cm as

Ntot
<10 cm = Nw/vtx

<10 cm
Ntot
<10 cm

Nw/vtx
<10 cm

≈ Nw/vtx
<10 cm

Ntot

Nw/vtx , (4.5)

where the approximation is an assumption that events without vertex are dis-
tributed in the same way as the events with vertex. Now I define the ratio of
events without vertex divided by the total number of events with or without ver-
tex as a vertex reconstruction efficiency

εvtx ≡
Nw/vtx

Ntot , (4.6)

so that I can correct the number of events analyzed in the analysis Nw/vtx
<10 cm

Ntot
<10 cm ≈

Nw/vtx
<10 cm
εvtx

. (4.7)

I measured the vertex reconstruction efficiency for pp as 0.949 and for p–Pb 0.985.
The higher efficiency of p–Pb is understandable due to a higher number of tracks
per event, which increases the quality of the vertex reconstruction.



5 JETS

5.1 Jet definition

A high-energy parton, born in a relativistic collision, will fragment and create a
well-collimated shower of particles. Algorithms have been developed to connect
the particles from the shower to the original parton, although no algorithm can
perfectly recreate the original information. Among the most commonly used jet
definitions in high energy physics are the kT [211] and anti-kT [210] algorithms.
The implementation of the kT and anti-kT algorithms that I have used in this thesis
is by the FastJet library [1]. The algorithms define a distance between any two 4-
momenta

dij ≡ min
(

p±2
T,i ,p±2

T,j

) ∆R2
ij

R2 = dji, (5.1)

where inside the minimum function “+” is used for the kT algorithm and “−” for
the anti-kT algorithm, ∆R2

ij = ∆φ2
ij + ∆η2

ij which is distance in the η–φ plane,
and R is the resolution parameter for the algorithm. In addition, each 4-momenta
has a distance to the beam defined as

dB,i = p±2
T,i , (5.2)

where again “+” is for kT algorithm and “−” is for anti-kT algorithm. In some
studies, Cambridge/Aachen jet algorithm [212] is used where equation (5.1) is
reduced to ∆R2

ij/R2 and the beam distance is always 1. This thesis focuses on
the kT and anti-kT algorithms. For each event, the FastJet clustering considers
all distances dij and dB,i and finds the smallest. If the smallest distance is dij,
the 4-momenta i and j are combined, and if the shortest distance is dB,i, the 4-
momentum i is declared as a jet and is left out for the rest of the clustering. The
clustering is continued until all 4-momenta are combined and declared as jets.

As can be seen in the equation (5.1), these two algorithms start the recon-
struction from different ends of the pT spectrum, as the kT algorithm clusters low
pT particles first, and anti-kT algorithm, on the other hand, high pT particles. This
will affect the shape of the jet area in the η–φ plane, which is demonstrated in
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(a) Different jet areas demonstrated by the
anti-kT reconstruction algorithm.

(b) The kT reconstruction algorithm.

FIGURE 5.1 A schematic demonstrating the different jet area shapes for anti-kT and kT

algorithms. Used with permission of Springer Nature BV, from [210]; per-
mission conveyed through Copyright Clearance Center, Inc.

figure 5.1. The figure shows how the anti-kT algorithm creates very round areas
around the highest pT tracks. In case of jet overlap it favors the highest pT to clus-
ter first. The kT algorithm jets have no clear shape to the jets, but instead, each is
shaped somewhat differently. This is possible as the clustering starts from small
pT particles first, which means that the center of the jet drifts easier, thus creating
jets with various shapes.

There are several recombination schemes for combining two 4-momenta
into one. The most straightforward way is the E-scheme, in which the 4-momen-
tum vectors of particles are summed. This retains the mass of the original parti-
cles and also generates the invariant mass of the system of two 4-momentums. To
experimentally identify a mass of a particle, the particle itself needs to be iden-
tified. This is challenging when the energy of the particle is very high or very
low. As such, the masses are usually left out or assigned the mass of a pion, as
pions are the most numerous in an average event. Because my analysis is highly
dependent on high-energy particles, I have used the pT-scheme, where the re-
combination starts by scaling each 4-momentum so that the energy is equal to the
3-momentum amplitude, making the 4-momenta massless. Then combining the
information of two 4-momentum is done by

pT,combined = pT,i + pT,j (5.3)

φcombined =
pT,iφi + pT,jφj

pT,i + pT,j
(5.4)

ηcombined =
pT,iηi + pT,jηj

pT,i + pT,j
. (5.5)

This way, the resulting 4-momentum is still massless. The location of the jet will
shift during the reconstruction, but the transverse momentum will be a scalar
sum of its constituents’ transverse momenta.

The difference between the E-scheme and pT-scheme can be seen in figure
5.2, where I have plotted the jet transverse momentum with both schemes. The
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FIGURE 5.2 A comparison of jet reconstruction schemes for raw jets without any ma-
nipulations like background subtraction.

difference in jet pT is small, which is natural as the transverse momentum is not
dependent on the mass of the jet. If one were to study the single jet mass, like
in reference [213], the analysis would have to be made with an E-scheme, as the
other schemes do not retain masses of the single jets.

5.2 Background subtraction

The study of jets in hadron collisions faces the challenge of the underlying event.
The underlying event in jet studies refers to all the particles not produced by the
original high-energy partons which form the jets [214]. Each collision of hadrons
always has some underlying event, especially when colliding ions. Hard interac-
tions such as jets are a rare phenomenon as the production of jets at high energies
drops as a power law. Thus, the particles of the underlying event mostly have
a small transverse momentum and as such, often called the soft background. It
is usually impossible, or at least extremely challenging, to discern which parti-
cle arises from the original parton and which is not. That is why many methods
estimate the background density of the whole event.

The strength of the underlying event is usually denoted with the letter ρ,
and ρm, for the pT density and mass density of the event, respectively. A common
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η 0.9

-0.9

ϕ
2π0

= physical particles
= ghost particles

FIGURE 5.3 A simplified schematic to demonstrate how infinitesimally energetic
evenly distributed ghost particles are used to calculate the area of each
jet. Each particle will be included in some jet; in this figure, the jets with
physical particles are shown. The area of each jet would be proportional
to how many ghost particles are included in the jet. In the real calculation,
the density of the ghosts would be significantly higher.

way to define these [215] is

ρ = median
kT jets

{
pT,jet

Ajet

}
, (5.6)

ρm = median
kT jets

{
mjet

Ajet

}
, (5.7)

where the median of all of the kT jets is taken, excluding the two leading jets.
The two leading jets most likely do not originate from the underlying event and
should not be accounted for. This method is implemented in the FastJet package
and is thus referred to as the FastJet default method in this thesis. The kT jets are
used to estimate the background as kT jets are described as having soft-adaptable
boundaries [210]. This refers to the fact that the shape of the jet is sensitive to
the soft particles whereas the anti-kT creates regular shapes around the most en-
ergetic particles, as demonstrated in the figure 5.1.

As the area of jets in the η–φ plane is needed to calculate the underlying
event density, one needs a definition. A common way to do this is to add artificial
particles to the event with infinitesimally small energy, dubbed as “ghosts”. The
ghost particles are added to the event evenly in the η–φ plane and are included
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in the clustering of jets along the physical particles. As every particle will be
included in some jet, and a well-known total amount of ghosts are spread evenly
in the event, by counting the number of ghosts in a jet, one can calculate the
area of the jet. This is demonstrated in a simplified schematic in figure 5.3 where
jets with physical particles are shown. Each of these includes some amount of
ghost particles, and the area of each jet will be proportional to the number of
ghosts included in the jet. In the real calculation, the density of the ghost particles
is much higher. Specifically for this analysis, each ghost has an area of 0.005,
which means that approximately 2260 ghosts are distributed evenly in the central
acceptance of |η| < 0.9.

The background estimation, as shown in equations (5.6) and (5.7), has a
problem when studying collisions with a much weaker underlying event than in
a typical heavy ion collision, such as proton–lead, or proton–proton collisions. If
I happen to have an event with more than half of the underlying event kT jets
being empty, which means that they are formed solely by the ghost particles, the
ρ and ρm will be zero. This will create a discontinuity between the bin, including
zero, and other bins. Because of this, a method that takes this into account was
developed by the CMS collaboration [216], sometimes also called the sparse event
method. In this method, the underlying event densities are defined as

ρ = median
real kT jets

{
pT,jet

Ajet

}
× C, (5.8)

ρm = median
real kT jets

{
mjet

Ajet

}
× C, (5.9)

where in the median, only kT jets with any amount of real particles are included,
and the empty portion of the event is taken into account with the coefficient C,
which is defined as

C =
Areal jets

Aall kT jets

∣∣∣∣∣
|ηjet|<0.5

, (5.10)

where it is easy to see that this method will approach the previous one asymptot-
ically in the case where all jets have at least one real particle. The kT jets used to
calculate this ratio must be inside the acceptance. Figure 5.4 shows the coefficient
C for both pp and p–Pb collisions, showing how pp collisions are generally emp-
tier than p–Pb events. There is a significant discontinuity in the p–Pb C = 1.0.
The last bin only includes events where every kT jet has a real particle included,
and if even one of the kT jets is empty, this value will drop significantly more than
the bin width, which is 0.01 in this case, thus creating a discontinuity in the last
bin.

In figure 5.5, I have plotted the underlying event density in 5.02 TeV pp and
p–Pb collisions with both introduced methods. The FastJet default method has
a fairly large discontinuity between the first bin and the ones after, whereas the
CMS method is relatively smooth until at high ρ values where the ALICE data
runs out of events. The CMS method seems to estimate the background slightly
higher when compared to the FastJet default method.
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FIGURE 5.5 Comparison of two different methods of calculating the average pT density
of an event for a 5.02 TeV pp collision.
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FIGURE 5.6 The background subtracted jet spectrum with the background density esti-
mated using CMS and FastJet default methods. The background was sub-
tracted using the equation (5.11).

Subtracting the underlying event from the jet transverse momentum is a
straightforward calculation

pT,corr = pT,raw − ρ× Ajet, (5.11)

where the background density times the area of the jet is used to subtract the
underlying event from the raw jet pT. To see the effect of the background esti-
mation method on a background subtracted single jet pT spectrum, a comparison
was drawn in figure 5.6. As the correction relative to the jet pT gets smaller in
high transverse momentum jets, also the difference between the two subtraction
methods lessens.

When using an observable which is dependent on the whole 4-momentum
of the jets, like the dijet invariant mass, the background subtraction should be
done for the 4-momentum of the jet instead of merely jet pT

pµ
corr = pµ

raw −
[
(ρ + ρm) AE

jet, ρAx
jet, ρAy

jet, (ρ + ρm) Az
jet

]
, (5.12)

where Aµ
jet is the jet area 4-vector as defined by the FastJet program [1]. To ex-

plain the area 4-vector, I can start by defining another helpful 4-vector nµ. A
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4-momentum pµ can be written as

pµ =
(
E, px, py, pz

)
(5.13)

= (mT cosh y, pT cos φ, pT sin φ, mT sinh y) (5.14)

= pT

√1 +
(

m
pT

)2

cosh y, cos φ, sin φ,

√
1 +

(
m
pT

)2

sinh y

 , (5.15)

which can be further simplified for massless particles, like the artificial ghost par-
ticles, to

pµ = pT (cosh η, cos φ, sin φ, sinh η) (5.16)
≡ pT nµ (φ, η) . (5.17)

Now the area 4-vector can be written as

Aµ =
∫∫
Ajet

dφdη nµ (φ, η) , (5.18)

where the jet area over η–φ plane is integrated. This means a sum over all the
ghost particles in the jet with an extra coefficient nµ.

It is worth noting that when inspecting the 4-momentum area in a trans-
verse plane, with the assumption of small R and massless constituents

Aµ ≈ πR2nµ
(
ψjet,ηjet

)
(5.19)

≈ Ajetnµ
(
ψjet,ηjet

)
, (5.20)

where the nµ vector now has the jet φ and η information. Furthermore, the trans-
verse area of a jet

AT =
√

A2
x + A2

y = Ajet

√
cos2 φ + sin2 φ = Ajet, (5.21)

so the method returns the previously shown underlying subtraction for the sim-
ple jet pT.

The 4-vector background subtraction can and will shift the directions of a
jet according to the background. This does not affect high-energy jets, like the
ones I am interested in the dijet analysis, but it does shift softer jets quite a bit.
One way to show how this behaves is to see how much jets are shifted outside
of the jet pseudorapidity acceptance

∣∣ηjet
∣∣ < 0.5. Figure 5.7a compares raw jets

and 4-vector background subtracted jets without any transverse momentum cut.
It shows how many jets are lost outside of the acceptance due to the shift caused
by the 4-vector background subtraction. If one would accept jets that would be
reconstructed originally outside the jet acceptance but then would shift inside
due to the background subtraction, this would create a feed-in effect which would
balance the situation within 1% as is seen in figure 5.7b. Fortunately, this effect
is very small for harder jets. In figures 5.7c and 5.7d, I have selected only jets
that include a leading constituent that has a transverse momentum of at least
5 GeV and created the same figures. This shows that the 4-vector background
subtraction does not shift hard jets significantly.
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(a) Raw jets and 4-vector background
subtracted jets. The background
subtraction shifts some of the jets
outside of the jet acceptance.
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(b) In this figure, the jet rapidity cut was
made after the background subtrac-
tion.
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(c) Raw jets and 4-vector background
subtracted jets inside acceptance.
The leading constituent of each jet is
required to have pT > 5 GeV.
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FIGURE 5.7 Tests for how much the 4-vector background subtraction shifts jets outside
or inside the acceptance. No pT cut was applied for this study.



6 ANALYSIS

6.1 Dijet invariant mass definition

Dijets generally refer to a two-jet system, usually thought to be roughly back-to-
back azimuthally due to the kinematics. In this analysis, I am specifically inter-
ested in the leading and subleading jets of the event, meaning the most energetic
and second most energetic jets. High transverse momentum jets are a rare occur-
rence. For example, in 5.02 TeV pp collisions, I found events with leading and
subleading jets with over 20 GeV jets roughly once every 300k minimum bias
events used in the analysis.

In addition to requiring the jets to have transverse momentum over 20 GeV,
I require that the azimuthal angle between the leading and subleading jet is over
π/2 so that the chance that I measure a dijet with jets from the same hard in-
teraction is better. Suppose the azimuthal angle between the leading and the
subleading jet is too close. In that case, the subleading jet is discarded from this
dijet search, and the next highest pT jet after the discarded one is tested for the
transverse momentum and the azimuthal angle conditions. A dijet is formed if
these are satisfied.

The dijet, which is formed out of jets labeled c and d, has an invariant mass
of

M2
jj = (pc + pd)

2 (6.1)

= m2
c + m2

d + 2 (mT,cmT,d cosh ∆y− pT,c pT,d cos ∆φ) (6.2)
≈ 2pT,c pT,d (cosh ∆η − cos ∆φ) , (6.3)

where the approximation holds for a case when m/pT � 1. In this analysis,
all jets are massless as I use the pT-scheme to reconstruct the jets. However, the
background subtraction will generate a small mass for each jet as the energy of
the jet will not match the momentum of the jet exactly anymore.

The dijet mass mostly forms from the transverse momentum of the leading
and subleading jets, but the geometry of the dijet has a sizeable contribution. Us-
ing jets without any background subtraction, I have studied the kinematical part
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FIGURE 6.1 The geometrical components of a dijet system.√
2pT,c pT,d and the geometrical part

√
cosh ∆η − cos ∆φ of the dijet system. The

geometrical part is formed from the ∆η and ∆φ distributions, which I have drawn
in figure 6.1. The ∆η figure shows only accepted dijets, but the ∆φ figure also ex-
tends to dijets which are cut before the analysis is done to demonstrate how the
whole ∆φ spectrum behaves. This is signified by two dotted lines drawn at π/2
and 3π/2, and only dijets from between these lines are used in the analysis. The
shapes of ∆φ and ∆η are very similar for both pp and p–Pb, as seen in the ratio
plots underneath. It has also been studied that the more energetic the dijet is, the
more likely the leading and subleading jets are located near the mid-rapidity of
the detector [95], creating more ∆η ≈ 0 dijets. As the jet acceptance for R = 0.4
jets in ALICE is

∣∣ηjet
∣∣ < 0.5, which restrict the |∆η| < 1 and thus the hyperbolic

cosine 1 ≤ cosh (∆η) ≤ cosh (1) ≈ 1.54. The cosine term, on the other hand, will
always be negative because of the ∆φ cut. The kinematical part, geometrical part,
and the dijet invariant mass of raw dijets are shown in figure 6.2. The geometrical
part of the equation is peaked around

√
2 ≈ 1.41, reinforcing the fact that most

of the dijets are close in pseudorapidity due to the relatively small jet acceptance
of ALICE and back-to-back in azimuthal angle. The maximum value of the geo-
metrical part is

√
1.54 + 1 ≈ 1.595, after which there are no hits in the histogram.

Multiplying the means of the kinematical and geometrical parts the result is very
close to the mean of the dijet mass. The ∆φ cut only affects the very low mass
dijets, as seen in figure 6.3. This observation is in line with the expectation that
hard events and hard jets splittings are a rare occurrence.
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FIGURE 6.2 A comparison of dijet invariant mass and the parts it is formed. The mass
mean is approximately the mean of the kinematical and geometrical parts
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FIGURE 6.3 The effect of the azimuthal angle cut for dijet invariant mass observable.
As the cut data sample is a subset of the other, the error is overestimated in
the ratio.
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6.2 Dijet invariant mass differential cross section

In this thesis, I present the dijet invariant mass scaled to the visible cross section
σV0AND

d2σdijet

dMjjdη
≡ σV0AND

Ntot evt
V0AND

dNdijet

dMjjdη
, (6.4)

where the dNdijet is a number of dijets in a specific mass bin with a bin width
of dMjj, and finally dη is the total width of the jet acceptance, which is 1.0. But
as discussed in section 4.3 some visible cross section events are missing as the
primary collision vertex was not reconstructed. The number of events which are
available to the analysis Nevt has vtx

V0AND can be corrected using the correction factor
defined in equation (4.6) resulting in equation

d2σdijet

dMjjdη
= εvtx

σV0AND

Nevt has vtx
V0AND

dNdijet

dMjjdη
. (6.5)

Lastly, to ensure high-quality measurements, I restrict the accepted events only
when the primary collision vertex zvtx < 10 cm, which is a default cut used in
ALICE. This will not affect the differential cross section as the ratio of dijets to
events stays the same as the physics is independent of the position of the collision

dN<10 cm
dijet

Nevt
<10 cm

=
dNdijet

Nevt . (6.6)

As shown in equation (4.4) the ratio of cross section divided by the num-
ber of events is constant. The events which are not triggered by the minimum
bias trigger almost never have a jet in them because of the large number of tracks
created by a jet; thus the number of jets or dijets dN does not change between
the inelastic and visible cross section events. One exception to this would be the
central diffractive events where a dijet is born diffractively so that both projec-
tiles stay intact. CMS and TOTEM [217] collaborations ran a Monte Carlo study
where they estimated a visible cross section of 26.1 pb for dijets with a mass of
100 GeV or over born in centrally diffractive events [218]. The small cross sec-
tion estimated by the CMS and TOTEM implies a small contribution to the dijet
events with no V0-AND trigger. As such, the differential cross section as written
in equation (6.5) is a close approximation to the inelastic differential cross section.

6.3 Nuclear modification factor

The parton energy loss in a heavy ion system is quantifiable with the nuclear
modification factor, defined experimentally as

RAB =

1
NAB

evt

dNAB

dMjj〈
NAB

coll

〉 1
Npp

evt

dNpp

dMjj

, (6.7)
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where Nevt are the number of events for pp and AB collisions, and
〈

NAB
coll

〉
is the

average number of inelastic nucleon–nucleon collisions in the AB collisions. This
number can be calculated for some specific centrality bin or integrated over all
collisions. In minimum bias p–A collisions, with no multiplicity selection, the
average number of inelastic collisions can be written as [7, p.62]〈

NAB
coll

〉
= AB

σ
pp
inel

σAB
inel

, (6.8)

where σinel are the inelastic cross section for pp and AB collisions. Now then,
using this information, the nuclear modification factor for minimum bias events
can be written as

RAB =

dσAB
inel

dMjj

ABdσ
pp
inel

dMjj

. (6.9)

6.4 Underlying event fluctuations

As discussed in section 5.2, single jets and dijets alike need background sub-
traction, especially in the heavy ion environment where hadrons not originat-
ing from the hard event grow more and more prevalent. If the background is
subtracted, underlying event fluctuations should also be studied and corrected.
The soft background is sizeable in p–Pb collisions, so subtracting it cannot be cir-
cumvented, and in order to make a good comparison between pp and p–Pb, the
background needs to be subtracted from the pp collisions as well.

The underlying event fluctuations for the single jet pT have been studied
and measured in previous measurements [201, 219, 220], which I will now repli-
cate here before moving on to the dijet mass. A random cone method is used
for the single jet pT background fluctuations. A random cone fully within the
detector acceptance is selected for each measured event. The cone includes the
underlying event, which we are subtracting with the technique established in
section 5.2, but also the fluctuations. By comparing the cone pT to the estimated
background, the fluctuations can be written as

δpT ≡∑
i

pT,i − ρ× πR2
cone (6.10)

where Rcone = 0.4. This can be measured straight from the measured data, and
in figure 6.4, the background fluctuation distributions are shown for pp and p–
Pb, which I have obtained for my analysis. The jet pT analysis I have conducted
for this thesis is outlined in the appendix A, and hereafter I focus on the dijet
observable.

In the following text, I will generalize the δpT background fluctuations es-
timation method to the dijet invariant mass analysis. The dijet for each eligi-
ble collision will be formed from jets where the underlying soft event has been
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FIGURE 6.4 The underlying event fluctuations for jet pT observable, measured from
the data using a random cone method. The cut at 40 GeV has been done to
reflect previous jet analysis, which will be compared to later in this thesis.

subtracted from using the techniques provided in section 5.2, so the background
fluctuations will affect the dijet invariant mass observable in a similar way as the
single jet pT. I defined a cone pair in a way that it is perpendicular to the dijet
system in azimuthal angle. Pseudorapidity for each cone is copied from the jets.
A schematic representation of these cones is seen in figure 6.5. A local pT density
is estimated for each cone

ρ′ ≡ ∑
cone

pT,i

/(
πR2

cone

)
, (6.11)

where R = 0.4 is the radius of the cones, which is the same as the resolution
parameter for jet reconstruction. This ρ′ is then used to subtract the underlying
event for each jet respectively, in the same manner as in equation (5.12), but in-
stead of using the normal ρ calculated from the median, I use the ρ′. Note that as
I have two separate cones, sometimes the fluctuations have an opposite effect on
the two dijet partners.

After the UE is subtracted with the local pT density ρ′ for the leading and
subleading jets, I obtain the dijet mass M′jj with recalculated jets and measure the
fluctuations with the difference

δMjj ≡ Mjj −M′jj. (6.12)

Two vetoes are used when generating the δMjj to reflect the background truth-
fully. Firstly, all δMjj, which have a negative Mjj’, are not accepted. This is because
the local background found in the cone has a higher ρ′ × Ajet than the jet pT, re-
sulting in a background subtraction larger than the jet itself. The cases where
the fluctuations are higher than the jet itself are not interesting for this analy-
sis. Another veto is used when either cone is overlapping with either leading
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FIGURE 6.5 The rotated cone method for estimating the underlying event fluctuations.

or subleading jets. These overlapping cones and jets provide no useful informa-
tion as the leading and subleading jets cannot become overlapped due to the ∆φ

azimuthal angle cut used during the dijet analysis.
In figure 6.6, I have drawn the δMjj spectrum for pp and p–Pb collisions.

Here one can see that the peak is formed around zero but slightly favors the
positive side. High values of δMjj are mostly overlaps of the cones and some
tertiary jet, thus creating a large fluctuation. To suppress the low statistics and
to leave out the few outliers, I fitted the peaks with an asymmetric generalized
Gaussian

f (x) = C×


exp

[
−
(
|x−µ|

σ+

)p+
]

, x− µ > 0

exp
[
−
(
|x−µ|

σ−

)p−
]

, x− µ ≤ 0

, (6.13)

where the positive and negative side of the function have their own power and
width. The fitted parameters are written in table 6.1. With the fit, I fill the fluctu-
ation response matrix assuming that the fluctuations are equally strong for each
dijet mass value, which I confirmed to be true for dijet masses such as those mea-
sured in this analysis. The fit is copied to every row of the 2D histogram by
integrating the fit for each bin, and in a way that the δMjj = 0 is set as the diago-
nal bin of the 2D histogram. The 2D UE fluctuation response matrices are seen in
figures 6.9a and 6.10a for dijet mass. The usage of this response matrix is detailed
in the section 6.6.
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FIGURE 6.6 The underlying event fluctuations for the dijet mass observable for pp and
p–Pb. The asymmetric generalized Gaussian fit is used to generate the
unfolding matrix for the fluctuations. I have written the details of the fits
in table 6.1.

TABLE 6.1 The fitted parameters for the asymmetric generalized Gaussian used to fit
the δMjj distribution drawn in figure 6.6

System C µ σ− σ+ p− p+

pp 0.69 −0.31 1.09 0.30 1.06 0.55
p–Pb 0.36 −0.27 1.82 0.76 1.35 0.60

6.5 Detector response

Real detectors have a finite efficiency and resolution, which differ from experi-
ment to experiment. The detector system can have portions that are unavailable
for the time of measurement, or there are some limitations for measuring very
low or very high-energy particles. For example, the tracking efficiency of the
TPC is shown for Pb–Pb and pp collisions in figure 6.7, where one can see how
the TPC performs in almost the same way with different collision systems and
with approximately 80% efficiency for high transverse momentum particles. This
is the biggest sole contribution to the detector response for this analysis. In ad-
dition, there are many background effects hindering the physics measurement
that should not be accounted for in the results, some of these include beam–gas
interactions and cosmic particles. It is very clear that the performance of a spe-
cific measurement depends on the experiment itself, but also on the time of the
measurement. Different experiments have hugely different experimental setups,
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FIGURE 6.7 The tracking efficiency of ALICE TPC in central and peripheral Pb–Pb col-
lisions, and in pp collisions. Figure from [203], reprinted under the license
CC BY 3.0.

but also, for the same experiment, the measurements will change in time due to
detector degradation and slowly changing environmental situations.

Measurements sensitive to detector effects, like jet pT and dijet invariant
mass, are not trivially comparable between experiments and sometimes even be-
tween measurements of the same experiment at different times. In addition, com-
parison to theory results is not feasible before correcting the measured data or
alternatively simulating the detector effects for the theory results. The latter is,
of course, not usually feasible as one would need to do this for every experiment
separately, so the former is the most commonly used method.

For each physics measurement done in the experiment, the full status of
the complete detector is saved for that particular measurement. This information
is used to model the behavior of the detector during the time the measurement
was made. The modeling of the detector is done with the GEANT3 or 4 [153,
154], and the collisions are simulated with a tuned multipurpose MC, the most
common being Pythia 6 or 8 [100]. These MC particles are fed into the full detector
simulation, including the triggering and all instrumentation, generating results in
an identical way as the data. This detector-simulated MC, usually shortened as
detector MC, is the best estimate of the detector’s behavior. By comparing this
to the original MC results, called true MC, I can estimate how an observable,
in this work, the dijet invariant mass spectrum, is modified during the detector
simulation.

To compare detector MC jets to true MC jets, they need to be matched. In
this analysis, I match the jets geometrically in the η–φ plane by requiring that
∆R =

√
∆η2 + ∆φ2 < 0.3 between the true and detector level jets. The geo-

metrical matching parameter should typically be smaller than the jet resolution
parameter R, which is 0.4 for this analysis, but each analysis should consider the
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best value for their specific case.
The matching can be studied by measuring different ∆R values between jets.

Figure 6.8a shows the minimum distance between any two jets in each event that
I have analyzed. Most of the time, this distance is about 0.5–0.6, and specifically,
there are no entries below R = 0.4, which is the jet resolution parameter of my
analysis. This is why the matching parameter should be lower than the resolution
parameter. I have also inspected the distances of matched jets in figure 6.8b to
see that the matching distance is focused on the first bin, which matches with
a distance under 0.01 and, after that, a decreasing trend. To estimate if I could
be missing something, I inspected the minimum distance between the detector
and true jets for each event in figure 6.8c. This will most of the time show a
matched jet as those will have the smallest distance in a similar way as in the
figure 6.8b, but when the match is missing, I can see ∆R values larger than 0.3.
Right after the distance of 0.4, I can see a bump of jets peaking around 0.5–0.6,
which corresponds well to the ∆R peak I see at figure 6.8a where the minimum
distance of jets in the same event has been measured. This means that the peak
around 0.5–0.6 in the minimum distance between the detector and true jets figure
6.8c is formed from separate jets and should not be matched.

For a dijet system to match, I need a dijet in both true and detector level MC.
If a dijet is found from both levels, I have required both the leading and sublead-
ing jet to match. The order of leading and subleading jets can be changed after
detector simulation as it is still the same object. The double matching naturally
makes dijets less likely to match than single jets. The detector response for the
dijet invariant mass can be seen in figures 6.9b and 6.10b. The hits are focused
on the diagonal with some spread around it. From the shape of the response, one
can see that a detector dijet with a certain mass is most likely originating from a
true dijet with a higher mass.
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of 0.3.



79

5−10

4−10

3−10

2−10

1−10

0 50 100 150 200 250 300 350 400 450 500
]2c [GeV/jjMDetector MC level 

0

50

100

150

200

250

300

350

400

450

500]
2

c
 [G

eV
/

jj
M

T
ru

e 
M

C
 le

ve
l 

This thesis
=5.02 TeVspp 

=0.4R, Tkanti-
charged-particle jets

>0.15 GeV
T,track

p
 | < 0.50

jet
η| 

>20 GeV
T,leading jet

p
>20 GeV

T,subleading jet
p

/2π | < π - ϕ∆| 

(a) UE fluctuations

12−10

11−10

10−10

9−10

8−10

7−10

6−10

0 50 100 150 200 250 300 350 400 450 500
]2c [GeV/jjMDetector MC level 

0

50

100

150

200

250

300

350

400

450

500]
2

c
 [G

eV
/

jj
M

T
ru

e 
M

C
 le

ve
l 

This thesis
Pythia8 Monash

=5.02 TeVspp 
=0.4R, Tkanti-

charged-particle jets
>0.15 GeV

T,track
p

 | < 0.50
jet

η| 
>20 GeV

T,leading jet
p

>20 GeV
T,subleading jet

p

/2π | < π - ϕ∆| 

(b) Detector response.

18−10

17−10

16−10

15−10

14−10

13−10

12−10

11−10

10−10

9−10

8−10

7−10

6−10

0 50 100 150 200 250 300 350 400 450 500
]2c [GeV/jjMDetector MC level 

0

50

100

150

200

250

300

350

400

450

500]
2

c
 [G

eV
/

jj
M

T
ru

e 
M

C
 le

ve
l 

This thesis
Pythia8 Monash

=5.02 TeVspp 
=0.4R, Tkanti-

charged-particle jets
>0.15 GeV

T,track
p

 | < 0.50
jet

η| 
>20 GeV

T,leading jet
p

>20 GeV
T,subleading jet

p

/2π | < π - ϕ∆| 

(c) Total unfolding matrix

FIGURE 6.9 The unfolding matrices for the dijet invariant mass in proton–proton colli-
sions.
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FIGURE 6.10 The unfolding matrices for the dijet invariant mass in proton–lead colli-
sions.
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6.6 Unfolding procedure

In the previous sections, I have presented the modifications of the observables
due to background fluctuations and detector effects. When scaled appropriately,
the matched detector level spectrum can be represented by the equation

dmatched
det = Mresponsedmatched

true , (6.14)

where the d vectors represent the spectrums for true and detector levels, and the
M is the 2D response matrix. Then the response matrix can be split up into two
parts, the detector, and background fluctuations

dmatched
det = Mbg fluc

responseMdet
responsedmatched

true (6.15)

where I want to apply the detector response first, as the background fluctuations
have been calculated from the real data before any detector corrections. This way,
the true spectrum will be transformed first into detector level and then smeared
for the background fluctuations. After both are applied, the resulting spectrum is
the matched detector spectrum.

The response corrects only the matched dijets, so I need to apply corrections
to the account for true dijets that did not find a pair in the detector level. These
dijets are called misses in the unfolding process. In addition, there is also a possi-
bility that a dijet can appear in the detector level MC not seen on the true side at
all, and these dijets are called fakes. It is possible that a dijet is found in true and
detector levels, but there is no match between them. This results in both a fake
and a miss.

I calculate the fakes and misses by comparing the detector response projec-
tions to the true and detector level spectrum. The spectrum for true level MC
contains all true dijets, but the response projection to the true axis lacks the dijets
that were not matched, i.e. misses. I can obtain the fraction of missed dijets by
calculating the ratio of the response projection to the true MC axis to the true MC
spectrum itself. This can be applied to the detector MC as well, now comparing
the detector MC spectrum to the response matrix projected to the detector MC
axis, which is not including the fake dijets in the detector level. The comparisons
for these and the resulting fractions of fakes and misses are shown in figures 6.11
and 6.12.

In the appendix A, the same figures are shown for single jet pT. Single jets
generally have fewer fakes and misses. This is natural as the dijet system needs
to match two jets instead of only one and requires the jets to be over 20 GeV
instead of any jet. This will affect, especially the missing portion, but also fakes,
and will limit the lower limit of the measured data that is reliable. The higher the
correction of misses and fakes, the higher uncertainty for the detector simulation
will affect the results.

Now that I have the fake and miss corrections available to be used, I can
apply them as well

ddet = DmissesDfakesMbg fluc
responseMdet

responsedtrue, (6.16)
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FIGURE 6.11 Fakes and misses for the dijet invariant mass spectrum in pp collisions.
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FIGURE 6.12 Fakes and misses for the dijet invariant mass spectrum in p–Pb collisions.



82

where the D matrices are diagonal and apply a correction for each bin of the
spectrum according to the lower part of figures 6.11 and 6.12. The combined total
unfolding matrix Mbg fluc

responseMdet
response can be seen in figures 6.9c and 6.10c for the

dijet mass.
To correct for the detector effects, I would like to invert the equation (6.16),

which is trivial for the diagonal matrices D, but very nontrivial for the matrices
M. The nontriviality arises from the fact that I have limited statistics to create
these matrices, and it is certain that some bins will have only a couple of hits.
This will make the outermost off-diagonal elements have large uncertainties and
big fluctuations from run to run. As these are scaled to probability, the outlier
hits will be extremely small. Inverting a histogram with very small but non-zero
values can result in disproportionately large entries in the inverted matrix. This
may lead to very large fluctuations in the unfolded results, usually making them
unusable.

Unfolding is a technique developed to invert a matrix with limited statistics
so that extreme fluctuations will be suppressed. There are several ways to imple-
ment this, among which in high-energy physics, the Bayesian iterative method
[221] and the Singular Value Decomposition (SVD) [222] method are the most
commonly used. In practice, I have utilized the implementations in the widely
used RooUnfold C++ package [223] for unfolding purposes. The authors of the
package have implemented the Bayesian method, and the SVD unfolding is done
with the TSVDUnfold class by K. Tackmann [224].

Based on practical experience, unfolding performs better when unfolding
from binning with a larger number of bins to binning with fewer, and for the
SVD unfolding algorithm this is an assumed property of the binning [222]. I have
used the following binning during the unfolding process:

detector MC : [40, 45, 50, 55, 60, 65, 70, 75, 80, 85, 90, 100, 110, 120, 140, 160, 180],
true MC : [40, 45, 55, 65, 75, 85, 100, 115, 130, 150, 180, 220, 270, 330, 400].

The resulting rebinned unfolding matrix, which includes the background fluctu-
ations and detector response, is presented in figure 6.13. These bins are applied
to the data as well. The raw data is first binned to the same bins as in the de-
tector level MC, and the resulting histogram after the unfolding is formed in the
binning of the true MC.

It was found during the analysis that, to avoid systematic unfolding prob-
lems in the high mass region, it is advisable to continue the true level bins much
higher than there is data available. This procedure reduces the propagation of
edge effects seen near the end of the binning.

6.6.1 Bayesian iterative unfolding method

Bayesian iterative unfolding method [221] uses the widely known Bayes theorem,
which can be written in the simplest form as

P (C|E) = P (E|C) P (C)
P (E)

, (6.17)
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FIGURE 6.13 The rebinned combined response matrix for the dijet mass.

where P(C) refers to the initial probability of a cause and the conditional proba-
bility of the said cause to produce the effect P(E|C). With this knowledge, it is
possible to calculate the conditional probability of a cause, given a certain effect
P(C|E). Which can be rewritten in the language of high-energy physics to mean
“what is the original result given a certain outcome”. The outcome is, of course,
the measured jet or the dijet spectrum, and the original result is the measurement
without any detector effect, i.e., true MC level result.

In reality, we have many causes for certain effects, that is to say, a true jet or
dijet could result in multiple different detector level jets. To reflect this, the Bayes
formula can be written

P
(
Ci|Ej

)
=

P
(
Ej|Ci

)
P0 (Ci)

P0
(
Ej
) (6.18)

=
P
(
Ej|Ci

)
P0 (Ci)

∑k P
(
Ej|Ck

)
P0 (Ck)

(6.19)

where in the final step, the basic property of conditional probabilities is used.
Now just by having an initial guess, called the prior, for the true distribution
P0(Ci), and the knowledge of how that true distribution will be distributed in the
detector level P(Ej|Ci), we can calculate the inverted response.

Given n(Ej) number of events for a certain measurement of a jet or a dijet,
we can use equation (6.19) to calculate the number of true level jets or dijets

n1(Ci) = ∑
j

n(Ej)P(Ci|Ej), (6.20)

and this corresponds to the unfolded spectrum without corrections from fakes or
misses.

As the first step, the Bayesian unfolding method requires the prior dis-
tribution P0(Ci). After the first iteration, the resulting probability distribution
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P1(Ci) = n1(Ci)/ ∑k n1(Ck) is fed again to the equation (6.19) and we get itera-
tively closer to the case where we would invert the matrix. As the inverted matrix
is not a good solution, iterations must be stopped at some point, usually when the
resulting distribution stays relatively unchanged. Even a flat distribution would
work as a reasonable guess, but choosing a distribution close to the final result
will require fewer iterations to converge. For this analysis, the true MC distribu-
tion is set as the prior, and the pp spectrum uses five iterations and p–Pb three.

6.6.2 SVD unfolding method

The general idea behind SVD unfolding is that the solution of the inverse of the
original response matrix should be somewhat smooth. The statistically signifi-
cant components need to be retained, while the wildly oscillating components
are suppressed. The explanation in this section will follow along with the refer-
ence [222].

In the SVD unfolding method, one starts by considering deviations from the
true distribution from the initial MC prior vector

wi =
dtrue

i

dprior
i

, for each i, (6.21)

which can be multiplied back to the true distribution in the end. The problem of
the unfolding is restated as a weighted least squares problem. Realizing that the
equation (6.14) will never be truly equal because of the limited number of MC
simulation events, we can write the problem in a form

(Mw− ddet)
T B (Mw− ddet) = min, (6.22)

where the B matrix is the covariance matrix of the measured vector ddet. This
equation can be simplified with a change of basis to(

M̃w− d̃det
)T (M̃w− d̃det

)
= min, (6.23)

where the tilde represents the changed basis for the elements, and the problem
stays equivalent. This will not yet solve the problem of wild fluctuations, but
now we can assert an a priori assumption of smoothness by introducing penalty
factors to the minimizing function(

M̃w− d̃det
)T (M̃w− d̃det

)
+ τ (Cw)T (Cw) = min, (6.24)

where the matrix C is chosen to be

C =



−1 1 0 0 · · · 0
1 −2 1 0 · · · 0
0 1 −2 1 · · · 0
...

...
... . . . 1 0

0 0 0 1 −2 1
0 0 0 0 1 −1


. (6.25)
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This will create a new term in the equation (6.24)

∑
i

[
(w true

i+1 − w true
i )− (w true

i − w true
i−1 )

]2 , (6.26)

which can be interpreted as a numerical second derivative. The smoothness of
the outcome is regulated by suppressing this second derivative term. The matrix
C is not invertible by itself as it is degenerate. To make matrix C invertible, a
small diagonal component is added C → C + ξI, where I is the unit matrix, and
ξ some small value, usually 10−3 or 10−4. Finally, the solution of the minimizing
problem presented in equation (6.24) can be presented in a matrix form(

M̃
√

τ · C

)
w =

(
d̃det

0

)
(6.27)(

M̃C−1
√

τ I

)
Cw =

(
d̃det

0

)
. (6.28)

Now the problem can be solved using the standard singular value decomposition
matrix technique (SVD) [225, p.487] method.

Generally speaking, any real value matrix of m× n size can be factorized in
the form

A = USVT, (6.29)

where U and V are orthogonal matrices of sizes m×m and n× n respectively, and
the matrix S is an diagonal m× n matrix with non-negative entries si. Orthogo-
nal matrices have an inverse equal to the transpose of the matrix. The numbers si
are called the singular values of the matrix A. Singular values can always be ar-
ranged in a non-increasing order by swapping corresponding columns in matri-
ces U and V. With this information, we can decompose the previously introduced
M̃C−1 = USVT. Multiplying equation (6.28) from the left side with(

UT 0
0 VT

)
, (6.30)

and we obtain (
S
√

τ · I

)
VTCw =

(
UTd̃det

0

)
. (6.31)

By defining z ≡ VTCw and y ≡ UTd̃det the equation simplifies to(
S
√

τ · I

)
z =

(
y
0

)
. (6.32)

The case when τ = 0 is easily solvable element by element by a simple division
given that the singular value matrix S is size m × m with n non-zero singular
values

zi =

{
yi
si

when i = 1, . . . ,n

0 when i = n + 1, . . . ,m
. (6.33)
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The case τ > 0 is more involved and requires matrix multiplication tricks that are
motivated in detail in reference [226, chapter 25, section 4]. It turns out that the
equation (6.31) can be conveniently manipulated by multiplying with a series of
matrices in a clever way. For this, I define a matrix

Col. i Col. m + i

Row i

Row m + i



1 0
...

... 0

0 . . .

. . . si

(s2
i +τ)

1/2 · · ·
√

τ

(s2
i +τ)

1/2 · · ·
...

...
. . . −

√
τ

(s2
i +τ)

1/2 · · · si

(s2
i +τ)

1/2 · · ·
. . . 0

0
...

... 0 1



, (6.34)

which is an identity matrix except for the four elements shown in the matrix. For
each i ∈ [1,n], the matrices are used to multiply the equation (6.31) from the left.
The series of multiplications result in a new set of equations(

S(τ)

0n×n

)
z =

(
y(τ)

h(τ)

)
, (6.35)

where the new τ dependent components are

S(τ) = Diag
{

s(τ)1 , · · · ,s(τ)n

}
(6.36)

y(τ)i =

 yi
si

(s2
i +τ)

1/2 , when i = 1, . . . ,n

yi, when i = n + 1, . . . ,m
(6.37)

h(τ)i = −yi

√
τ(

s2
i + τ

)1/2 (6.38)

s(τ)i =
(

s2
i + τ

)1/2
. (6.39)

Combining this information with the simple equation (6.35), and the information
when τ = 0 in equation (6.33), we can solve for the true level vector element by
element

z(τ)i =


y(τ)i

s(τ)i

= yi
si

s2
i +τ

when i = 1, . . . ,n

0 when i = n + 1, . . . ,m
, (6.40)

and from here, it is easy to see that z(τ)i , which represents the true level distribu-
tion, is now regulated by the τ in a way that the results remain finite even if a
singular value si would become infinitesimally small.
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FIGURE 6.14 The d-vector which is used to determine the proper regularization value
for the SVD unfolding technique.

The final task is to revert all the manipulations for the z

w(τ) = C−1Vz(τ), (6.41)

and the original distribution can be achieved by undoing the scaling with prior
distribution element by element

dtrue(τ)
i = w(τ)

i dprior
i . (6.42)

Now the main points of the general procedure are explained, but we need
to justify the choice of the regularization parameter τ. This is decided by the
measured vector ddet, more specifically, the point when the statistical error of the
vector components is comparable to the value itself. This is bound to happen at
some value because of a limited number of events. This is effectively done by
comparing the log(yi) versus i values (ref [222] uses di vector as a label, thus the
name d-vector). As the SVD uses weighted least squares, and the weight is the
statistical error of ddet, in the vector, we are looking at a point when the log(yi)
reaches about 1 and stays approximately 1 until the end of the vector.

Figure 6.14 shows the d-vectors for dijet mass in pp (a) and p–Pb (b) colli-
sions. Based on these figures, I selected the k value as 9 in pp and 5 in p–Pb colli-
sions. These are the last significant bins, so the regularization parameter τ should
be put equal to the square of the singular value of the matrix M̃C−1 τ = s2

k. When
compared, for example, to the equation (6.40) now the τ = s2

k creates a kind of
low pass filter for i < k as the si are in non-increasing order.
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FIGURE 6.15 The trivial closure test for dijet invariant mass. The test was conducted
with the same dataset as the unfolding matrix was generated, thus trivial.
In this figure, the datasets are not uncorrelated, so the uncertainty in the
ratio is slightly overestimated.

6.7 Unfolding validation

Several tests can be done to be convinced of the correctness of the unfolding pro-
cedure. The most straightforward test is called closure check, where one unfolds
the detector MC and compares that to the true MC spectrum. This should be
fairly a good agreement in the mass range of the data. I present the results for the
closure test in my analysis in figure 6.15. The proton–proton struggles somewhat
after 175 GeV, but that should not be a problem in this analysis as the data is pre-
sented at the range from 75 GeV to 150 GeV. In addition, the difference of 0.5 %
seen in pp after a dijet mass of 175 GeV would result in a negligible difference in
the result when compared to the systematic and statistical errors shown in section
7.1.

Another test that I have done is called a refolding check. While unfolding
is a complicated procedure, folding is a straightforward matrix multiplication,
where one does not have the problem of fluctuations from the matrix inversion.
As the unfolding process should be approximately the inverse of the folding pro-
cess, one can tailor a refolding test where unfolded detector level MC spectrum is
refolded back to the detector level and compared to the original detector MC dis-
tribution. In figure 6.16, the result of the refolding test is shown by unfolding and
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FIGURE 6.16 The refolding check for dijet invariant mass. This check will fold the un-
folded detector MC spectrum, and compare it with the original detector
MC spectrum.

folding a detector MC set, and then it is compared to itself before the manipula-
tions. Besides the numerical artifacts outside the range of the data, the refolding
works well within uncertainties.

The detector MC, which is used for unfolding, has to describe the physics
reasonably well. In appendix B, I present comparisons between the uncorrected
data and detector MC. Overall the agreement in shape is good.

6.8 Jet pT spectrum validation

The jet pT analysis follows the same principles as explained in the previous sec-
tions for dijet invariant mass. The jet pT analysis was replicated as close as pos-
sible to the original analysis. More details on the jet pT analysis can be found in
the appendix A.

For the pp results, it is more straightforward to compare results with no
background subtraction done. Instead, to find hard jets, only jets with a leading
constituent with pT > 5 GeV were chosen. This is also reflected in the detec-
tor simulation for unfolding purposes. This will greatly lessen the impact of jets
born solely from softer interactions. In the left side of figure 6.17, a comparison
between this analysis and the published

√
s = 5.02 TeV pp jet pT results [227] is
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(b) Proton–lead collisions, unfolded with
the Bayesian iterative method with eight
iterations.

FIGURE 6.17 Jet pT spectrum comparison.

seen. The discrepancy of 10% has been thoroughly studied inside the collabora-
tion, and it has been noticed that three independent ongoing analyses agree with
each other, this analysis among them. Thus an investigation has been started to
ascertain the validity of the publication [227]. It was concluded in an internal
ALICE meeting that the dijet invariant mass analysis is valid until new findings
about the discrepancy are found.

There was no constituent cut for the p–Pb spectrum comparisons as was in
the pp collisions. Instead, as the background is removed, the underlying event
fluctuations are corrected using the δpT information shown in figure 6.4. The
background subtraction method was matched to be the same between the anal-
yses. The comparison to previously published ALICE

√
sNN = 5.02 TeV p–Pb

MB spectrum [219] is seen on the right side of figure 6.17. Notably, the published
paper uses an older p–Pb data measured in 2013 with fewer events than the new
2016 p–Pb dataset.

There has been no real jet pT RpA publication as the
√

s = 5.02 TeV pp
results came so much later with a number of events and calibration for a good
comparison. The publication with p–Pb MB measurements made a comparison
between the

√
sNN = 5.02 TeV p–Pb and

√
s = 7 TeV pp, by scaling the pp results
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FIGURE 6.18 The jet pT RpA comparison. In this figure, the p–Pb spectrum used is the
same as in figure 6.17b. On the other hand, pp was matched with the p–
Pb jet pT analysis for comparison. The background was subtracted, δpT

was taken into account during the unfolding, and the result was unfolded
using the Bayesian iterative method with three iterations. The band in the
ratio shows the systematic uncertainty of the published ALICE result.

by a factor achieved by a ratio of MC simulations

F(pT,jet) =
yield(pT,jet)

∣∣5.02 TeV,boosted
pp,NLO

yield(pT,jet)
∣∣7 TeV
pp,NLO

. (6.43)

For my analysis, I am comparing the pp and p–Pb data with the same center-
of-mass energy, so such scaling is unnecessary. For the RpA comparison, all the
cuts and corrections, such as the underlying event fluctuations, were matched
for the pp spectrum. This ensures the same treatment and, thus, an apples-to-
apples comparison between the two. The comparison of RpA can be seen in figure
6.18. The systematic and statistical uncertainties are drawn for the result from the
publication, with systematic uncertainty also shown in the ratio as a band. In my
jet pT analysis, I did not conduct a systematic error study. As the jet pT spectrum
I have measured for pp and p–Pb are both slightly under the published results,
this will still result in a RpA of 1.



7 RESULTS

7.1 Dijet invariant mass systematic uncertainties

Systematic uncertainties refer to systematic behavior which cannot be revealed
by repeating the same measurement multiple times [228]. For example, chang-
ing a correction method that should yield the same outcome and comparing the
outcome with the default result will give an estimate of how sensitive the mea-
surement is for the change. If this results in a systematic difference, it is assigned
as a systematic uncertainty. For this analysis, the systematics are divided into
two main sources of uncertainty, tracking efficiency uncertainty and unfolding
uncertainty.

Each separate source of uncertainty is tested and compared to the default
setting, which is the main dijet invariant mass result introduced later in this chap-
ter. This is done for both pp and p–Pb collisions, and separately for RpA. RpA is
calculated so that a systematic check is tested with both pp and p–Pb simulta-
neously and compared to the main RpA result. This way, some uncertainty is
possible to cancel out, but this needs the assumption of correlation between the
pp and p–Pb datasets.

7.1.1 Tracking efficiency uncertainty

The performance of the tracking is estimated with a full MC detector simulation
which uses realistic quality selections and tracking calculations as explained in
section 4.2. During tracking, a certain percentage of particle information is lost,
and this percentage is dependent on the several tracking-related cuts done to
ensure good quality tracks.

As one one could use a different strategy for the track quality cuts than the
default, these cuts are varied for both data and MC. The variations are ultimately
studied and recommended by the ALICE data processing group, and I have gath-
ered a list of the variations in table 7.1. The effect of the variation is calculated as
the ratio of “variation c”/“default” for both data and MC, and the ratio of ratios
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TABLE 7.1 List of track quality checks conducted for calculating the tracking efficiency
uncertainty. If the cut is done by default, the standard value is shown in
parenthesis. These are the variations that the ALICE data processing group
recommends.

Check (Standard value if available)

TPC crossed rows > 120− 5
pT

(> 70)

crossed rows / findable clusters in the TPC > 0.9 (> 0.8)
# of clusters with TPC dE/dx signal > 0.5× # of TPC crossed rows
# of clusters with TPC dE/dx signal > 40
# of clusters with TPC dE/dx signal > 60

defines the uncertainty

δc =
variation c

default

∣∣
data

variation c
default

∣∣
MC

, (7.1)

which describes how well the MC simulation reacts to these variations. This num-
ber δc represents the tracking uncertainty for a select variation, and as each track-
ing cut uncertainty is uncorrelated with each other, the sources can be summed
in quadrature to get total tracking uncertainty. In the end, the TPC-ITS matching
efficiency is also summed in quadrature, defined as the fraction of tracks with
clusters both in ITS and TPC divided by the number of tracks with clusters in TPC
and is calculated by the ALICE data processing group. This is the full tracking ef-
ficiency uncertainty. This full tracking efficiency uncertainty has been collectively
studied by the ALICE jet expert group, especially by Dr. Jaime Norman. It was
concluded that the pp tracking efficiency uncertainty is a constant 3%, whereas
the p–Pb varies as a function of track transverse momentum, as presented in the
figure 7.1. The values used in this analysis are publicly available in the AliPhysics
code repository [229] in the file TrackEfficiencyConfiguration.yaml.

The tracking efficiency uncertainty describes the uncertainty of how well we
understand the amount of lost charged tracks. This loss by default is corrected
using the unfolding procedure explained in detail in section 6.6. By causing ex-
tra loss of tracks, according to the tracking efficiency uncertainty, it produces a
conservative estimate of the tracking capabilities of the ALICE detector and can
be used to generate a new detector response matrix. This new matrix induces
a stronger correction due to the extra loss of tracks. The measured results are
unfolded with the default unfolding matrix and the extra track loss unfolding
matrix, and then the result of both are compared. The ratio between these will
show the effect of the extra tracking loss for any observable, dijet invariant mass
included. In figure 7.2, I present the tracking efficiency uncertainty for my analy-
sis for both pp and p–Pb collisions. Note how the spectrum with extra track loss
is above the default result, which makes sense as the correction should be bigger
with the extra loss of tracks.

It is unclear if the tracking efficiency uncertainty is correlated between the
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FIGURE 7.1 The tracking efficiency systematic uncertainty for individual tracks of a p–
Pb event as a function of track pT. This information generates the tracking
efficiency systematics for other observables like dijet invariant mass. For
tracks higher than 14 GeV, the systematic uncertainty will be equal to the
value of the last bin, as seen in this figure.

different measurements. This means that even though the systematic behavior
is similar between pp and p–Pb, it cannot be trivially concluded that they would
cancel each other. I studied the systematic behavior of RpA by calculating the RpA
value by varying pp tracking while retaining the default p–Pb, and vice versa.
Out of these two systematic results, I chose the larger deviation for each bin of
the RpA as the tracking error for RpA. In figure 7.3, I show the tracking systematic
error of RpA for this analysis.

As this check with extra loss is much easier to do than adding extra tracks,
this uncertainty is mirrored for positive and negative contributions, assuming the
effect would work similarly for extra tracks. This mirroring is done for the pp and
p–Pb spectrums and also the RpA.

7.1.2 Unfolding uncertainty

The unfolding procedure contains several choices for conducting the unfolding.
For example, the number of iterations or the selection of prior in Bayesian un-
folding. Because of this, I have done extensive testing for different sources of
uncertainties in the unfolding process. Each of the unfolding systematics sources
I studied is shown individually in figure 7.5. In this section, I explain the reason-
ing for them all in the order they have been displayed in the figure. Ultimately,
I combine all the unfolding systematics into a single unfolding systematic uncer-
tainty.

– Unfolding performs poorly when there is a low number of measured events
in certain data bins. By default, I chose to cut off the data above the dijet
mass of 180 GeV. The exact value for the cut off depends on the binning and
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FIGURE 7.2 Tracking efficiency uncertainty estimation. The ratio in the bottom part of
the figures shows the deviation of the check from unity, which is set as the
systematic uncertainty symmetrically for the positive and negative sides of
the spectrum.

the desired amount of statistics in each bin, so I have tested the effect when
the data is cut above 160 GeV instead of 180 GeV. This mainly affects the
two highest bins.

– In section 6.7, a trivial closure check was made by unfolding a Monte Carlo
set which was used to generate the detector response itself. Here I have
separated a statistically independent set of MC from the production. The
detector MC of this separate set is unfolded with the same detector response
as the data and then compared with the true MC of the separated set. The
difference between the unfolded detector MC and the true MC is accounted
as a systematic uncertainty.

– The binning I chose for the unfolding is not unique, and I could have se-
lected a similar yet different binning. I ran the unfolding with modified
binning, and after the unfolding, I rebinned the bins in the same way so
the histograms are comparable. The alternative bins are somewhat denser
when compared to the default bins (shown in section 6.6) both in detector
level MC and true level MC. For the systematic, the following binning was
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FIGURE 7.3 Tracking efficiency uncertainty for RpA. This was chosen bin-by-bin as the
bigger deviation from unity out of pp or p–Pb tracking efficiency uncer-
tainty shown in figure 7.2. The uncertainty is set symmetrically for the
positive and negative sides of the RpA.

used:

detectorMC : [40, 43, 45, 50, 55, 60, 63, 65, 70, 75, 80, 85, 90, 95, 100,
105, 110, 120, 130, 140, 150, 170, 180, 200]

true MC : [40, 43, 45, 50, 55, 65, 70, 75, 85, 92, 100,
108, 115, 122, 130, 140, 150, 200, 250].

– As explained in the previous sections, the Bayesian unfolding method re-
quires a choice of the prior. I have used the true MC spectrum as a prior,
which is a common choice in our field. However, the sensitivity of the final
result for the choice of prior must be quantified. I chose the modified prior
to be the unfolded data, that is to say, the default result I am presenting in
this thesis. The RooUnfold program calculates the prior automatically from
the unfolding matrix, assuming the usage of the true MC as the prior. Thus
I have technically implemented the change by scaling the unfolding matrix
with the ratio between the unfolded data and the true MC spectrum. This
ratio is shown in figure 7.4. The histogram shown is used to scale the default
prior by multiplying them bin-by-bin.

– There are several unfolding algorithms, two of which have been used for
this analysis. The method of unfolding itself is a choice I have made, and
as such, I have compared the Bayesian iterative default method to the SVD
unfolding method. The SVD unfolding method uses kterm = 9 for pp and 5
for the p–Pb.

– I have varied the number of iterations used with the Bayesian iterative un-
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FIGURE 7.4 The ratio between the unfolded data and the true MC, which is then used
to scale the unfolding matrix, thus changing the prior of the unfolding pro-
cess.

folding method. I have chosen the number of iterations because the output
should not change significantly with the increasing number of iterations, so
by design, this source is small but important to test. In this test, the number
of iterations has been changed ±1.

7.1.3 Total systematic uncertainty

Combining the systematic uncertainties is a multi-step process. Each systematic
source listed before is defined as the bin-by-bin deviation from unity. The unfold-
ing systematics are combined together with the equation

δunfolding =

√
∑Ntot unf

i∈unf syst δ2
i

Ntot unf , (7.2)

similarly as previous jet publications [230]. After combining, both the total un-
folding systematic and the tracking efficiency uncertainty are smoothed with the
help of the ROOT [231] TH1::Smooth function, which uses the 353QH smooth-
ing algorithm twice. 353QH does running medians of three, running medians of
five, running medians of three again, and finally, a quadratic interpolation. This
algorithm is explained in detail in the reference [232, p. 295]. After smoothing
the tracking and unfolding systematics, the total systematic uncertainty is calcu-
lated bin-by-bin by taking a square root of the sum of squares. I present the final
systematic uncertainties in figure 7.6.

I estimated the total error for the uncertainty of measured cross sections.
The cross sections and errors were reported in section 4.1, and the errors are com-



98

bined squarely√(√
δσ2

pp,stat + δσ2
pp,syst/σpp

)2
+
(
δσpPb,syst/σpPb

)
= 0.038, (7.3)

where I have first combined the statistical and systematical errors of pp cross
section squarely, after which I combined the total error of pp and p–Pb, resulting
in an error of 3.8%.
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FIGURE 7.5 The unfolding related systematics are depicted individually on a stacked
histogram. The sum of these histograms does not reflect the total unfolding
systematic. Total unfolding systematic can be found in figure 7.6
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FIGURE 7.6 The smoothed tracking and total unfolding systematics, along with the to-
tal systematical uncertainty.
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7.2 Dijet invariant mass MC model comparisons

I ran two MC simulations to obtain a better physics interpretation of the mea-
sured dijet mass distributions. I studied how big of an effect would the rapidity
shift and the use of a nuclear PDF have on the final results. The rapidity shift is
needed as the proton has more energy than a nucleon in the lead, as explained
in section 4. As protons traverse towards the negative direction in the ALICE
coordinate system, the push is ∆y = −0.465 [233, 234].

I ran two productions. First, standalone Pythia with EPPS16 nPDF [235],
and POWHEG+Pythia with EPPS21 nPDF [2]. The POWHEG calculates the hard
interaction at the NLO level, whereas Pythia effectively accounts for the higher
orders by tuning the parton shower [100].

I used Pythia to simulate events in eight different p̂T bins, explained in sec-
tion 2.5.1, to have a high number of events also in the rare kinematically high
regions of the hard collisions. The first bin started at 15–30 GeV, and from there,
30–40 GeV, 40–65 GeV, 65–90 GeV, 90–120 Gev, 120–150 GeV, 150–200 GeV, and
the last bin had a p̂T minimum of 200 GeV with no upper limit. I scaled each his-
togram in a given p̂T bin with the cross section corresponding to that bin, along-
side the number of events.

Unlike Pythia, POWHEG is not run in distinct p̂T bins, but the rare events
are instead artificially made more probable during the generation of the events.
This way, one will receive a broader set of hard interactions but with unrealistic
distributions. This is fixed by weighting each histogram event by event with the
inverse of the enhancement of the current event. The POWHEG+Pythia simula-
tion uses parton shower and hadronization algorithms from Pythia. Because, by
default, Pythia has leading order matrix elements for calculating the hard scat-
tering, the parton shower of Pythia is tuned to match higher-order interactions.
Since the POWHEG uses NLO matrix elements, the Pythia showers need to be
matched to the POWHEG NLO calculations to avoid double counting [100]. De-
tailed settings for Pythia and the POWHEG+Pythia are shown in appendices C.2
and C.3.

In figure 7.7, the comparison between nonmodified simulated pp events
and the rapidity shifted PDF+nPDF pp events can be seen. There seems to be a
slight enhancement of jets in the modified simulated pp collisions. I have drawn
the partonic (x1,x2) distributions of the hardest interaction for events that have
two jets with at least 20 GeV transverse momentum in figure 7.8. The median
of the distributions are of the order of 0.01–0.05. Comparing these values to the
previously shown EPPS21 publication in figure 2.4, where they show the modifi-
cation for gluon distribution, it seems that the simulations produce dijets in the
anti-shadowing enhancement region. The enhancement in figure 7.7 is under-
standable as most of the dijet events are from the anti-shadowing region of the
nuclear PDFs.



102

40 60 80 100 120 140

]2c [GeV/jjM

7−10

6−10

5−10

/G
eV

]
2 c

 [m
b 

je
t

ηd jj
M

/d
σ

2 d

Pythia EPPS16

p-Pb

pp

This thesis
=0.4R, Tk=5.02 TeV, anti-s

 | < 0.50
jet

η>0.15 GeV, | 
T,track

p
>20 GeV

T,leading jet
p

>20 GeV
T,subleading jet

p

/2π | < π - ϕ∆| 

40 60 80 100 120 140

]2c [GeV/jjM

0.96

0.98

1

1.02

1.04

1.06

1.08

pP
b 

/ p
p

(a) Standalone Pythia Monash tune

40 60 80 100 120 140

]2c [GeV/jjM

8−10

7−10

6−10

5−10

/G
eV

]
2 c

 [m
b 

je
t

ηd jj
M

/d
σ

2 d

POWHEG+Pythia EPPS21

p-Pb

pp

This thesis
=0.4R, Tk=5.02 TeV, anti-s

 | < 0.50
jet

η>0.15 GeV, | 
T,track

p
>20 GeV

T,leading jet
p

>20 GeV
T,subleading jet

p

/2π | < π - ϕ∆| 

40 60 80 100 120 140

]2c [GeV/jjM

0.96

0.98

1

1.02

1.04

pP
b 

/ p
p

(b) POWHEG+Pythia

FIGURE 7.7 Monte Carlo results which compare default simulated pp events with ra-
pidity boosted PDF+nPDF pp events.
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POWHEG+Pythia productions.
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7.3 Dijet invariant mass and the nuclear modification factor

In figure 7.9, I have drawn the dijet invariant mass spectrum with the aforemen-
tioned systematic uncertainties included as colorful bars. I have also included
a comparison to the Pythia and POWHEG+Pythia MC results, which were in-
troduced in section 7.2. I scaled the MC spectrums with the atomic number of
lead for the comparisons with p–Pb data. According to the comparison, both MC
models overshoot the measurement, but POWHEG+Pythia is consistently closer.
Qualitatively similar behavior has been seen in previous studies where Pythia8
tunes overshoot the measurement [113], especially tune Monash [227], which is
the tune I also used to generate the Pythia events.

In figure 7.10, I present the measured pp and p–Pb spectrum again, along
with the nuclear modification factor RpA. In this figure, the pp spectrum is scaled
with the atomic number of lead. The ratio of these spectra is automatically the
nuclear modification factor as shown in equation (6.9), which I have drawn in
the bottom panel of the figure. In the figure, I also show the systematic error of
the RpA drawn as a colored bar alongside the two MC models. The colored band
of the MC models includes the statistical uncertainties. The two MC RpA are al-
most perfectly on top of each other, which shows that there is no big difference
for this observable between the showering of Pythia and the NLO calculations of
POWHEG. Within uncertainties, the data and the models agree with each other,
which means that the systematical and statistical uncertainties in the measure-
ment are too large to make a definite conclusion about the enhancement seen in
the MC. The absence of modification is in line with the jet and dijet studies pre-
viously conducted in similar kinematical ranges, such as shown in figure 6.18 or
in [70, 71, 236]. This figure is an updated version of ALICE preliminary result in
[237].
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FIGURE 7.9 Dijet invariant mass spectrum with comparisons to two MC models.
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8 CONCLUSIONS AND OUTLOOK

In this thesis, I presented the analysis and study of the dijet invariant mass spec-
trum reconstructed from charged particles in proton–proton and proton–lead col-
lisions at

√
sNN = 5.02 TeV center-of-mass energy measured with the ALICE

detector. I reported the dijet invariant mass spectrums for pp and p–Pb in the
mass range of 75 – 150 GeV/c2, alongside the nuclear modification factor for the
dijet invariant mass. The is no modification for the entire available range of the
spectrum, which is to be expected in the context of previous jet nuclear modi-
fication factor studies in the same kinematical range. According to Pythia and
POWHEG+Pythia Monte Carlo simulations, there is a small enhancement of the
spectrum. This enhancement could be due to the fact that the events which pro-
duce a dijet are from the anti-shadowing region of the lead nuclear PDF. Both
models agree with each other and agree with the measurement within the mar-
gin of uncertainty. To experimentally confirm the enhancement, a large amount
of statistics is needed. Furthermore, the systematical uncertainties would need
to be greatly improved, which will be challenging as the dijet invariant mass is
sensitive to the tracking efficiency uncertainty, which is significant. In the future,
changing the MC generator used to unfold could be used as an additional test
on how dependent the results are for this. It would also be beneficial to consider
comparisons to several different Pythia tunes and possibly other MC generators
as well.

A natural next step would be to measure the centrality dependency of the
dijet invariant mass in Pb–Pb collisions. The nuclear modification factor for single
jet studies and dijet studies have shown significant modifications, so this would
also be the expected result for dijet invariant mass observable. However, how
strong the dijet mass suppression would be is an interesting question as the dijet
could have a longer path length inside the medium than in previous single jet
measurements.

Dijets could also be used for event selection. Events could be binned ac-
cording to a presence of a dijet with a certain mass, and the evolution of collec-
tive behavior could be studied, similarly as has been done previously with jet pT
[238]. This would be interesting as the dijet mass is a measure of the virtuality of
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the hard interaction, unlike single jets, which describe the virtuality of the single
parton. The LHC Run 3 period provides a good opportunity for the dijet analysis
as high-energy dijets are rare, and the data-taking rate during Run 3 increases
significantly to Run 2.





APPENDIX A JET PT ANALYSIS

In this appendix, I present the single jet pT spectra for the same events as in my
thesis’s dijet invariant mass Mjj analysis. I use a transverse momentum lower cut
of pT,min = 7 GeV for the jets. Including lower momentum jets in the analysis
negatively impacts the unfolding.

As I explained for both single jets and dijets in section 6.5, each true MC
level jet is matched with a detector MC level jet in the η–φ plane. The closest
detector jet within the ∆R < 0.3 range is chosen as a pair for the true jet. If no
detector jet is found as the pair for the true jet, this true jet will become a miss.
Conversely, if detector jets are left without a true jet pair, they are marked as a
fake jet. Both fakes and misses are shown for jet pT in figures A.1 for pp and A.2
for p–Pb.

I estimate the impact of background fluctuations as explained in the main
text, section 6.4. As in the dijet analysis, I use the δpT histogram to form a 2D
histogram where the 1D histogram is copied in each y-axis slice so that the bin
of the 1D histogram which is centered around zero is in the diagonal of the 2D
histogram. This 2D histogram can be seen for both pp and p–Pb in figures A.3a
and A.4a. I form the detector response for jet pT out of the true–detector jet pairs,
and the detector response can be seen in figures A.3b and A.4b.

I combine the two response matrices using a matrix multiplication, which
can be seen in figures A.3c and A.4c, and then rebinned with same, or similar,
binning as in the publications. For the jet pT the following binning was used:

detector MC : [2, 5, 10, 20, 30, 40, 50, 60, 70, 80, 100, 120, 140, 160, 200, 250, 300, 350],
true MC : [2, 4, 6, 8, 10, 15, 20, 25, 30, 40, 50, 60, 70, 80, 90, 100,

110, 120, 130, 140, 200, 250, 300],

and the combined matrix with the final binning is shown in figure A.5.
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FIGURE A.1 Fakes and misses for the jet pT spectrum in pp collisions.
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FIGURE A.2 Fakes and misses for the jet pT spectrum in p–Pb collisions.
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FIGURE A.3 The unfolding matrices for the jet pT in proton–proton collisions.
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FIGURE A.4 The unfolding matrices for the jet pT in proton–lead collisions.
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FIGURE A.5 The rebinned combined response matrix for jet pT.



APPENDIX B RAW DATA TO DETECTOR MC
COMPARISONS

In this section, I present comparisons between the uncorrected data and detector-
simulated MC. No background subtraction was made for these figures. This is to
show that the MC can represent the characteristics of the dijet physics reasonably
well, and should be the case for MC which is used in unfolding. The figures
are scaled to a probability density, as the behavior of the spectra is an interesting
aspect here. Figure B.1 shows the jet pT of the leading and subleading jets which
are used in the dijet invariant mass analysis. Figure B.2 shows the ∆φ and ∆η

distributions to show if the geometry of the dijets differs. The overall agreement
between raw data and detector MC is good, especially for pp. p–Pb has slight
deviations, but can be expected as the MC which is used to unfold p–Pb is a pp
simulation.
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(c) pT of the dijet system for pp.
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FIGURE B.1 Shape comparisons between raw data and detector MC.
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FIGURE B.2 Shape comparisons between raw data and detector MC.



APPENDIX C LIST OF MONTE CARLO GENERATOR
SETTINGS

APPENDIX C.1 AMPT settings

AMPT was run with default settings that come with the package, except for the
following:

5500 ! EFRM (sqrt(S_NN) in GeV if FRAME is CMS)
208 ! IAP (projectile A number)
82 ! IZP (projectile Z number)
208 ! IAT (target A number)
82 ! IZT (target Z number)
0.30 ! PARJ(41) parameter a in Lund symmetric splitting function
1 ! Flag for random orientation of reaction plane

APPENDIX C.2 Pythia settings

The default run with normal PDF.

Random:setSeed = on
Beams:idA = 2212
Beams:idB = 2212
Beams:eCM = 5020.
HardQCD:all = on
PhaseSpace:mHatMin = 0.0
PhaseSpace:mHatMax = -1.0
ParticleDecays:limitTau0 = On
ParticleDecays:tau0Max = 10.0
Tune:pp = 14

The run with nPDF used the same settings except

Beams:frameType = 2
Beams:eA = 4000.
Beams:eB = 1576.9231
PDF:useHardNPDFB = on
PDF:nPDFSetB = 3
PDF:nPDFBeamB = 100822080

APPENDIX C.3 POWHEG-BOX settings

The default run with normal PDF.
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ih1 1
ih2 1
ebeam1 2510d0
ebeam2 2510d0
bornktmin 1d0
bornsuppfact 90d0
lhans1 14600
lhans2 14600
use-old-grid 1
use-old-ubound 1
ncall1 20000
itmx1 5
ncall2 20000
itmx2 5
foldcsi 5
foldy 5
foldphi 2
nubound 500000
withnegweights 0
doublefsr 1
par_diexp 4
par_dijexp 4
par_2gsupp 4

The run with nPDF used the same settings except

lhans2 904400
QCDLambda5 0.25

In addition, Pythia, which was used for the showering process, was initialized
with the following settings

Next:numberShowLHA = 1
Next:numberShowInfo = 1
Next:numberShowProcess = 1
Next:numberShowEvent = 1
Main:timesAllowErrors = 10
Init:showChangedSettings = on
Init:showChangedParticleData = off
Beams:frametype = 4
Beams:LHEF = pwgevents.lhe
POWHEG:nFinal = 2
PartonLevel:MPI = on
111:mayDecay = on
310:mayDecay = off
3122:mayDecay = off
3112:mayDecay = off
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3212:mayDecay = off
3222:mayDecay = off
3312:mayDecay = off
3322:mayDecay = off
3334:mayDecay = off
POWHEG:veto = 1
POWHEG:vetoCount = 10000
POWHEG:pThard = 2
POWHEG:pTemt = 0
POWHEG:emitted = 0
POWHEG:pTdef = 1
POWHEG:MPIveto = 0
POWHEG:QEDveto = 2
Tune:preferLHAPDF = 2
Tune:pp = 5
PDF:pSet = 9
Random:setSeed = on
SpaceShower:pTmaxMatch = 2
TimeShower:pTmaxMatch = 2

Furthermore, in the main Pythia C++ program, the PowhegHooks was used.

Pythia8::PowhegHooks *powhegHooks = NULL;
powhegHooks = new Pythia8::PowhegHooks();
pythia8->setUserHooksPtr(powhegHooks);
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