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ABSTRACT

Korpelin, Ville
Computational Studies of Catalytic Active Site Properties and Reactions at the
Metal–Oxide Interface
Jyväskylä: University of Jyväskylä, 2022, 78 p. (+included articles)
(JYU Dissertations
ISSN 2489-9003; 578)
ISBN 978-951-39-9236-1 (PDF)

In this thesis work, the geometric and electronic structures of metal–oxide cat-
alysts were studied using density functional theory. The studied systems were
zirconia-supported metal atoms and clusters, and ReOx-modified rhodium. Vari-
ous aspects of these metal–oxide systems were investigated, including the metal–
oxide interaction and interfacial properties, the structural variation and dynam-
ics of the supported clusters, and the reducibility and acidity of the oxide com-
ponents. The dissociation of water over the metal–oxide interface and the hy-
drodeoxygenation of glycerol on ReOx-modified Rh were used as model reac-
tions.

It was shown that small Pt and Rh clusters on zirconia exhibit unique inter-
facial reaction sites, producing non-scaling behavior in the interfacial water split-
ting reaction. Less stable cluster isomers were found to dissociate water more
exothermically due to the stronger binding of the dissociated fragments. The
challenges of simulating the dynamics of such clusters using constant-temperature
DFT-MD were investigated, highlighting the necessity of tight SCF convergence
and proper thermostatting to avoid anomalies such as temperature gradients.
The metal-enhanced reducibility of monoclinic zirconia was studied using a va-
riety of adsorbed single transition metal atoms, with Ir and Pt providing the
strongest enhancement. To account for the origin of the enhancement, the metal–
oxide and metal–vacancy binding were investigated in detail, with a focus on
the charge transfer and covalent interactions. Finally, the metal-acid bifunctional
ReOx–Rh catalyst was found to acid-catalyze the dehydroxylation of glycerol,
with a competitive metal-catalyzed pathway possibly explaining the experimen-
tally observed poor selectivity. The same catalyst was found unable to acid-
catalyze the ring opening of glycidol, pointing toward a ring-size effect in solid
acid catalysis.

Keywords: density functional theory, metal–oxide interface, supported clusters,
reducibility, molecular dynamics, acid catalysis



TIIVISTELMÄ (ABSTRACT IN FINNISH)

Korpelin, Ville
Laskennallisia tutkimuksia katalyyttisten aktiivisten paikkojen ominaisuuksista
ja reaktioista metalli–oksidi-rajapinnalla
Jyväskylä: University of Jyväskylä, 2022, 78 s. (+artikkelit)
(JYU Dissertations
ISSN 2489-9003; 578)
ISBN 978-951-39-9236-1 (PDF)

Tässä väitöskirjatyössä tutkittiin tiheysfunktionaaliteorian avulla metalli–oksidi-
katalyyttien geometrisia ja elektronisia rakenteita. Tutkittuina systeemeinä olivat
zirkoniatuetut metalliatomit ja -klusterit, ja ReOx-muokattu rodium. Työssä tar-
kasteltiin näiden metalli–oksidi-systeemien useita piirteitä, kuten metalli–oksidi-
vuorovaikutusta ja rajapinnan ominaisuuksia, tuettujen klustereiden rakenteel-
lista vaihtelua ja dynamiikkaa, sekä oksidikomponentin pelkistyvyys- ja hap-
pamuusominaisuuksia. Mallireaktioina käytettiin veden dissosiaatiota metalli–
oksidi-rajapinnalla ja glyserolin hydrodeoksygenaatiota ReOx-muokatulla rodiu-
milla.

Työssä osoitettiin, että pienten Pt- ja Rh-klusterien rajapinnat zirkonialla
sisältävät ainutlaatuisia reaktiopaikkoja, mikä johtaa veden halkeamisreaktios-
sa skaalautumattomaan käytökseen. Epästabiilimpien klusteri-isomeerien osoi-
tettiin dissosioivan vettä eksotermisemmin, johtuen dissosioituneiden fragment-
tien voimakkaammasta sitoutumisesta niille. Tällaisten klustereiden vakiolämpö-
tiladynamiikan DFT-MD-simuloinnin haasteita tarkasteltiin, ja tuloksissa koros-
tuivat tiukan SCF-konvergenssin ja oikein valitun termostaatin merkitys anoma-
lioiden kuten lämpötilagradienttien välttämiseksi. Monokliinisen zirkonian me-
talliavusteista pelkistymistä tutkittiin useiden adsorboituneiden yksittäisten siir-
tymämetalliatomien tapauksessa, joista Ir ja Pt avustivat pelkistymistä voimak-
kaimmin. Ilmiön alkuperän selvittämiseksi metalli–oksidi- ja metalli–vakanssi-
vuorovaikutuksia tarkasteltiin yksityiskohtaisesti keskittyen varauksensiirtoon
ja kovalenttisiin vuorovaikutuksiin. Bifunktionaalisen metalli-happokatalyytin,
ReOx–Rh:n, todettiin happokatalysoivan glyserolin dehydroksylaatiota, joskin kil-
paileva metallikatalysoitu reaktiopolku on läsnä ja saattaa selittää kokeellisesti
havaitun heikon selektiivisyyden. Sama katalyytti todettiin kyvyttömäksi hap-
pokatalysoimaan glysidolin renkaanaukeamisreaktiota, mikä viittaa renkaanko-
koefektiin kiinteähappokatalyysissä.

Avainsanat: tiheysfunktionaaliteoria, metalli–oksidi-rajapinta, tuetut klusterit, pel-
kistyvyys, molekyylidynamiikka, happokatalyysi
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1 INTRODUCTION

1.1 Computation and catalysis

Chemical processes are ubiquitous in nature, industry and everyday life. It is
therefore no surprise that catalysis, a method to accelerate and facilitate chemical
reactions, is likewise omnipresent in both nature and society. On an individual
level, living organisms rely on the ability of enzymes to catalyze the reactions
required for life to exist. Catalysis also supports life on a wider scale: by one esti-
mate, half of the world’s population is supported by nitrogen fertilizers obtained
via the Haber process.1 In the chemical industry, catalysis is utilized in making
85–90 % of all products comprising fuels, materials, pharmaceuticals, consumer
chemicals and more.2

For industrial purposes, accelerating chemical reactions has the obvious bene-
fit of improving production rates; often, a catalyst is necessary to make the de-
sired process run on a reasonable timescale.2 Lowering the activation barrier can
also allow the use of milder reaction conditions, such as lower temperatures and
pressures, decreasing the required energy investment and increasing safety. Fur-
thermore, a suitably chosen catalyst can improve the product distribution, mini-
mizing undesired waste products by inhibiting side reactions. To the extent that
waste is unavoidable, it can ideally be collected and used as a feedstock in other
catalytic processes. Catalysis is therefore crucial for the development of afford-
able, green chemistry by improving both the energy and atom economies.

In order to develop new and improved catalysts, an understanding of their prop-
erties and behavior is necessary.3 Both experimental and computational methods
play an important role in the process. Experiments can provide very direct and
practical information on the performance of catalysts and the effects of reaction
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conditions, but the atomic-level details of the reaction, including the mechanism
and the nature of the active sites and species, are challenging to determine from
experiments alone. Quantum chemical calculations, on the other hand, are well
suited to such atomic-level investigations. Computational work can help explain
experimental results and direct new efforts based on the gained understanding.
Of course, the merit of any potential catalyst must ultimately be settled by real-
world experiment.

The computational study of catalysis takes many forms.4 On the reactor scale, the
heat and mass transport properties, flow dynamics and diffusion in the reaction
mixture can be modeled using computational fluid dynamics.5 On the atomic
scale, quantum chemical simulations of the catalyst structures, reactant adsorp-
tion geometries and reaction mechanisms can provide a detailed understanding
of the underlying chemistry. Between these extremes, the catalytic reaction net-
work can be described using various methods, such as microkinetic modeling
and kinetic Monte Carlo simulations.6–9 Increasingly popular multiscale methods
linking the above approaches help attain a more complete picture of the catalytic
process.4,10

In addition to elucidating the details of individual systems, computational work
can discover or confirm broader catalytic trends, leading to important concep-
tual advances. One key area is the development of activity descriptors: effi-
ciently computable atomic-scale properties that can predict catalytic activity at
the macroscale.3 For instance, the d band model11 and BEP relations12 have been
highly successful in rationalizing and predicting the catalytic properties of transi-
tion metal surfaces using data that can be readily obtained with DFT. Such general
insights enable the rational design of improved catalysts and help direct further
studies in fruitful directions.

In order to acquire computational results in a reasonable timeframe, approxima-
tions are typically required. These, too, come in many forms. In quantum chem-
ical calculations, the description of the electronic structure must necessarily be
simplified in some way for the equations to become tractable. The geometry of
the catalyst is also typically simplified for computational purposes, and often
greatly so: for instance, the active sites on metal catalysts may be described by
only their most stable facets, excluding defects and other small-scale structures.13

The reaction conditions, such as temperature, pressure and solvent, and the dy-
namics of the catalytic system can be modeled by simple approximations or ex-
cluded entirely. In spite of these sometimes relatively drastic simplifications, use-
ful results can be obtained as long as the approximations are well justified.

There are, however, many situations in which approximate descriptions fail
to capture some crucial feature of the system, necessitating more realistic
simulations.14 One of the main goals of modern computational catalysis is to
bridge the gaps between simulation and experiment.4,9 As there are many such
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gaps, it is important to identify the most significant ones for a given simulation
in order to target the improvements rationally and effectively. In this thesis, the
electronic and geometric properties of the active sites on various metal–oxide cat-
alyst models are investigated to shed light on their structure and activity, and to
guide future efforts toward more realistic simulations. Papers I and II explore the
geometric variety and structural dynamics of the active sites, while papers III and
IV focus on the metal–oxide interaction and the catalytic properties of the oxide
at the reaction site.

1.2 Active sites on metal–oxide catalysts

Oxide-supported metal catalysts have been used for decades in the chemical
industry.15 Traditionally, the support was mainly considered to provide a high
surface area for the dispersion of the active metal particles. In modern times, the
role of the support and the metal–support interaction have been recognized as
crucial elements in heterogeneous catalysis.16 Even if the active reaction sites are
on the metal particle, its characteristics can be modulated by the chemical and
physical interactions with the oxide support. The physical structure of the oxide
affects the size and shape of the supported metal particles, while the chemical
nature of the oxide can alter, e.g., the redox properties of the metal clusters.

Even on conventional, idealized oxide-supported metal catalysts, there exists a
wide array of possible active sites (Figure 1). A well defined, ideal metal nanopar-
ticle features various sites consisting of differently coordinated metal atoms:
while terrace sites are most common, edges and corners can produce higher ac-
tivities due to the higher coordinative unsaturation and possibly more favorable
local geometry. A particle can feature many different terrace sites corresponding
to different facets, and the same goes for edges and corners. In real systems, the
metal particles are not ideal, and can exhibit features such as step defects, va-
cancies and adatom islands, adding further complexity to the metal sites. In the
small-particle limit, the metallic nature of the particle gives way to a more molec-
ular character, the relative significance of the metal–oxide interaction increases
and the particle no longer exhibits clear facets.15,17–19 On such small clusters, each
metal site can be considered unique. In addition to the metal, the oxide support
can also be catalytically active and exhibit a variety of active sites, ranging from
well-defined facets to more complicated nanostructures.20–22

Some reactions that are not effectively catalyzed by the metal or the oxide alone
can instead occur on the metal–oxide interface, where both components may
simultaneously participate in the catalytic reaction.15,23,24 The characteristics of
such interfacial reaction sites are determined by the geometric and electronic
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FIGURE 1 Various possible reaction sites on a model Au/MgO cluster system.

properties of both components and their interaction with each other, potentially
resulting in very rich catalytic chemistry. The oxidation of CO on Au/TiO2
perimeter sites is a typical example of an interfacial reaction.25,26 While the de-
tails of the mechanism are still debated, interfacial oxygen vacancy formation
and oxide-mediated gold–oxygen charge transfer have been noted as relevant in-
terfacial phenomena.26

The nature of the active site can be markedly different depending on the type
of metal–oxide catalyst, and the details of the atomic configuration are often un-
known. The matter is further complicated by the dynamics of the catalyst under
operating conditions, as high temperatures and chemical substrates can induce
structural changes that alter the site assembly and distribution. It is therefore
important to characterize the catalyst in various stages of the catalytic process,
ideally using in situ or operando measurements.27

In the following subsections, some key properties of the metal and oxide compo-
nents are introduced.

1.2.1 Oxide properties

If the role of the oxide is limited to supporting the metal particles, as in the tradi-
tional view, its most important properties are high surface area, thermal stability
and chemical inertness.2 These enable the oxide to disperse the metal effectively
and maintain the structure of the catalyst. While these features are often desir-
able for practical reasons, the oxide can play additional catalytic roles via its other
chemical properties, such as reducibility and acidity.
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The oxide supports are often divided into nonreducible (e.g., MgO, SiO2, ZrO2)
and reducible (e.g., TiO2, CeO2) oxides, with distinct catalytic properties; ZrO2,
the oxide studied in papers I–III, has also occasionally been placed into an “inter-
mediate” or “scarcely reducible” category.28,29 The reducibility of the oxide can
play a direct role in the catalytic reaction in the case of the Mars–van Krevelen
(MvK) mechanism, where the reactant is directly oxidized by the addition of a
surface oxide anion.28 The oxide vacancy left behind by the reaction can be re-
paired by molecular oxygen, regenerating the catalyst, or even actively assist the
reaction: the vacancy can, e.g., produce reactive atomic hydrogen by accepting
the oxygen atom from a H2O molecule, or convert O2 into strongly oxidizing
(su)peroxo species.30 Clearly, such mechanisms are only feasible when the oxide
is sufficiently reducible to exchange O atoms with the reactant mixture.

The reducibility of the oxide support can be modified by the adsorbed metal par-
ticles, which can provide favorable gap states for the vacancy electrons.28 This
metal-enhanced reducibility has been proposed to play a role in interfacial reac-
tions such as CO oxidation over Au/TiO2.28 In some cases, the strong metal sup-
port interaction (SMSI) between a metal and a reducible oxide has been found
to result in (partial or complete) metal encapsulation by the oxide, producing a
dramatically altered interfacial structure.31–33 Reducibility can therefore affect the
geometric as well as the electronic structure of the catalyst.

In addition to reducibility, the acid-base properties of the oxide can also be cat-
alytically relevant.34 In fact, the two concepts are related. The removal of an oxy-
gen atom from an oxide leaves two electrons inside the vacancy, producing an
electron-rich surface site. This electron surplus can act as a Lewis base and en-
hance the binding of Lewis acidic reactants such as O2 or atomic Au.34 Reducible
oxides feature cations that are able to accept electrons, i.e., are Lewis acidic. Thus,
the oxygen vacancy formation in reducible oxides can be considered an acid-base
reaction, with the Lewis basic vacancy electrons (at least partially) neutralizing
the Lewis acidic surface cations. The Lewis acidity of the oxide can also directly
influence the catalytic reaction by modulating the binding strength of the adsor-
bates and their charge transfer with the surface. Also, while pure transition metal
oxides have no protons to donate, catalytically active Brønsted acid sites may
still be formed by, e.g., (partial) hydration of the surface or by accepting H from
a reactant.35,36

The structure of the oxide is another consideration. Many oxides exhibit mul-
tiple polymorphs with different properties, and the surface structure may vary
depending on the catalyst preparation.37,38 While oxide surfaces are often mod-
eled using the most stable facets, less stable geometries or defect sites are present
in some concentration and may have a considerable impact on the catalytic
properties.39 Such “imperfections” often feature undercoordinated atoms, which
may be particularly reactive and effective even in low concentrations.39 Nanos-
tructured oxides have attracted considerable interest for their wide variety of lo-
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cal structural environments and properties distinct from the bulk or well-defined
surfaces.40,41

1.2.2 Metal nanoparticle size

The metal particles deposited on the oxide support can also exhibit varying prop-
erties, the most obvious ones being the chemical identity and particle size. Pre-
cious metals such as Pt, Au and Rh are often utilized for their high activities,
though cheaper alternatives with comparable properties are under constant in-
vestigation. Typically, a small particle size is considered preferable, as it produces
a high surface–volume ratio and thus a high activity for the amount of metal
used.2 Small particles also feature more interfacial metal–oxide sites, which may
be relevant for some reactions.15 Catalyst preparation methods therefore often
aim toward maximal dispersion of the metal component.

In the “scalable regime” of roughly 100-atom and larger particles, the properties
of the metal are more or less bulk-like and the number of surface sites may be
considered the most important size-related feature.13,15 Only a relatively small
part of the particle is in direct contact with the support, diminishing the effect
of the metal–oxide interaction. Large nanoparticles typically exhibit well defined
crystal facets, which are structurally simple and can be modeled using periodic
surface models.13 However, defects and coordinatively unsaturated reaction sites
can be crucial for catalytic activity, as has been shown in the case of ammonia
synthesis.42

For smaller particles, the properties start to diverge from those of the bulk metal,
as the particle becomes increasingly molecular in character.17,18 The significance
of the metal–oxide interaction and charge transfer also increases for such small
particles.19 While large nanoparticles likely present similar, well ordered facets at
the metal–oxide interface, small clusters instead feature a broad variety of inter-
facial sites, as the bulklike structure is no longer retained.15 Of particular note are
the increasingly studied single atom catalysts, representing the far end of the par-
ticle size spectrum, for which every reaction site is interfacial in nature.43 Various
particle sizes are illustrated in Figure 2, in which the geometric aspect of scal-
ability is highlighted: the Pt13 cluster is irregular in shape and exhibits various
interfacial sites, while the larger Pt43 cluster is starting to exhibit some regular
facets.

For small supported clusters such as Pt13/ZrO2, many structural isomers can be
available at typical reaction temperatures.44,45 As their catalytic properties are
sensitive to the cluster geometry, the total activity is a function of the cluster
ensemble.45 To further complicate matters, the clusters are not static, and can
undergo temperature- or adsorbate-induced transformations; this susceptibility
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FIGURE 2 Examples of Pt/ZrO2 catalyst models. From left to right: single Pt atom, Pt13

cluster, Pt43 cluster, Pt(111) facet representing the edge of a large nanoparti-
cle. The small clusters are global minimum structures,44 while the (111) facet
is a schematic representation.

to isomerization is known as fluxionality.46 Although large nanoparticles also
exhibit structural variation and dynamics, their more bulklike character makes
these phenomena less impactful.

In real catalysts, many nanoparticles of different sizes can be present depending
on the catalyst preparation and reaction conditions. The size distribution is not
static, as small metal particles tend to form larger ones by coalescence or Ostwald
ripening.24,47 This sintering is usually an undesirable process, as it decreases the
number of active metal or metal–oxide interface sites. The separation of particles
can be improved by, e.g., improving the uniformity of the particle size distribu-
tion or altering the support such that it strongly anchors the particles.47,48 The
latter can be achieved by choosing a support material that strongly interacts with
the metal and/or structuring the support by, e.g., introducing oxide vacancies
that can anchor the metal particles.49

1.2.3 Acidic modifiers

An alternative avenue to introduce oxide functionality to metal catalysts is to
add oxophilic metal modifiers, which can form various catalytically active MOx
species depending on the materials and conditions.50 Typical examples include
MoOx-, WOx- and ReOx-modified Rh, Pt and Ir catalysts, which exhibit C–O hy-
drogenolysis activity and have been studied for biomass valorization.50,51 The no-
ble metal provides the necessary ability for hydrogen activation, while the MOx
species assists in the C–O bond cleavage.23,50 Two possible roles have been pro-
posed for the MOx components: they can bind the reactants in a manner that fa-
vors deoxygenation, or form Brønsted acidic MOxHy sites that can remove oxy-
gen by acid-catalyzed dehydration.23 The Brønsted acidity has been computa-
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tionally found to be modulated by the identity of the noble metal and the geom-
etry of the acid site.51

A typical reaction catalyzed by such materials is the hydrodeoxygenation of
glycerol.50 Glycerol is produced in large quantities as a byproduct of biodiesel
synthesis, and is therefore available as a cheap feedstock for valorization
processes.52,53 Some of the main targets are the 1,2- and 1,3-propanediols (PDOs)
that are used, for instance, as building blocks in the polymer industry.52,53 Selec-
tivity is a major issue, especially toward the more desirable 1,3-diol, but including
acidic functionality in the catalyst has been found to increase the production of
1,3-PDO.50,53,54 A Brønsted acid catalyst could favor removal of the secondary
OH over the primary one due to the higher stability of the resulting secondary
carbocation, although the secondary OH is more sterically hindered and its re-
moval is thermodynamically less favorable.52,53

In addition to the oxophilic metals discussed above, sulfated zirconia, heteropoly-
acids and zeolites have also been studied as 1,3-PDO selectivity promoters.54 On
SO4/ZrO2, the adsorbed sulfate has been proposed to enhance the Lewis acidity
of existing Zr4+ cation sites and provide some Brønsted acid functionality, but
the nature of the active acid site(s) is generally not fully understood.55,56 Het-
eropolyacids such as phosphotungstic acid are stable, nontoxic and very strong
Brønsted acids, and can therefore provide highly acidic functionality while being
environmentally friendly.57 Finally, zeolites are porous aluminosilicates that are
extensively utilized in catalysis for their acidic and structural properties.2 Zeo-
lites can exhibit both Lewis and Brønsted acidic sites, and the acid properties are
also utilized in, e.g., the catalytic cracking of hydrocarbons.58 The pores can act
as molecular sieves, allowing only certain sizes of molecules to pass through the
structure, potentially excluding undesirable substrates from the active sites.2 Ze-
olites can be combined with metal nanoparticles, forming another type of metal–
oxide catalyst.59 The porous zeolite can encapsulate the nanoparticles, reducing
sintering and leaching, and possibly creating metal–acid bifunctionality via the
close contact between the metal and zeolite acid sites.59,60



2 THEORY, METHODS AND MODELS

2.1 Density functional theory

2.1.1 Brief theoretical background

In the traditional Hartree–Fock approach, electrons are considered in terms of
their wavefunctions. While useful, this approach has the issue of requiring 3 co-
ordinates for every electron. In density functional theory (DFT), the problem is
simplified by disregarding the wavefunctions and instead considering electron
density as the central variable of interest. In this way, it is possible to describe all
of the electrons using only three coordinates in total. This approach is well justi-
fied by the famous Hohenberg–Kohn theorems,61 which state that (1.) a ground-
state density uniquely determines an external potential, and (2.) the ground-state
density obeys the variational principle, meaning that the energy of any candidate
density is always greater than equal to the correct ground state energy.

The DFT energy expression is

E = T[ρ] + V[ρ] + Exc[ρ], (1)

where T is the kinetic energy functional of the non-interacting electrons, V in-
cludes the classical contributions to the potential energy, and Exc (the exchange–
correlation functional) contains corrections to the kinetic energy due to electron–
electron interaction and all nonclassical components of the potential energy. The
T and V terms can be computed exactly, and make up most (∼ 95 %) of the total
energy. However, the remaining 5 % is large enough to encompass the chemically
relevant energy scale, meaning that Exc must also be determined with good accu-
racy. Unfortunately, the exact form of Exc is unknown, and approximations must
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be applied.

Typical approximations include the local density approximation (LDA),62 which
relies on the properties of homogeneous electron gas, the generalized gradient
approximation (GGA),63 which incorporates the gradient of the density, and hy-
brid functionals,64 which include some fraction of exact exchange. Under the
LDA, the xc energy is computed as

ELDA
xc [ρ] =

∫
ρ(~r)εxc(ρ(~r))d3~r, (2)

where εxc(ρ(~r)) is the xc energy of a homogeneous electron gas of density ρ. The
local nature of the approximation is apparent from Eq. (2), as the value of the
integrand at a given~r only depends on ρ(~r), i.e., the local density. The general
form of a GGA functional is

EGGA
xc [ρ] =

∫
ρ(~r)εxc(ρ(~r),∇ρ(~r))d3~r, (3)

where the gradient of the density has been introduced. Unlike in the LDA, where
εxc is generally taken from the homogeneous electron gas, various approxima-
tions are used for the GGA εxc; commonly used ones include PBE,65,66 PW9167

and BLYP.68,69 Both the LDA and GGA can be generalized to treat spins by re-
placing the total density ρ with the spin densities ρ↑ and ρ↓. Finally,

Ehyb
xc = aEexact

x + (1− a)EGGA
x + EGGA

c (4)

is a simple example of a hybrid functional, in which a fraction a of exact exchange
is mixed into a GGA functional.70

While LDA and GGA have been successfully applied for a broad range of sys-
tems, they have their limitations: for instance, they fail to describe dispersion
forces and predict band gaps that are too narrow (or nonexistent).70 Various cor-
rection schemes have been developed to improve the results, some of which will
be discussed in the following sections.

Once a suitable approximation for Exc has been chosen, the density can be found
through an iterative self-consistent field (SCF) method. In this method, after an
initial density guess has been constructed, the Kohn–Sham secular equation[

−∇
2

2
+ vKS[ρ](~r)

]
φi(~r) = εiφi(~r) (5)

is constructed and solved for it.62,70 A new density matrix is built from the solu-
tions, and the process continues iteratively until the density no longer changes in
the process, i.e., becomes self-consistent.

All surface systems studied in this thesis are periodic in at least two dimensions.
When studying such systems, Bloch’s theorem can be applied to reduce the prob-
lem into the primitive cell of the reciprocal lattice, i.e., the first Brillouin zone.71 As
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the lattice-periodic part of the wavefunctions typically only weakly depends on
the crystal momentum~k, the calculation may be simplified by only sampling the
first Brillouin zone at some, often fairly small set of k points. For small real-space
cells, the reciprocal cell is large, requiring many k points to describe accurately;
likewise, metallic systems require more k points than semiconducting or insulat-
ing ones, due to the presence of partially occupied bands. In papers I–III, the
studied M/ZrO2 models are large and semiconducting, only needing 1 k point
to describe; in paper IV, a 2× 2× 1 Monkhorst–Pack mesh72 was utilized for the
metallic Rh systems.

In this work, all DFT calculations were carried out within the PAW formalism73

introduced in the next section, using the GPAW74,75 code with the ASE76 interface.
The PBE exchange-correlation functional65,66 was used throughout the work, sup-
plemented by the Hubbard correction (discussed in Section 2.1.3) in paper III and
the Tkatchenko–Scheffler correction (Section 2.1.4) in papers II and IV. For further
computational details, see the included publications.

2.1.2 The projector augmented-wave method

Treating the full KS wavefunctions computationally is challenging, as they exhibit
large oscillations near the atomic cores due to the orthogonality condition. De-
scribing this behavior accurately requires a cumbersome representation for the
wavefunctions, such as a large plane-wave basis set or a dense real-space grid.
To facilitate the practical treatment of larger systems, the wave functions of the
core electrons are typically simplified in some way. One possibility is to describe
the nuclei and core electrons of each atom with smooth, tabulated pseudopoten-
tials, solving the KS equations only for the valence wavefunctions.77,78 Another
avenue is to partition space into near-nucleus regions (augmentation spheres)
and a bonding region, using different wavefunctions in each region. This is the
idea behind the augmented plane wave method (APW)79,80 and the projector
augmented-wave method (PAW).73,81 The calculations discussed in this disser-
tation were carried out in the PAW formalism, which this section will introduce.

Instead of dealing with the true KS wavefunctions |ψ〉, let us consider pseudo
wavefunctions |ψ̃〉 related to the KS wavefunctions via a linear transformation T̂:

|ψn〉 = T̂ |ψ̃n〉 . (6)

Using this transformation, the KS equations

Ĥ |ψn〉 = εn |ψn〉 (7)

become
T̂†ĤT̂ |ψn〉 = εnT̂†T̂ |ψn〉 . (8)
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In order for this transformation to be useful, the pseudo wavefunctions |ψ̃n〉
should be smooth. As the KS wavefunctions |ψn〉 are already smooth in the bond-
ing region, it is sufficient to only modify the wavefunctions in the regions near
the nuclei. This can be accomplished by writing

T̂ = 1 + ∑
a

T̂a, (9)

where T̂a are atom-centered transformations that only have an effect within a cer-
tain distance of the corresponding nuclei a, i.e., inside the (non-overlapping) aug-
mentation spheres. Within the spheres, the wavefunctions can now be expanded
in partial waves φa

i , for which corresponding smooth pseudo partial waves φ̃a
i are

chosen. The transformation T̂ can now be defined by requiring

φa
i = T̂φ̃a

i = (1 + T̂a)φ̃a
i ∀i, a. (10)

If the pseudo partial waves φ̃a
i form a complete basis, the pseudo wavefunctions

can be expanded within the augmentation spheres as

|ψ̃n〉 = ∑
i

Pa
ni |φ̃a

i 〉, (11)

where Pni are unknown expansion coefficients. The same coefficients describe the
expansion of the KS wavefunctions, as

|ψn〉 = T̂ |ψ̃n〉 = T̂ ∑
i

Pa
ni |φ̃a

i 〉 = ∑
i

Pa
niT̂ |φ̃a

i 〉 = ∑
i

Pa
ni |φa

i 〉 (12)

by the linearity of T̂ and Eq. (10). The linearity of T̂ further implies that the
expansion coefficients

Pa
ni = 〈 p̃a

i |ψ̃n〉 , (13)

where | p̃a
i 〉 are a set of smooth projector functions. As the augmentation spheres do

not overlap, the pseudo wavefunction |ψ̃n〉 and its one center expansion around
nucleus a, |ψ̃a

n〉, should be equal inside each augmentation sphere defined by a:

|ψ̃a
n〉 = ∑

i
|φ̃a

i 〉 〈 p̃a
i |ψ̃n〉 = |ψ̃n〉 =⇒ ∑

i
|φ̃a

i 〉 〈 p̃a
i | = 1. (14)

Outside the augmentation spheres, the projectors can be set to 0.

From the previous result, it follows that

T̂a = ∑
i

T̂a |φ̃a
i 〉 〈 p̃a

i | = ∑
i
(|φa

i 〉 − |φ̃a
i 〉) 〈 p̃a

i |, (15)

which can be inserted into Eq. (9):

T̂ = 1 + ∑
a

∑
i
(|φa

i 〉 − |φ̃a
i 〉) 〈 p̃a

i |. (16)
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FIGURE 3 Schematic representation of the PAW decomposition of the true KS wave-
function ψn into the smooth pseudo wavefunction ψ̃n and the one-center ex-
pansions ψa

n and ψ̃a
n. The two circles correspond to augmentation spheres.

Finally, the true KS wavefunction can be written as

|ψn〉 = |ψ̃n〉+ ∑
a

∑
i
(|φa

i 〉 − |φ̃a
i 〉) 〈 p̃a

i |ψ̃n〉 (17)

= ψ̃n(~r) + ∑
a

(
ψa

n(~r− ~Ra)− ψ̃a
n(~r− ~Ra)

)
, (18)

where

ψa
n(~r) = ∑

i
φa

i (~r) 〈 p̃a
i |ψ̃n〉 (19)

ψ̃a
n(~r) = ∑

i
φ̃a

i (~r) 〈 p̃a
i |ψ̃n〉. (20)

Now, the troublesome oscillations have been separated into the partial wave com-
ponents ψa

n, which can be handled separately from the otherwise smooth (auxil-
iary) wavefunctions (Figure 3).

2.1.3 The Hubbard correction

Typical exchange-correlation functionals in the LDA and GGA families have a
tendency to overdelocalize electrons.82 This tendency arises from an inaccurate
description of electron correlation, along with self-interaction error, which causes
electrons to interact with themselves.83 This spurious delocalization is particu-
larly troublesome for the d and f orbitals of transition metals, which are strongly
correlated and thus more prone to such inaccuracies.84 An archetypal example of
a qualitative error arising from overdelocalization is the case of Mott or charge-
transfer insulators (e.g. FeO), which are mistakenly described as metallic by some
functionals.85

While a hybrid functional would help correct for the electron correlation error, the
computational cost of hybrids remains relatively high. For this reason, the Hub-
bard correction84,85 has become a popular choice to address the issue of overde-
localization, though it does not always produce results in agreement with hybrid
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functionals.86,87 The correction is straightforward to implement and has a negli-
gible computational cost, allowing it to find use even in wide screening studies
where computational efficiency must be highly prioritized.88,89 While the Hub-
bard correction is not without its flaws, it can, for many purposes, produce a suf-
ficiently accurate representation of the electronic structure. The correction was
used in paper III to improve the description of the correlated electrons in ZrO2.

The Hubbard correction in DFT arises from the Hubbard Hamiltonian

ĤHub = t ∑
〈i,j〉,σ

(c†
i,σcj,σ + h.c.) + U ∑

i
ni,↑ni,↓, (21)

where 〈i,j〉 are the nearest-neighbor atomic sites, c†
i,σ, cj,σ and ni,σ are the electronic

creation, annihilation and number operators for electrons of spin σ on site i, t is
the hopping amplitude and U is the Coulomb repulsion between electrons on the
same site; this last term is what is commonly referred to as the “Hubbard U”. The
idea behind the Hubbard correction is to describe the strongly correlated states
in the system with the Hubbard Hamiltonian, which allows one to modify the
on-site electron–electron interactions by adjusting the value of U.

In current computational codes, the rotationally invariant Dudarev formulation
is typically implemented.90 In this formulation, the Hubbard energy correction is
computed as

EU = ∑
a

U
2

Tr (ρa − ρaρa), (22)

where U is taken as an “effective” U parameter corresponding to U − J in the
traditional notation, and ρa is the atomic orbital occupation matrix (AOOM) cor-
responding to the l states on atom a. From this equation, it can be seen how the
Hubbard correction discourages fractional occupations: when the occupations
are integral (i.e., each eigenvalue ni of ρa is 0 or 1), the AOOM is idempotent
(ρa = ρa2) and the correction vanishes.91 Otherwise, evaluating the trace as the
sum of eigenvalues ni ∈ [0,1], the energy correction is positive and scales linearly
with U:

Ea
U =

U
2

Tr (ρa − ρaρa) =
U
2

(
∑

i
ni −∑

i
n2

i

)
> 0. (23)

To appreciate the effect of the correction on the potential and band structure, it is
also illustrative to consider the one-electron potential correction

Va
U =

δEa
U

δρa
ij
= U

(
1
2

δij − ρa
ij

)
. (24)

The energies of localized, filled orbitals are lowered by −U/2, while the ener-
gies of empty orbitals are correspondingly raised by +U/2, also reflecting the
favorability of integer occupation.91 The correction therefore introduces a poten-
tial discontinuity of magnitude U on the localized states. This discontinuity can,
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FIGURE 4 Schematic plot of the exact piecewise linear energy and the approximate DFT
energy (drawn as parabolic).84 The necessary correction (blue curve) is zero
at integer occupations and piecewise parabolic, resembling the Hubbard cor-
rection in Eq. (22).

to some extent, recover the xc potential discontinuity of the exact DFT functional
that is missing from most approximate functionals.84,92 This feature also leads to
the widening of the band gap typically associated with the Hubbard correction.84

The potential discontinuity corresponds to the derivative discontinuity in the ex-
act Kohn–Sham energy as a function of electron number (Figure 4).93 As typi-
cal DFT functionals do not reproduce the potential discontinuity, they predict a
smooth energy variation instead of a piecewise linear relationship. If the spuri-
ous curvature corresponds to a constant second derivative d2E/dn2, the correc-
tion required to recover the piecewise linear relationship is piecewise parabolic
with second derivative −d2E/dn2. From Eq. (22), such a correction is attained
when U = d2E/dn2. While the situation is more complicated for realistic cal-
culations, this correspondence provides a possible method to determine U from
first principles, which will be discussed in section 2.1.3.1.

In practical terms, the occupation matrix ρa in GPAW is calculated using the atom-
projected density matrix

Da
i1i2 = ∑

n
fnPa∗

ni1 Pa
ni2 = ∑

n
fn 〈ψ̃n| p̃a

i1〉 〈 p̃
a
i2 |ψ̃n〉, (25)

where fn are the occupation numbers, while the other terms have been defined in
Section 2.1.2.81 The atom-projected density matrix can further be projected onto
the valence orbitals with the desired orbital quantum number l:

ρa
mm′ = ∑

n,n′
Da

nlm,n′lm′ 〈φ
a
nlm|φ

a
n′lm′〉, (26)

where n = 1 is the bound state projector and n = 2 is the unbound state projector.

The integration in 〈φa
nlm|φ

a
n′lm′〉 is truncated at the augmentation sphere radius,

resulting in a projection that is always less than 1. The Hubbard correction is
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most commonly applied for d and f orbitals, which are usually compact enough
to mostly fit inside the augmentation spheres; however, this is not the case for
the more diffuse s and p orbitals. For these orbitals, the truncation can consider-
ably lower the orbital-projected density (i.e., occupation number). In GPAW, each
orbital-projected density is, by default, normalized to the integral of the atomic
orbital within the augmentation sphere:

ρa
mm′ = ∑

n,n′
Da

nlm,n′lm′
〈φa

nlm|φ
a
n′lm′〉

〈φa
1lm|φ

a
1lm′〉

. (27)

This choice has been demonstrated to better reproduce the expected p splitting in
atomic nitrogen,94 and has been consistently applied throughout this work.

The Hubbard U is essentially a free parameter, for which a good value must
somehow be found. One popular method is to calculate some property (or prop-
erties) of the system for varying values of U, and choose the one that produces
the closest agreement to a known reference.95 Typical reference quantities include
bandgaps and geometric parameters. While this “empirical fitting” approach can
be viable, it has certain limitations. There is no guarantee that a U value opti-
mized for one quantity provides good results for other properties of the system;95

for instance, reproducing an experimental bandgap can require a fairly high U,
which can have an undesirable impact on other properties of the system. Fur-
thermore, sometimes good reference data is simply not available.

Although the value of the U parameter tends to receive most of the attention, the
choice of orbitals to correct and the projectors used for them can also be consid-
ered adjustable parameters of the model. While the TM d or f orbitals are typically
most in need of correction, it can be beneficial to also employ the correction for,
e.g., oxygen p orbitals.96 This is a modeling choice as much as the value of U,
though it is often scantly addressed. Likewise, the projectors are usually atomic
orbital functions taken directly from the pseudopotential/PAW setup, which may
not be the best choice: depending on the chemical environment, the orbitals may
have a very different shape.97 At minimum, the values of U should be derived
in accordance with the chosen orbitals to maintain consistency; to get the best
results, the choice of orbitals and projectors can also be optimized.

Occasionally, the use of U values found in the literature is reported. This is a prob-
lematic practice, as the effect of the Hubbard correction depends on the details of
the calculation. In particular, the set of localized orbital functions (Hubbard pro-
jectors) used to compute the occupations of the corrected states (Eq. (22)) is not
unique, and affects the behavior of the correction.97,98 This can practically mani-
fest as a dependence on the chosen pseudopotential/PAW setup. Even technical
details like the normalization procedure in Eq. (27) can alter the behavior. In ad-
dition to the projectors, the correction also depends on the chemical environment
of the Hubbard states, and is therefore system-dependent.99,100 Thus, U values
are not transferable between computational implementations, and should ideally
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be derived using the same methods and systems as the production simulations.

It is possible to avoid many of the aforementioned issues by calculating the value
of U ab initio using the computational setup intended for the production calcula-
tions. This way, the parameter comes with a clear justification, and can be found
in an equivalent manner for any system. Various methods to accomplish this
have been proposed, with the easy-to-implement linear response method101,102

being one of the most popular. This method was implemented in GPAW and
used to compute an ab initio U for the Zr d electrons in paper III. Recently, a
constrained DFT variant has been reported as a more robust alternative,103 and
machine learning has also been applied to tackle the problem.104

2.1.3.1 Linear response method

As discussed above, the ideal value to recover the piecewise linear behavior of
energy versus occupation would be U = d2E/dn2. In principle, the required
curvature could be computed by evaluating

E[{qI}] = min
ρ,{αI}

{E[ρ]−∑
I

αI(nI − qI)} (28)

for various site occupations qI , with αI as Lagrange multipliers:101,105

αI = −
dE[{qI}]

dqI
. (29)

However, manually modifying the occupations is typically not an easy task, so it
is useful to instead consider the Legendre transformed representation

E[{αI}] = min
ρ
{E[ρ]−∑

I
αInI}, (30)

where the energy shifts αI are the independent variables. Now the curvature can
instead be computed from

d2E
dn2

I
=

dαI

dnI
=

(
dnI

dαI

)−1

=: χI , (31)

which can be found by measuring the linear responses of the Hubbard orbital oc-
cupations nI to small orbital energy perturbations αI .101,105 Plotting the occupa-
tions against a few different αI values typically produces a line with a downward
slope, and this slope χI is the eponymous linear response.

To compute U, two separate kinds of linear responses are considered: the “bare
response” χ0, which is measured immediately after the first SCF iteration for the
perturbed system, and the “self-consistent response” χ, which is measured af-
ter SCF convergence.101 This is because χ0 corresponds to the rehybridization of
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FIGURE 5 Bare (χ0) and self-consistent (χ) occupations for Mn d orbitals in a MnO
dimer when the orbital energies are perturbed by α.

the wavefunctions in response to the perturbation, which is not related to the
electron-electron interactions, and must be subtracted out. For a single type of
orbital, the Hubbard U is then computed simply as

U = χ−1
0 − χ−1. (32)

Usually both responses are negative (increasing occupation with lowering en-
ergy) and the bare response is more negative than the self-consistent response,
resulting in a positive U, as expected. If the responses are very small, numerical
noise in the inverted responses can make the results unreliable.96

When multiple Hubbard orbitals are considered, the responses are collected into
response matrices, where χI J = dnI/dαJ corresponds to the response of orbital I
occupation to the perturbation of orbital J. In this case, the U values are found as
the diagonal elements of the matrix:

UI = (χ−1
0 − χ−1)I I . (33)

With the matrix formulation, it is possible to apply a so-called “background cor-
rection” to speed up the convergence with regard to supercell size.101 This is
achieved by simply adding an extra row and column to the response matrices
such that each row and column sums to zero. Such matrices are singular by con-
struction, but this can be circumvented by adding a small number to each element
of the matrix, which makes it invertible without affecting the final results.105 Fi-
nally, it is worth noting that the off-diagonal elements of the matrix directly pro-
vide the so-called V parameters, which can be used to extend the Hubbard cor-
rection for intersite interactions.106

As a simple example inspired by Ref. 107, Figure 5 shows the bare and self-
consistent responses for Mn d orbitals in a MnO dimer. As expected, both
response slopes are negative and the bare response is stronger than the self-
consistent one. The linear response U for Mn d orbitals can be computed from
the slopes according to Eq. 32:

U = χ−1
0 − χ−1 = (−0.346 eV−1)−1 − (−0.105 eV−1)−1 = 6.63 eV. (34)
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2.1.4 Tkatchenko–Scheffler correction

To describe the long-distance dispersion interaction, the Tkatchenko–Scheffler
(TS) correction was utilized in papers II and IV.108–110 The method is nonempiri-
cal, fast and quite accurate for many systems, though some limitations have also
been noted on, e.g., strongly ionic surfaces.111 In the TS scheme, the R−6 depen-
dence that is not captured by local xc functionals is explicitly added onto the DFT
energy by the pairwise interatomic term

− 1
2 ∑

A,B
fdamp(RAB, R0

A, R0
B)C6ABR−6

AB, (35)

where fdamp is a short-range damping function, C6AB and RAB are the C6 coeffi-
cient and distance between atoms A and B, and R0

A and R0
B are the vdW radii. The

C6 coefficient is derived from atomic polarizabilities and describes the asymptotic
magnitude of the vdW energy. The damping function eliminates the correction at
short range, where the R−6

AB factor becomes singular.

In the TS method, C6 parameters obtained from TDDFT-based atomic polarizabil-
ities for free atoms109 are refined by considering the effective volume of the atom
in a molecule or a solid:

Ceff
6AA =

ηeff
A

ηfree
A

(
κfree

A

κeff
A

)2(
Veff

A

Vfree
A

)2

Cfree
6AA, (36)

where η are effective frequencies, κ are proportionality constants between volume
and polarizability and V are volumes from the Hirshfeld partitioning112 of the
electron density:

Veff
A

Vfree
A

=

∫
r3wA(~r)n(~r)d3~r∫

r3nfree
A (~r)d3~r

, (37)

where r is the distance to the nucleus of atom A,

wA(~r) =
nfree

A (~r)

∑B nfree
B (~r)

(38)

is the Hirshfeld weight of atom A, n(~r) is the total electron density and nfree(~r) are

electron densities of free atoms. The ηeff
A

ηfree
A

(
κfree

A
κeff

A

)2

factor is assumed to be unity,

reducing the scaling coefficient to a Hirshfeld volume ratio that can be efficiently
computed from the DFT density.

The vdW radii for the damping function are likewise scaled from free-atom val-
ues according to

R0
eff =

(
Veff

Vfree

)1/3

R0
free. (39)
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FIGURE 6 Damping function and TS correction for a C–C bond with d = 20, sR = 0.94,
R0

CC = 3.80 Å. The TS correction is shown as negative and scaled for clarity.

The free-atom radius of each atom is set such that the electron density at distance
R0

free from the nucleus matches the density at the vdW radius of the noble gas
atom in the same period.113 Finally, the damping function is defined as

fdamp(RAB, R0
AB) =

1

1 + exp[−d( RAB
sRR0

AB
− 1)]

, (40)

where d and sR determine the steepness and onset of the damping function. For d,
a value of 20 has been found to give good results, while sR is defined individually
for each xc functional based on high-quality reference calculations. The damping
function and shape of the TS correction are shown in Figure 6, highlighting the
shape of the energy correction: small at the length scale of a chemical bond, large
around the sum of the vdW radii.

In the context of surface calculations, the major effect of the TS correction is
to stabilize the adsorbed species. Due to the damping function, the direct
(chemisorbed) surface-adsorbate bonds are largely unaffected, but the weakly
interacting “tail” of the adsorbate is brought closer to the surface. This tends
to increase the favorability of flat-lying geometries, which can benefit most from
the additional R−6 energy term. The effect is most apparent for large adsorbates,
which can have a lot of atoms at a suitable vdW interaction distance from the
surface.

2.1.5 Bader charge analysis

Bader charge analysis114 was utilized in paper III to evaluate the localization and
transfer of charge. The charges were computed with the algorithm due to Henkel-
man’s group.115–118 In the Bader method, the studied system is partitioned along
so-called zero flux surfaces, i.e., surfaces on which the gradient of the electron
density vanishes in the normal direction. This provides a purely electron density



31

based method of partitioning a chemical system into components that typically
correspond to individual atoms in a useful way. The Bader charge of an atom is
then calculated by integrating the electron density over the corresponding region
of space.

2.1.6 Charged slab calculations

In paper III, we ran charged slab simulations to compute redox energies. Charged
systems with periodic boundary conditions are well known to be challenging
with regard to their energetics; even when complete divergence is avoided by
means of, e.g., compensating background charges, the energies of systems in
different charge states are generally not on an even footing without additional
corrections. Furthermore, the charged part of the system can interact with its
periodic images, which is undesirable if one wishes to study an isolated charge.

This issue has most widely been studied in the context of charged bulk defects,
where the system is periodic in three dimensions. For such systems, many cor-
rections have been proposed, such as the Makov–Payne,119 Lany–Zunger120,121

and FNV122 schemes. To get good energetics for defect formation, the energies
must be corrected properly; the position of the associated defect level may also
be adjusted to better match experiment.123 In addition to traditional charged de-
fects, periodic charged system calculations are used to determine deprotonation
energies in solid acids such as zeolites, in which context the issue of energetics
has also been discussed.124

The bulk methods are not directly applicable to two-dimensional systems, such
as charged slabs, where the differing boundary conditions and presence of vac-
uum cause additional complications. Methods have been developed to deal with
these,125,126 but they can be tricky to utilize, requiring a good understanding of
the electrostatics in the system. In particular, the image charge correction account-
ing for the interaction of the defect with its periodic images is nontrivial to realize
due to the properties of the system. The potential alignment correction is simpler
to compute, only needing the electrostatic potential maps from the neutral and
charged systems.

In general, the potential alignment and image charge corrections should be in-
cluded simultaneously to avoid errors.120 In paper III, however, the image charge
interaction was expected to be close to equal for the studied systems, and there-
fore unlikely to affect the trends of interest. Thus, only the potential alignment
correction was applied according to

∆E = q(Vcharged −Vpristine), (41)

where q is the added charge and V are the potentials at an equivalent reference
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FIGURE 7 Left: planarly averaged electrostatic potentials from charged and neutral
ZrO2 slabs. Right: the same plot zoomed at the reference point (center plane
of slab).

plane in the charged and neutral systems (Figure 7).

2.1.7 Hybridization analysis

In paper III, we employed a hybridization analysis method from Ref. 127 to help
discuss the role of hybridization in metal–surface bonding. In this method, an
index for the hybridization between the k and l orbitals of atoms I and J is com-
puted as

H I J
kl =

Ne

∑
i=1

∑
m,m′

wI
km,iw

J
lm′,i, (42)

where m and m′ are the magnetic quantum numbers corresponding to the angular
quantum numbers k and l, and i runs over all Ne occupied bands. The wI

km,i
terms are weight parameters representing the projections of the atomic orbitals
φI

km to the DFT bands ψi; in practice, the weight was approximated using the
PAW pseudoprojectors p̃I

km:

wI
km,i = 〈φI

km|ψi〉 ≈ 〈 p̃I
km|ψi〉. (43)

The index was applied for both intra- (I 6= J) and interatomic (I = J) hybridiza-
tion using ASE/GPAW. In the intra-atomic case, the index sometimes indicates
nonzero hybridization even when the atoms are too distant for their orbitals to
realistically hybridize; this is due to highly delocalized bands ψi overlapping
slightly with both φI

km and φJ
lm′ orbitals without really describing hybridization

between them. This spurious contribution was minimized by only summing over
bands with some minimum weight (typically w > 0.1) for one orbital of interest.
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2.2 Nudged elastic band method

In order to compute the rates of chemical reactions with DFT, the shape of the rel-
evant portion of the potential energy surface (PES) must be estimated. A typical
way to do this is to locate the minimum energy path (MEP) between the initial
and final states. On the MEP between two minima of the PES, the force on the
atoms is parallel to the path, possible additional minima correspond to stable
intermediates, and maxima are saddle points of the PES corresponding to transi-
tion states (TS). Once the MEP is known, the activation energy of a reaction can
be computed as

Eact = ETS − Einit. (44)

The difficulty of locating the MEP and corresponding TSs depends on the shape
of the PES in the vicinity of the reaction path. For simple reactions, a constrained
optimization algorithm can be sufficient to produce good transition states. In
constrained optimization, the rest of the system is allowed to relax while a suit-
able coordinate (e.g., the length of a breaking bond) is fixed at different values to
produce an approximate MEP. The energy maximum of the path corresponds to
a transition state, or an approximation of one. The quality of the obtained TS can-
didate can be estimated by means of a vibrational analysis: if the TS candidate
exhibits exactly one vibrational mode with an imaginary frequency, it is a sad-
dle point of the PES, and if the mode geometrically corresponds to the reaction
coordinate, the saddle point is the one relevant to the reaction. If the TS candi-
date does not exhibit these features, it does not correspond to the desired TS and
needs to be further refined. Constrained optimization was used for some simple
reactions in paper IV.

For more complicated reactions, it can be necessary to use more involved meth-
ods to find an accurate TS. One such technique is the nudged elastic band (NEB)
method, the ASE implementation of which was used in papers I and IV.128,129

Specifically, the initial guess for the pathway was constructed using an image-
dependent pair potential interpolation,130 and the transition state was typically
finalized with a climbing image NEB (CI-NEB)131 run. The maxima of the located
pathways were verified to be the desired saddle points of the PES by vibrational
analysis, as described above.

In the NEB method, the reaction pathway is modeled by a series of images corre-
sponding to structures along the path (Figure 8). The images are connected with
springs, such that the force acting on image i with atomic coordinates ~Ri is

~F0
i = −∇V(~Ri)−∇V(~Ri) · τ̂‖τ̂‖ + ~Fs

i · τ̂‖τ̂‖, (45)

where ∇V(~Ri) is the true force acting on the image, τ̂‖ is the unit tangent to the
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FIGURE 8 A simple example of a 10-image NEB on a model potential.128,132 The inter-
mediate pathways between the initial linear interpolation (big blue circles)
to the converged MEP (big red circles) are shown with small circles.

path and

~Fs
i = ki+1

(
~Ri+1 − ~Ri

)
− ki

(
~Ri − ~Ri−1

)
, (46)

where ki is the spring constant corresponding to spring i. In Eq. (45), the path-
parallel component of the true force∇V(~Ri) and the path-perpendicular compo-
nent of the spring force ~Fs

i are projected out. This eponymous “nudge” is carried
out to keep the images on the minimum energy pathway (MEP): the parallel com-
ponent of∇V(~Ri) can cause images to slide off the MEP, while the perpendicular
component of ~Fs

i can pull images away from the MEP (“corner-cutting”) if the
springs are too stiff.128

In CI-NEB, the highest-energy image from an initializing regular NEB run is iden-
tified and treated in a special way.131 The force acting on this designated “climb-
ing image” is defined as

~Fimax = −∇V
(
~Rimax

)
+ 2∇V

(
~Rimax

)
· τ̂‖τ̂‖, (47)

where the spring force has been omitted entirely and the path-parallel compo-
nent has been inverted. The inverted parallel component drives the climbing
image upward along the band, guiding it toward the saddle point of the MEP.
The removal of the spring force allows the image to climb unhindered by the
neighboring images. For the method to be effective, the CI tangent τ̂‖ should be
parallel to the reaction coordinate, i.e., the neighboring images should approxi-
mate the MEP well. The density of images around the saddle point therefore has
to be sufficient to provide a good description of the PES.
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2.3 Generalized coordination number analysis

In paper I, we sought to rationalize the adsorption properties of M/ZrO2 clusters
by means of coordination number analysis. To account for the wide variety in
local atomic environments, we used the strain-adjusted generalized coordination
number (SGCN).133 The SGCN is a refined version of the generalized coordina-
tion number (GCN),134 which is itself an extension of the conventional coordina-
tion number (CN).

The conventional CN of cluster atom i is defined simply as

CN(i) =
ni

∑
j

1 = ni, (48)

where j runs over the ni nearest neighbors of atom i. In the GCN, the nearest
neighbors are instead weighted according to their coordination numbers:

GCN(i) =
ni

∑
j

CN(j)
CNmax(j)

, (49)

where CN(j) is the conventional CN of atom j, and CNmax(j) is the corresponding
bulk CN.134 For the fcc metals Rh and Pt, CNmax = 12, while in m-ZrO2, the bulk
CNs are 7 for Zr and 3 or 4 for O, depending on the position of the anion.

In addition to cluster atoms, it is also possible to define GCNs for adsorption sites
s on the clusters by summing over all nearest neighbors of the atoms that define
the adsorption site and adjusting CNmax accordingly:

GCN(s) = ∑
j

CN(j)
CNmax(s)

. (50)

For top, bridge, 3-fold and 4-fold hollow sites the appropriate CNmax(s) values
are 12, 18, 22 and 26, respectively, and j runs over the nearest neighbors of the 1,
2, 3 or 4 atoms that define the adsorption site (only counting each neighbor once).
For a top adsorption site, this reduces to the definition in Eq. (49), as such a site
is defined by only one atom and CNmax(s) = 12.

To account for the oxide support, the definition of the GCN was further extended
to

GCN(s) =
CNmax(fcc)
CNmax(s)

∑
j

CN(j)
CNmax(j)

, (51)

where CNmax(fcc) = 12. For systems with only fcc metal atoms, CNmax(fcc) =
CNmax(j) ∀j and the definition reduces to Eq. (50). In the M/ZrO2 systems, some
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FIGURE 9 Comparison of various coordination numbers for a Pt13/ZrO2 cluster, color
coded with gradients. Panel a: conventional CNs. Panel b: GCNs. Panel c:
percentage change induced by the strain adjustment to the GCN. The change
is presented in lieu of the actual SGCN, as the SGCN figure would be visually
indistinguishable from panel b.

neighbors j can be Zr or O atoms, which have different maximum CNs. Finally,
the strain adjustment was incorporated into the GCN as follows:

SGCN(i) = ∑
j

dbulk

d(i,j)
CN(j)

CNmax(j)
, (52)

where dbulk is the optimal bulk bond length and d(i,j) are the metal–metal bond
lengths in the analyzed system. A corresponding adjustment was applied for the
site GCNs defined by Eq. (51).

While the ordinary coordination number only accounts for the number of atomic
neighbors, the GCN also includes the next-nearest neighbors, producing a more
fine-grained measure of the local environment. In the SGCN, the description
is further refined by also incorporating the interatomic distances, which allows
strain-related properties to be described within the coordination number formal-
ism. The different coordination numbers of a Pt13/ZrO2 cluster studied in paper I
are visualized in Figure 9 in order to illustrate the differences between them. As
expected based on Eq. 49, the GCNs are smaller than the CNs, as the neighbors of
the undercoordinated cluster atoms are themselves undercoordinated. The strain
adjustment (Figure 9c) has the largest effect on the top layer of the cluster, but is
generally small in magnitude.

2.4 Molecular dynamics

Molecular dynamics (MD) simulations can be utilized, among other things, to
evaluate the thermodynamic and transport properties of chemical systems and
to study the time evolution of atomic-scale processes. In classical MD, the system
is modeled with a force field consisting of potentials describing bonded interac-
tions (intramolecular stretching, bending and torsion), electrostatic interactions
and van der Waals interactions. The system is then allowed to evolve according
to the laws of classical mechanics. While useful for many problems, classical MD
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is unable to describe phenomena such as bond breaking and formation. It is also
dependent on the availability of good force field parameters.135

Instead of a classical force field, the forces required for the mechanics can be ob-
tained from a quantum chemical calculation of the system.135 This method has the
obvious disadvantage of high computational cost, but provides a fully quantum
description of the PES and avoids empirical fitting parameters. It can therefore
be used to simulate chemical transformations and quantum interactions, such as
hydrogen bonding,136 in a realistic and consistent manner. In paper II, the time
evolutions of a H2O/Au system and a Pt cluster adsorbed on ZrO2 were studied
using DFT-MD.

2.4.1 Thermostats

In order to maintain the temperature of an MD simulation at a stable level, a ther-
mostatting algorithm is often necessary. The simplest approach simply involves
scaling the velocities of all the particles by a factor λ such that the post-scaling to-
tal kinetic energy corresponds to the target temperature of the simulation.137 As
the kinetic energy of an unconstrained particle with mass m and velocity v equals
1
2 mv2, and a system of N unconstrained particles at temperature T should have a
kinetic energy of 3N

2 kBT, the velocity scaling factor λ is found as

λ =

√
3N
2 kBT

∑i
1
2 mivi

2
. (53)

Scaling the velocity of each individual particle by λ scales the kinetic energy of
the system by λ2, bringing it to perfect agreement with the target temperature.

While the approach is straightforward and guarantees that the correct average
temperature is maintained, it is known to produce anomalies in the distribution
of the kinetic energy. A significant phenomenon is the “flying ice cube effect”,
in which the kinetic energy drains from high-frequency modes to low-frequency
modes over the course of the simulation.138,139 In an extreme case, the internal
degrees of freedom could leak most of their kinetic energy to the center-of-mass
motion of the system, causing the system to resemble a “flying ice cube”. How-
ever, even if the COM is held fixed, the same phenomenon can be observed be-
tween internal degrees of freedom, where vibrations typically cool down at the
expense of translations and rotations.138,139

The effect of a skewed KE distribution can become very apparent in the case of
a heterogeneous or multi-component system. In such systems, each component
includes different degrees of freedom, and a global thermostat can transfer KE be-
tween components. Thus, the component(s) with the highest-frequency degrees
of freedom can cool down, while the others heat up, giving rise to interfacial tem-
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perature gradients.139–141 Particular care is needed in these cases to make sure
that the studied subsystem is at the proper temperature. In the case of DFT-MD,
there is also the additional concern of convergence and force accuracy.142,143 If
the density is not sufficiently well converged, the forces derived from it can be
too inaccurate to produce a correct trajectory. This effect can be exacerbated if
the force errors are systematic,144 causing direct overstimulation or damping of
certain degrees of freedom. If the thermostat is already prone to artefacts in KE
distribution, insufficient convergence can accelerate the skewing process.

The simple velocity rescaling thermostat is not the only one suffering from KE
distribution issues; e.g. the Berendsen145 and non-chained Nosé–Hoover146 ther-
mostats are also known to be susceptible. In spite of this, both thermostats have
been extensively used in the literature to study a wide variety of systems.147–150

This may be justified if the system only exhibits a weak flying ice cube effect, or
if the effect is determined to be of lesser concern than the undesired effects pos-
sibly arising from alternative thermostats. Making these determinations requires
careful benchmarking and monitoring of the simulation.

Thermostats that do not exhibit the flying ice cube effect are also available. For
instance, the Langevin thermostat151 avoids the issue by utilizing a stochastic
friction term.139 The thermostat is defined by the equations

miv̇i = Fi −miγivi + Ri(t) (54)
〈Ri(t)Rj(t + τ)〉 = 2miγikT0δ(τ)δij (55)

〈Ri(t)〉 = 0, (56)

where Ri is a Gaussian stochastic variable and γi are damping constants.145,151

The Ri terms produce a random force corresponding to collisions with light par-
ticles at temperature T0, while −miγivi is a friction term. The damping constants
γi control the coupling to the random force: if γi = 0, the thermostat is off and
the dynamics are microcanonical, while for large γi, the simulation is dominated
by the drag and random forces, destroying the dynamics of the studied system.
The γi should therefore be set appropriately to maintain the temperature while
minimizing the perturbation of the dynamics.151,152

The Berendsen thermostat is defined by the equations

miv̇i = Fi + miγ

(
T0

T
− 1
)

vi, (57)

where the stochastic Ri component in the Langevin Eq. 54 has been replaced by
a deterministic temperature scaling factor.145 If γ = 0, the dynamics are micro-
canonical as in the Langevin case; if γ = (δt)−1, the algorithm reduces to simple
velocity rescaling.139 Typically, in-between values are used, producing a weak
coupling to the external bath and allowing the temperature to fluctuate around
the target value. However, this method does not simulate a canonical ensemble
and is susceptible to the flying ice cube effect.139,152
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Finally, the Nosé–Hoover thermostat is defined by the equations146

q̇ = p/m (58)
ṗ = F(q)− ζ p (59)

ζ̇ =
[
∑ p2/m− XkT0

]
/Q, (60)

where Q is a scaling parameter and X is the number of degrees of freedom in
the system. Instead of directly scaling the velocities according to the instanta-
neous deviation from the target temperature as in the Berendsen method, the
Nosé–Hoover thermostat utilizes a variable friction coefficient ζ, whose time evo-
lution is controlled by the temperature deviation. This has the advantage of pro-
ducing a canonical ensemble if the dynamics are ergodic; however, the method
does not necessarily produce an ergodic trajectory, possibly resulting in flawed
dynamics.153 The issue can be mitigated by, e.g., the Nosé–Hoover chain ap-
proach, in which the thermostat variables are themselves thermostatted to im-
prove phase space coverage.153 The ASE implementation of the Nosé–Hoover
thermostat used in paper II is based on Refs. 154 and 155.

2.4.2 Kinetic energy distribution

According to the equipartition theorem, the kinetic energy of an equilibrated sys-
tem should, on average, be equally partitioned between all degrees of freedom.
As discussed above, the flying ice cube effect or other anomalies can cause a sim-
ulated system to deviate from equipartition, resulting in unphysical behavior. It
is therefore useful to monitor the distribution of kinetic energy over the course of
the simulation, and verify that it is partitioned correctly.

The kinetic energy of a diatomic molecule is straightforward to partition into
translational, rotational and vibrational components:139

Etrans =
1
2
(m1 + m2)

(
v2

trans,x + v2
trans,y + v2

trans,z

)
(61)

Erot =
1
2

µ
(
(v2,x − v1,x)

2 + (v2,y − v1,y)
2
)

(62)

Evib =
1
2

µ(v2,z − v1,z)
2, (63)

where m1 and m2 are the masses of the atoms, µ is the reduced mass of the
molecule, vtrans,j is the center-of-mass velocity of the molecule in the j direction
and vi,j is the velocity of atom i in the j direction. Here, the bond axis is assumed
to align with the z axis.

More generally, the velocity of an atom j can be partitioned as156

vj(t) = vj,tr(t) + vj,rot(t) + vj,vib(t). (64)
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The translational velocity vj,tr(t) is the center of mass velocity of an atom or the
molecule it belongs to. To compute the rotational velocity vj,rot(t), the angular
velocity ~ω is first computed from the angular momentum ~L and inertia tensor I
as

~L = ∑ mj(~rj ×~vj) = I~ω, (65)

where the sum runs over the atoms in the molecule. The rotational velocity is
then obtained as~vj = ~ω×~rj, and the rest of the total velocity is assigned to vibra-
tional motions according to Eq. (64). The translational and rotational velocities
can be converted to kinetic energies using the standard formulae; the vibrational
component of the energy can again be obtained by subtracting the other compo-
nents from the total kinetic energy. This is the method used in the DoSPT code
that was applied in paper II.157



3 RESULTS AND DISCUSSION

3.1 Water dissociation at the metal–ZrO2 interface

The dissociation of water, a crucial elementary step in many industrially relevant
catalytic reactions, was studied on the Pt/ZrO2 and Rh/ZrO2 interfaces. The in-
terfaces were described using M13/ZrO2 and M19/ZrO2 cluster models whose
structures were globally optimized in previous work, and thus readily available
for further study.44 In this size regime, the cluster is not organized into a bulklike
structure, and features a wide variety of interfacial sites with different characteris-
tics. Such small clusters are said to exhibit “non-scalable” behavior, meaning that
their properties do not scale linearly with size. Furthermore, they can provide
a way to buck the activity trends suggested by traditional linear energy scaling
relations.158

While computational studies often focus on the most stable structures, a real cat-
alytic system comprises a dynamic ensemble of cluster geometries. In combi-
nation with the variety inherent to each individual cluster, this results in a very
broad array of possible reaction sites. To capture some of the ensemble effect,
metastable near-global minimum (NGM) cluster geometries were considered in
addition to the most stable global minimum (GM) structures. One NGM structure
was considered in addition to the GM structure for each of Rh13, Rh19, Pt13 and
Pt19, resulting in eight total clusters. This necessarily produces a limited descrip-
tion of the true catalytic ensemble, which likely comprises a broader variety of
structures and is also affected by the reaction environment; however, the model
is sufficient to provide insight into the interfacial properties of clusters of varying
shapes, sizes and stabilities. The geometries of the chosen clusters are shown in
Figure 10.
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FIGURE 10 The (a) GM and (b) NGM cluster geometries considered for water dissocia-
tion. Color code: Rh in blue, Pt in purple, O in light grey, 6-coordinated Zr
in white and 7-coordinated Zr in dark grey. Reprinted from Kauppinen, M.
M.; Korpelin, V.; Verma, A. M.; Melander, M. M.; Honkala, K. J. Chem. Phys.
2019, 151, 164302, with the permission of AIP Publishing.

FIGURE 11 Coordination numbers of the m-ZrO2(111) surface ions. Light cyan: 6-
coordinated Zr, dark cyan: 7-coordinated Zr, pink: 2-coordinated O, bright
red: 3-coordinated O, dark red: 4-coordinated O.

Though the metal clusters themselves can already exhibit complicated features,
the properties of the support and the specifics of the cluster–support interaction
further complicate the picture. To begin with, the support in itself may already
feature multiple different atoms and sites, immediately multiplying the complex-
ity of the system. The cluster–support interaction can strongly modify the shape
of the adsorbed cluster, while the cluster also deforms the surface to some extent.
Likewise, the electronic structures of the cluster and support are influenced by
each other. In the case of m-ZrO2(111), the bare surface features many inequiv-
alent Zr and O ions with different coordinations and local environments (Fig-
ure 11). As an interfacial site consists of both metal and oxide components, both
of which can exhibit different local environments and alter each other’s proper-
ties, the structural and electronic complexity of the interface is very high. For
small, irregular clusters, every site can be considered unique.
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FIGURE 12 (a) H2O adsorption geometries on the supported GM clusters. (b) The corre-
sponding molecular (grey bars) and dissociative (thin blue bars) adsorption
energies. On each cluster, the molecules have been labeled with a consec-
utive clockwise numbering, starting from the molecule marked with a red
circle (molecule 1). While all H2O geometries are shown in one figure for
a concise representation, each molecule was adsorbed individually in the
simulations. Reprinted from Kauppinen, M. M.; Korpelin, V.; Verma, A. M.;
Melander, M. M.; Honkala, K. J. Chem. Phys. 2019, 151, 164302, with the
permission of AIP Publishing.

This complexity is evident in Figure 12, showing H2O adsorption geometries
on the cluster–ZrO2 interfaces. On the asymmetric Pt13 cluster, all interfacial
Pt atoms have clearly different metal environments, and the variation is com-
pounded by the surface geometry. Especially notable in this regard are the 7-
coordinated Zr atoms, which are coordinatively saturated by surface O anions
and therefore unable to bind H2O molecules. Their presence reduces the number
of available interfacial adsorption sites, and may block metal atoms that might
otherwise be active for water dissociation. Unlike Pt13, Rh19 is highly symmetric,
but the differing oxide environment distinguishes the otherwise similar cluster
sites, making each interfacial site unique. For instance, molecules 3 and 10 on
opposite sides of Rh19 might be expected to exhibit similar behavior based on the
cluster geometry, but the varying surface coordination breaks the symmetry.

The thermodynamics of molecular and dissociative water adsorption were com-
pared between the GM and NGM clusters. The molecular adsorption energies
on the interfacial oxide sites are largely similar between the two, indicating that
the adsorption properties of the oxide are not strongly affected by the stability of
the cluster. As shown in Figures 12 and 13, the interfacial H2O molecules inter-
act with the cluster mostly via weak H–M interactions, which are likely similar
between the GM and NGM clusters. On the other hand, the dissociative adsorp-
tion energies are clearly more exothermic on the NGM clusters, resulting in more
exothermic reaction energies for dissociation. Upon dissociation, the leaving H
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FIGURE 13 (a) H2O adsorption geometries on the supported NGM clusters. (b) The
corresponding molecular (grey bars) and dissociative (thin blue bars) ad-
sorption energies. On each cluster, the molecules have been labeled with a
consecutive clockwise numbering, starting from the molecule marked with
a red circle (molecule 1). While all H2O geometries are shown in one figure
for a concise representation, each molecule was adsorbed individually in
the simulations. Reprinted from Kauppinen, M. M.; Korpelin, V.; Verma, A.
M.; Melander, M. M.; Honkala, K. J. Chem. Phys. 2019, 151, 164302, with the
permission of AIP Publishing.

atom moves onto the cluster and the hydroxyl can also exhibit Pt–OH bonding.
The less stable NGM clusters can bind these fragments more strongly than the
GM clusters, explaining the difference in dissociative adsorption energies. The
difference is larger for the Rh clusters than for the Pt clusters, which may be due
to differences in the properties of the metals or the lower relative stability of the
NGM Rh clusters chosen for the study; the instabilities relative to the correspond-
ing GM clusters were 0.80 and 1.33 eV for the Rh13 and Rh19 NGM clusters, com-
pared to 0.56 and 0.35 eV for Pt13 and Pt19. In addition to the differences in ener-
getics, the adsorption-induced geometric deformations are about 50% larger on
average in the NGM clusters, as measured by mean cluster atom displacement.
This indicates a greater degree of adsorption-induced fluxionality.

For each GM cluster, five H2O adsorption geometries were selected for a study
of dissociation kinetics. The site variation is again highlighted, as the activation
energies for dissociation vary over a span of ca. 0.5 eV in each system. Due to
the different properties of the reaction sites and transition state geometries, lin-
ear scaling relations between activation and reaction/adsorption energies do not
hold for these interfacial dissociation reactions. This is to be expected, as the reac-
tant, transition state and product structures are not very similar across different
reaction sites. This variation in activity between sites highlights the catalytic rele-
vance of the varied geometric and electronic landscape of metal–oxide interfaces.
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FIGURE 14 (a) Adsorption locations of H atoms on the GM clusters. The individu-
ally adsorbed H atoms have been added onto the optimal cluster structure
for visual clarity. The metal atoms are colored according to their SGCNs
(gradients in figure), while the H atoms are colored according to OH+H
adsorption energies with OH far away from the cluster and H on the indi-
cated site (white: −0.01 eV, black: −0.97 eV). (b) OH+H adsorption energies
vs. SGCN. Reprinted from Kauppinen, M. M.; Korpelin, V.; Verma, A. M.;
Melander, M. M.; Honkala, K. J. Chem. Phys. 2019, 151, 164302, with the
permission of AIP Publishing.

In order to describe and understand the properties of the clusters, the SGCN
descriptor133 defined in Section 2.3 was utilized. SGCN provides a compact
description of an individual atom’s chemical environment, making it possible
to quantify the geometric differences between the cluster atoms and adsorption
sites. The SGCNs for the atoms in the GM clusters are shown in Figure 14a,
highlighting the large variation in coordination. Interestingly, the SGCNs do not
correlate with the H adsorption energies (Figure 14b), indicating that geomet-
ric reasons alone are not sufficient to predict H bonding. This conclusion was
reinforced by also testing the SOAP descriptor,159 which is another way to nu-
merically describe the chemical environment of an atom. The SOAP similarities
between the strongest-adsorbing site and the other sites on the M13 clusters were
computed, also resulting in no correlation between H adsorption energy and site
geometry.1 To supplement the geometric analyses, various electronic descriptors
were considered for Pt13: the Bader charges114,115 and projected d band centers
of the cluster metal atoms,11 the electrostatic potential surrounding the cluster160

and the Fukui functions161 of the cluster were studied, but found unable to clearly
characterize the H binding at the cluster sites. The difficulty in predicting H ad-
sorption energies via these geometric and electronic descriptors suggests that the
properties of the adsorption sites are complicated functions of geometry and elec-
tronic structure.

1 No machine learning was carried out; the analysis is purely based on the geometric simi-
larity according to SOAP.
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In this study, the wide variety of local chemical environments in cluster–oxide
systems was highlighted. Even a single 13- or 19-atom cluster has about 10
unique interfacial sites of varying metal and oxide compositions, and this com-
plexity is greatly multiplied in the complete cluster ensemble. The thermody-
namics and kinetics of water dissociation at each site are different, and the activa-
tion energies do not scale with the initial or final state energies. In addition to the
interfacial sites, the H adsorption sites on the cluster were also found to exhibit
highly variable behavior that is difficult to predict with simple geometric or elec-
tronic descriptors. The intricate properties of small supported clusters are thus
challenging to model and describe, but can enable chemical reactivity that is un-
reachable via catalysts in the scalable regime by breaking the trends that govern
larger nanoparticles.

3.2 Temperature anomalies in DFT-MD

After considering the fluxionality and ensemble effects for supported clusters
in paper I, a natural continuation would be to run molecular dynamics simu-
lations in order to better understand how the clusters transform over time in
different temperatures. These simulations could provide insight into, e.g., the
temperature-induced fluxionality and isomerization rates of the clusters, eluci-
dating the dynamics that are constantly ongoing within catalytic systems. How-
ever, in the course of testing such simulations for the supported clusters, anoma-
lous temperature behavior was observed, with the metal cluster heating up by
hundreds of K. This observation prompted a deeper investigation into the ther-
mostatting and parametrization of AIMD calculations for heterogeneous systems,
and how such anomalies could be avoided.

The main culprit behind the anomalous behavior is the “flying ice cube ef-
fect”, which causes the kinetic energy of a thermostatted system to dispropor-
tionately concentrate into low-frequency degrees of freedom, in violation of the
equipartition theorem; this phenomenon is well known in classical MD.138,139 In
inhomogeneous systems, the closely related “hot-solvent/cold-solute” problem
has also been identified.140,162 Commonly used thermostatting algorithms that
rely on rescaling the atomic velocities, such as Berendsen145 and non-chained
Nosé–Hoover,146,163,164 are known to be susceptible to such anomalies.139 As the
supported clusters are inhomogeneous, two-component systems, thermostatting
them with these algorithms is likely to result in an erroneous distribution of ki-
netic energy.

An example of such an anomaly is shown in Figure 15. In the left panel, the tem-
perature of the cluster climbs to over 600 K, even though the thermostat was set



47

FIGURE 15 The Pt13 and ZrO2 temperatures in a supported cluster system thermostat-
ted with Nosé-Hoover. Left: energy convergence 10−7 eV, right: density
convergence 10−6 e/v.e. (electrons per valence electron). The thick curves
correspond to 200 fs moving averages. Reprinted under the CC BY 4.0 li-
cense from paper II, © 2022 Authors.

to maintain a constant target temperature of 300 K. While heating the cluster, the
thermostat maintains the desired average temperature by correspondingly cool-
ing the surface, resulting in a temperature gradient across the interface. In this
fairly extreme case, the temperature anomaly is exacerbated by the insufficient
SCF convergence; however, even when this is corrected, the distribution remains
somewhat uneven (Figure 15, right panel). As the average temperature is always
faithfully kept at 300 K, this type of anomaly may not be readily apparent from
the simulation log files, where often only the average T is reported. This example
therefore highlights the necessity of more fine-grained temperature monitoring
during MD simulations.

The metal–water interface is another catalytically relevant system that could ben-
efit from high-accuracy AIMD simulations. An accurate picture of the structure
and dynamics of such interfaces is of key importance to the development and
understanding of electrochemical systems, such as batteries, fuel cells and elec-
trocatalysts. As shown in the right panel of Figure 16, our Au/H2O model also
suffers from an erroneous kinetic energy distribution brought on by the Nosé–
Hoover thermostat. The average temperatures for each component are 360 K for
translations, 329 K for rotations, and 284 K for vibrations, exhibiting the typi-
cal tendency to overheat low-frequency degrees of freedom. The kinetic energies
also slowly drift around the average values. The left panel of Figure 16 shows
the corresponding results for a Langevin165 simulation, in which the drift is ab-
sent and all components correctly average at the target temperature of 330 K. The
Langevin thermostat is therefore found to maintain equipartition, in agreement
with previous work.139

These results demonstrate that both the thermostat and the convergence criteria
need to be carefully selected in order to maintain a proper kinetic energy distribu-
tion. An SCF convergence criterion that is acceptable for geometry optimizations
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FIGURE 16 Kinetic energy distributions for VASP simulations of H2O/Au thermostat-
ted with Langevin (left) and Nosé–Hoover (right). Computed with the
DoSPT code (see Section 2.4.2). Reprinted under the CC BY 4.0 license from
paper II, © 2022 Authors.

FIGURE 17 Kinetic energy distributions for ASE/GPAW Nosé–Hoover simulations of
N2 using various density convergence criteria. The applied criterion was a)
10−4 e/v.e., b) 10−5 e/v.e., c) 10−6 e/v.e. Using these criteria, the total ener-
gies were converged to at least a) 10−4 eV., b) 10−6 eV, c) 10−8 eV. Reprinted
under the CC BY 4.0 license from paper II, © 2022 Authors.
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is not necessarily strict enough to produce reliable AIMD trajectories. As a sim-
ple demonstration of the convergence effect, 64 N2 molecules in a fully periodic,
cubic 27 nm3 box (a system inspired by similar ethane simulations138,139) were
simulated with the Nosé–Hoover thermostat using different convergence crite-
ria. The kinetic energy distributions are plotted in Figure 17. With the density
convergence criterion of 10−4 e/v.e. (electrons per valence electron), the vibra-
tional degrees of freedom are immediately quenched, while the rotations are ac-
celerated. Note that this criterion is not especially loose; in fact, it is the GPAW
default, and is perfectly suitable for many typical calculations. Tightening the
criterion to 10−5 e/v.e. produces interesting behavior, as the vibrations are actu-
ally heated, in contrast with the typical flying ice cube effect. This is likely due
to a systematic force error along the molecular axis driving the vibrations. At the
tightest considered criterion of 10−6 e/v.e. (roughly corresponding to 10−8 eV in
total energy), equipartition is finally maintained.

The errors in kinetic energy distribution are not just subtle technical issues, but
can result in erroneous results and conclusions. In the case of a supported clus-
ter, a temperature gradient may form between the two components of the system,
causing the support and the cluster to deviate from the target temperature in op-
posite directions. If the cluster is too hot, it will appear more mobile and fluxional
than it should, resulting in a flawed description of the structural dynamics. Even
if the temperature (i.e., total kinetic energy) of a component is correctly main-
tained, the kinetic energy may not be equally partitioned between the degrees
of freedom, resulting in errors. For instance, if the distribution is biased toward
translational motions, diffusion and entropy may become overestimated. Care-
ful parametrization, equilibration and thermostatting are therefore mandatory to
run meaningful simulations yielding reliable results.

3.3 Metal-enhanced reducibility of ZrO2

The properties of metal–zirconia systems were also investigated in paper III, in
which the metal–oxide and metal–vacancy interactions were studied in detail to
explain how the chemical identity of the adsorbed metal affects the reducibility of
the oxide. Reducibility is a key property of the oxide support, with reducible and
irreducible oxides exhibiting qualitatively different behavior in many catalytic
reactions.28 Tuning the reducibility of the support is therefore one possible av-
enue toward optimizing the reaction environment; especially if reducibility can
be induced in typically irreducible oxides, they may find use in a wider range of
reactions. Instead of the clusters studied in papers I and II, single metal atoms
were used to probe the effect in paper III, maximizing the role of the metal–oxide
interaction.



50

FIGURE 18 (a) Computational m-ZrO2(111) cell. Light blue: Zr, light red: O, dark red:
the O atom that is removed to create the vacancy O1. The numbers on the
O atoms are labels for ease of discussion. (b, c) Cu (brown) and Ni (green)
as representative examples of metal–surface binding geometries. Reprinted
under the CC BY 4.0 license from paper III, © 2022 Authors.

Building on earlier work on the Rh-enhanced reducibility of m-ZrO2(111),166 the
effect of 13 different single TM atoms (Fe, Co, Ni, Cu, Mo, Ru, Rh, Pd, Ag, Re, Ir,
Pt and Au) on the reducibility of zirconia was investigated. The geometries for
each atom were optimized on the intact surface and inside an oxygen vacancy,
and the adsorption and reduction energies were defined as

Eads = E(M/ZrO2)− E(ZrO2)− E(M, g), (66)

where ZrO2 can refer to either the ideal or the reduced surface, and

ER = E(M/ZrO2−x) + E(H2O, g)− E(M/ZrO2)− E(H2, g). (67)

The computational cell is shown in Figure 18a. All atoms were initially placed
atop the 3-coordinated oxygen atom O2 (Figure 18), as this was found to be the
most favorable site for Rh adsorption.166 While different TM atoms could prefer-
entially adsorb on different sites, the same site was studied for all atoms to facili-
tate comparison of their properties. Even on the same site, the atoms exhibit dif-
ferent adsorption geometries: the Cu group atoms only bind to the 2-coordinated
O4 atom (Figure 18b), Pd, Ir and Pt bind to O4 and another nearby anion, while
the others bind to three oxide anions (Figure 18c).

Inside the vacancy, the TM atom adsorption geometries can also be divided into
three categories: the Cu and Ni group metals, along with Co, stay in the middle of
the vacancy (Figure 19b), the group 6–8 metals (Fe, Mo, Re, Ru) bind to the nearby
2-coordinated O5 anion (Figure 19c), with Rh and Ir being in-between cases that



51

FIGURE 19 (a) Correlation between the reduction energy and the Bader charge of the
vacancy-bound metal atom. Solid black line (R2 = 0.89): metals that stay
in the middle of the vacancy. Dashed red line (R2 = 0.98): metals that bind
to the 2-coordinated O5 anion. (b and c): Pt (grey) and Fe (brown) vacancy
adsorption geometries as representative examples of the aforementioned
categories. Reprinted under the CC BY 4.0 license from paper III, © 2022
Authors.

slightly approach O5. This variation is reflected in the reduction energy–Bader
charge correlation (Figure 19a), in which the group 6–8 metals follow a separate
trend from the other TMs. The direction of the trend is the same for all atoms,
however: atoms with more negative Bader charges in the vacancy also feature
more exothermic adsorption energies. The weaker correlation of the group 6–8
metals is likely due to their M–O5 bond leading to a weaker interaction with the
vacancy electrons.

The charge correlation analysis was also run separately between the adsorption
energies and charges on the ideal and reduced surfaces. On the reduced surface
(Figure 20b), the adsorption energy correlations are qualitatively similar to the
reduction energy correlation, although the slopes are considerably steeper. The
distinct behavior of the group 6–8 metals is also observed here, reinforcing the
conclusion that it is a feature of the vacancy adsorption geometry. On the ideal
surface, a different trend is observed (Figure 20a): the group 6–8 metals are now
in line with most others, while Cu, Ag, Au and Pd deviate. All of the deviating
metals feature d10 electron structures, which causes their surface interaction to be
qualitatively different than that of the other TM atoms. In particular, the strongly
deviating Cu group metals have d10s1 electron structures, and the half-filled s
orbital has been proposed to weaken adsorption by causing Pauli repulsion with
the surface s orbitals.167,168
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FIGURE 20 (a) Correlation between the adsorption energy and the Bader charge of the
metal atom on the ideal surface. (b) Correlation between the adsorption en-
ergy and the Bader charge of the metal atom inside the vacancy. Reprinted
under the CC BY 4.0 license from paper III, © 2022 Authors.

FIGURE 21 (a) Correlation of adsorption energy on the ideal surface and hybridization
index between TM d and oxygen p orbitals. (b) Correlation of adsorption
energy on the ideal surface and hybridization index between TM d and Zr
d orbitals. Reprinted under the CC BY 4.0 license from paper III, © 2022
Authors.

The d10s1 metals also stand out in the hybridization index analysis, exhibiting
markedly low d–d hybridization with the Zr d orbitals (Figure 21b); the same dis-
tinction is also observed in their adsorption heights, which are 0.3–0.6 Å higher
than those of the other metals. For most metals, the adsorption energy on the
ideal surface correlates with the metal d–oxide p hybridization index (Figure 21a),
with Au being the clearest outlier. This result indicates that the covalent interac-
tion between M and O is a key factor in determining the adsorption energetics, in
agreement with earlier studies.169,170

The adsorption thermodynamics of selected metals (Fe, Cu, Rh, Pd, Ag, Ir, Pt, Au)
were further dissected by means of the thermodynamic cycle presented in Fig-
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FIGURE 22 Left: definition of the thermodynamic cycle. Right: the magnitudes of the
components as a stacked barplot. M(g) is the gas-phase metal atom, ZrO2

is the bare surface, ZrO2−x is the bare surface with an oxygen vacancy,
M/ZrO2 is the bare surface with an adsorbed M, and M−/ZrO+

2−x is ZrO2−x

with a metal in the vacancy. All of these systems were calculated as charge-
neutral. The charged systems were M−/ZrO2, where an M was adsorbed
on an alternative site (see paper III) of the bare surface with an added elec-
tron, and ZrO+

2−x, where an electron was removed from ZrO2−x. Reprinted
under the CC BY 4.0 license from paper III, © 2022 Authors.

ure 22. The ∆Ep
icov component is simply the adsorption energy of the metal atom

on the ideal surface. The ∆Eredox term describing the metal–oxide charge-transfer
is especially large for Au, which also has the largest electron affinity among the
included metals; in general, the redox component does not perfectly correlate
with the gas-phase electron affinities, likely because the surface interaction mod-
ulates the electronic structures of the metal atoms. Finally, ∆Ed

icov largely follows
the same trend as ∆Ep

icov, indicating that the ionocovalent interactions with the
oxide and vacancy sites are similar to each other.

To summarize, the metal–oxide and metal–vacancy interactions in M/ZrO2 sys-
tems were analyzed with various electronic and thermodynamic analyses to elu-
cidate the origin of metal-enhanced reducibility on zirconia. Pt and Ir were iden-
tified as especially potent reducibility enhancers. Here, the metal atom was as-
sumed to fill the oxide vacancy, blocking it from being healed. This may be
undesirable in practice, if facile O exchange with the oxide is necessary; on the
other hand, the anchoring of metal atoms is relevant to the development of single
atom catalysts. In future work, it would be interesting to study the dynamics of
vacancy formation and the metal–vacancy interaction in order to understand in
greater detail how they affect each other.
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3.4 Acid-catalyzed glycerol dehydration

In paper IV, instead of studying small metal particles on oxides, a small oxide
component (ReOH) on a metal surface (Rh(111)) was considered. Such systems
have been explored for the hydrodeoxygenation of polyols, in which the metallic
functionality is needed for hydrogen activation, while the oxide assists in remov-
ing hydroxyl from the reactant.23,50 The role of the oxide component is not fully
settled, with both Brønsted acidity and favorable reactant binding properties hav-
ing been proposed.23 In this work, the main focus is on the acid properties.

The dehydration of glycerol was studied on both bare and ReOH-modified
Rh(111), focusing on the first dehydration step from glycerol to an enol inter-
mediate. In this first step, either a primary or secondary OH is removed from
glycerol, determining the selectivity toward 1,2- or 1,3-propanediol (PDO). The
dehydration was assumed to occur via sequential C–H and C–OH cleavage steps
(Figure 23). On bare Rh(111), the immediate C–OH cleavage was found kineti-
cally very unfavorable, with activation energies of 1.8–1.9 eV (Figure 24). After an
initial loss of H, the activation energies of the C–OH cleavage steps become con-
siderably lower (1.1–1.3 eV). The reaction is therefore expected to proceed via an
initial C–H cleavage step, followed by dehydroxylation. The results are in good
agreement with prior work on the Rh(111) surface.171

ReOH was found to strongly catalyze the C–OH cleavage by protonating the leav-
ing hydroxyl group: the activation energies for the initial glycerol dehydroxyla-
tion steps were lowered by 0.5–0.8 eV when the acid modifier was introduced
(Figure 25). However, this was not sufficient to bring their barriers below those
of the initial C–H cleavage steps, indicating that the initial step is C–H activation
even on the acid-modified surface. The effect of the acid modifier on C–H cleav-
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FIGURE 23 The pathways considered for glycerol dehydration. On the “a” paths, C–
OH cleavage happens first, while on the “b” paths, C–H cleavage happens
first. The same scheme applies for pure Rh and ReOH-modified Rh, except
on the latter, the C–OH removal steps are catalyzed by the Brønsted acidic
ReOH modifier instead of the metal.
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FIGURE 24 Potential energy surface and transition state geometries for glycerol on bare
Rh(111). The paths labeled “a” start with a C–OH cleavage, while the paths
labeled ”b” start with a C–H cleavage. The first number in the subscript is
1 for the 1,3-PDO pathways and 2 for the 1,2-PDO pathways. The second
number in the subscript refers to the number of the step on a given pathway
(first or second).

FIGURE 25 Potential energy surface and transition state geometries for glycerol on
ReOH-modified Rh(111). The C–H cleavage steps drawn with dashed lines
were computed on bare Rh(111) and are repeated from Figure 24, as the
modifier was not found to substantially alter the C–H activation barriers.
The step labels match those in Figure 24.
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age was found minor. After C–H cleavage, the effect of the acid modifier becomes
considerably weaker, as the second C–OH cleavage barriers were only lowered
by 0.1–0.2 eV. This major difference between the first and second C–OH cleavages
arises from the differences between their final states: the first dehydroxylation
from glycerol produces a comparatively unstable surface radical intermediate,
while the second dehydroxylation produces a stable enol molecule. As the reac-
tions exhibit late transition states that resemble the products, the product stability
determines the TS stability, i.e., the activation energy, by the BEP principle.12

The selectivity toward 1,3-PDO is improved on the acid-modified surface, but
remains comparatively poor, in part due to the competition between C–H and C–
OH cleavages. This observation is in agreement with experimental results.172–174

Considerably better experimental selectivities toward 1,3-PDO have been re-
ported on, e.g., ReOH–Ir catalysts, which are expected to feature more acidic pro-
tons capable of activating the C–OH cleavage even more effectively.51,175–177 On
the other hand, ReOH–Rh catalysts have been found highly selective toward α,ω-
diols in various ring-opening reactions.173,178–180 Inspired by these results, we
simulated the ring-opening of glycidol, an epoxide derivative of glycerol whose
role in the valorization of glycerol has been the subject of recent interest.181 A
selective ring opening mechanism could pave the way for a glycerol–glycidol–
1,3-PDO process.

However, the ReOH modifier doesn’t catalyze the ring opening reaction at all:
the activation energies are unaffected, and the proton does not participate in the
transition state. The selectivity of the metal-catalyzed ring opening is also quite
poor (Figure 26). These observations are in stark contrast to previous results for
tetrahydrofurfuryl alcohol (THFA), the ring opening of which has been compu-
tationally found both acid-catalyzed and highly selective (Figure 27).51,173 This
suggests that the size of the ring strongly affects the reaction pathway. A key dif-
ference between glycidol and THFA is the gas-phase protonation energy, which
is 0.86 eV more endothermic for glycidol, indicating a much weaker affinity for
protons. A very strong acid is thus likely required to activate the epoxide ring
of glycidol by protonation. The three-membered glycidol ring also has a much
higher ring strain than the five-membered ring in THFA, and the ring opening
energy we find for glycidol on Rh(111) is more exothermic than that reported
for THFA on the same surface.182 Glycidol is thus inherently less stable than the
larger rings, and a non-acid-catalyzed ring opening pathway can be competitive
even if a very strong acid catalyst is used.

Apart from the ring opening, we also considered initial C–H cleavage steps for
glycidol. For larger rings, the dehydrogenation is more likely to occur at the
less substituted ether carbon (carbon 5 in Figure 27) due to steric reasons;173,182

for glycidol, C–H cleavages from both ether carbons (2 and 3 in Figure 27) are
roughly as facile. As glycidol is a fairly small molecule, steric effects likely play
a smaller role in its reactions. The C–H cleavage at the more substituted ether
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FIGURE 26 Potential energy surface and transition state geometries for glycidol on bare
Rh(111).

33 22

O

11

OH

44 33

55
O

22

11

OH

44

33

22

11

OH

55

HO

OH

11

22

33

44
OH

55

22

11

OH

33

HO

OH

11

22

33

OH

THFA glycidol

1,2-pentanediol 1,2-propanediol

1,5-pentanediol 1,3-propanediol

?

?

FIGURE 27 Possible ring-opening products of THFA and glycidol. Rh–ReOx selectively
acid-catalyzes the ring opening of THFA into 1,5-propanediol,51,173 but ac-
cording to our results, does not acid-catalyze glycidol ring opening.

carbon 2 results in a more stable intermediate, which could be favored as the
thermodynamic product. Interestingly, glycidol ring opening on late transition
metal catalysts typically produces very little 1,3-PDO;183–185 according to our sim-
ulations, the pathway toward 1,3-PDO should instead be mildly preferred. It is
possible that the hydrogenation steps after ring opening are relevant for the prod-
uct distribution. The simulations were also run with no H coverage, which is not
the case under realistic hydrogenolysis conditions. The H coverage could be suf-
ficiently high to inhibit C–H cleavage, and the metal-catalyzed ring opening may
instead proceed through a hydride attack on an epoxide carbon. Such a reac-
tion has been proposed to produce 1,2-PDO due to steric effects favoring hydride
attack at the less substituted ring carbon 3.180,186

The role of an oxophilic metal modifier as a Brønsted acidic promoter in glycerol
valorization was explored. Consistent with the literature, the selectivity toward
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1,3-PDO was found to improve when ReOH was included, indicating that the
acidic functionality is relevant in the catalytic mechanism. On the other hand,
ReOH did not acid-catalyze the ring opening of glycidol, though it has been
found to do so for larger ring structures. A similar computational study focus-
ing on the alternative “hydride attack” mechanism would help further clarify the
role of the modifier, which may also depend on the details of the structure and the
reaction conditions. In particular, larger ReOx models, possibly adsorbed rather
than embedded, could facilitate different mechanisms by providing a wider vari-
ety of adsorption and acid sites.



4 CONCLUSIONS AND OUTLOOK

The work presented in this dissertation serves to improve the understanding of
the properties of metal–oxide catalysts and the computational methods used to
investigate them. The field has been investigated from many perspectives. In pa-
pers I and II, zirconia-supported metal clusters were studied with an eye toward
the dynamic and ensemble properties. These studies are part of the ongoing ef-
fort to produce more realistic catalyst models in order to bridge the materials
gap in catalysis. While valuable chemical insight can be obtained even from very
simple model systems, understanding the features of real catalysts is crucial to
enable rational catalyst design and fine-grained control over the stability, activity
and selectivity. The dynamics and ensemble effects are key aspects that must be
understood to account for the diverse chemical environment in a real catalytic
system.

The cluster models studied in papers I and II were taken from global optimiza-
tion calculations, which already represents a significant advance beyond simple
models based on the Wulff187 (or Winterbottom188) construction. Especially for
small clusters on complex surfaces, the geometry can be heavily modulated by
the surface interaction, diminishing the applicability of such models. In paper I,
the description of the WGS reaction was refined by considering less stable cluster
geometries in addition to the global minimum structures. Such clusters can be
present in the system and catalytically relevant, especially at the elevated tem-
peratures typical of realistic catalytic conditions. This way, some insight into the
cluster ensemble could be obtained; the higher fluxionality and more exothermic
water dissociation on NGM clusters were highlighted, indicating some ways in
which the high-temperature ensemble can deviate from zero-Kelvin DFT mod-
els. Even on the GM clusters, the uniqueness of each interfacial reaction site was
found to result in complicated and non-scaling adsorption and activity proper-
ties.
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Of course, the ensemble is not a static collection of geometries, and the clusters
can isomerize during the catalytic process. Paper II tackled some of the challenges
in correctly describing the dynamics of catalytic systems using ab initio molecu-
lar dynamics. AIMD is well suited for studies of cluster dynamics, as the break-
ing and forming of metal–metal and metal–support bonds is central to the phe-
nomenon and outside the capabilities of MD simulations based on conventional
force fields. The method can also capture polarization effects and describe inter-
facial interactions without additional parametrization, making it useful for inter-
facial studies in general, though the high computational cost limits the attainable
system size and time scale. More advanced force fields, such as reactive189 and
polarizable190 ones, have been developed to describe these effects while avoiding
expensive electronic structure calculations, though the parametrization is chal-
lenging for complex systems. Machine learning based force fields parameterized
by ab initio calculations are being actively studied as a way to combine the accu-
racy of AIMD with the efficiency of classical MD.191

In addition to managing the computational cost, great care must be taken to ob-
tain accurate, high-quality simulations and avoid anomalies such as temperature
gradients or the flying ice cube effect, as shown in paper II. Especially in constant-
temperature simulations, typical for studying catalytic conditions, maintaining
the proper kinetic energy distribution is nontrivial, and the thermostatting and
SCF convergence must be thoroughly tested and verified. As the issues may
not be readily apparent from the log files or other condensed representations,
they can only be reliably identified from the simulation trajectories themselves.
This reinforces the importance of diligently analyzing the results, but also that of
openly publishing full data sets, which is increasingly recognized as crucial for
verification and reproduction purposes.192

The catalytic function of the metal–oxide interface can arise in various ways. In
some systems, the interface can simply provide reaction sites in close proximity
to two necessary functionalities; for instance, in paper IV, the Rh–ReOH active
site studied for glycerol dehydration featured a metallic and an acidic compo-
nent, with the metal accepting H from the reactant and the acid catalyzing the
C–OH cleavage. The picture can also be more complicated, with the metal–oxide
interaction altering the interfacial properties. One component can induce func-
tionality in the other, such as in the case of the metal-enhanced oxide reducibility
studied in paper III: the metal can provide its own function while also facilitating
charge transfer or oxygen exchange with the oxide component. Such emergent
multifunctionality can enable novel catalytic chemistry, but may not be easily
predictable from the properties of the individual components. Understanding
and rationally designing catalysts utilizing these concepts requires a thorough
understanding of the detailed geometric and electronic structure at the interface.

From a computational standpoint, this understanding can be developed by im-
proving the accuracy and widening the scope of interfacial simulations. Both
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approaches increase the usage of computational resources, and so the possibili-
ties are partially determined by the technical progress made in computer science
and engineering. Within DFT, the development of more accurate xc functionals
is the most direct way toward higher accuracy, though the resource cost of “gold-
standard” hybrid functionals remains high. Specific shortcomings of conven-
tional DFT functionals can be addressed by various correction schemes, such as
the Hubbard and Tkatchenko–Scheffler corrections discussed in this work. While
these low-cost corrections can improve the description of the system when used
judiciously, they are not universal solutions and can in some cases even make
the results worse. Where applicable, such corrections can produce considerable
resource savings, and correspondingly enable broader studies, by efficiently pro-
ducing sufficiently accurate results.

Indeed, this concept of “sufficient accuracy” is key in computational work. If
the methods or models are too simplified to describe the studied phenomenon,
the results will be wrong or even completely meaningless. On the other hand,
increasing the model or method complexity past a certain point will no longer
produce accuracy gains commensurate to the incurred computational cost. Such
“overoptimization” limits the possible scope of the study and wastes processor
cycles. The necessary accuracy depends on the subject of the study, and has to be
balanced between the model and the methods. For some purposes, a rough but
wide screening is useful, while for others, the properties of a particular model
must be calculated in great detail.

The breadth of computational studies can be extended in many dimensions. For
catalysts with complicated structural features, large models are necessary to at-
tain a good description of the system. In dynamics studies, long simulation times
are required to sufficiently sample the phase space and produce accurate pre-
dictions of dynamic properties. Real catalysts feature a wide variety of structural
features producing differing chemical environments, and sampling this structural
space more thoroughly would provide a more complete picture of the catalytic
system. In addition to the intrinsic variation in the catalyst geometry, the reactant
and possible solvent can alter the properties of the active sites by simply blocking
some of them or by inducing structural transformations.

Theoretical development is not only useful to improve the accuracy of computa-
tional methods. Equally valuable are conceptual advancements that facilitate the
understanding of complicated systems and direct future work in fruitful direc-
tions. The activity volcano, d band model and BEP scaling relations are classic
examples of successful predictive concepts in catalysis. Such models allow pre-
dictions and help reduce the conceptual complexity of catalytic systems, but also
help identify interesting catalysts that deviate from the expected behavior. This
area could prove challenging to develop using the emerging ML-based methods,
which may produce good predictions for opaque reasons. On the other hand, by
facilitating the production of large datasets, they can also expedite the discovery
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of relations and phenomena that can then be probed and explained by methods
rooted in physics.

In summary, the work in this thesis has contributed in multiple ways to devel-
oping the description of the catalytic active sites on metal–oxide catalysts. Var-
ious metal–oxide models have been explored, and their properties, such as ac-
tivity, selectivity, stability, reducibility and acidity, have been studied in detail
using model reactions and analyses of the geometric and electronic structures of
the active sites. To facilitate these investigations, many simulation and analysis
methods were studied, implemented and developed, producing deeper method-
ological and technical understanding in addition to the attained chemical and
catalytic knowledge. Further progress is required in all of these aspects in order
to approach a realistic computational description of metal–oxide catalysts, which
is crucial to understanding and predicting their properties.
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ABSTRACT
Water dissociation is an important reaction involved in many industrial processes. In this computational study, the dissociation of water
is used as a model reaction for probing the activity of interfacial sites of globally optimized ZrO2 supported Pt and Rh clusters under the
framework of density functional theory. Our findings demonstrate that the perimeter sites of these small clusters can activate water, but the
dissociation behavior varies considerably between sites. It is shown that the studied clusters break scaling relationships for water dissociation,
suggesting that these catalysts may achieve activities beyond the maximum imposed by such relations. Furthermore, we observed large differ-
ences in the thermodynamics of the water dissociation reaction between global minimum and near-global minimum isomers of the clusters.
Overall, our results highlight the uniqueness of interfacial sites in catalytic reactions and the need for developing new concepts and tools to
deal with the associated complexity.
Published under license by AIP Publishing. https://doi.org/10.1063/1.5126261., s

I. INTRODUCTION

The dissociation of water into hydroxyl and hydrogen species
plays a key role in many industrially relevant processes, such as the
water-gas shift (WGS) reaction and steam reforming. The water dis-
sociation reaction has been studied computationally over a number
of different systems such as clean metal surfaces [e.g., Cu(111),1
Au(111),1 Pt(111),1,2 Rh(111)1,2] and unsupported metal clusters
(e.g., Cu,3 Au,3 Pt,2 and Rh2). Varying activation energies are
reported for ideal metal surfaces, ranging from as low as 0.674 to
0.961 eV on Ni(111), ∼0.8 eV over Pt(111)1,5 and Rh(111),2,6 and
even as high as ∼2 eV over Au(111).1,7 Numerous studies strongly
advocate the vital role of support, and the metal-support interface,
for the overall catalytic activity.6,8–12 Therefore, both the metal and
the support should be considered when investigating such systems
computationally. The choice of the supported metal catalyst model
is nontrivial; typical models employ either supported finite clusters

or nanorods, and different metal-support combinations have been
investigated (e.g., Au/MgO,7 Cu/ZrO2,13 Rh/ZrO2,6 Ni/Al2O3,9 and
Pt/CeO2

10). In contrast to cleanmetal surfaces, on themetal-support
interfaces such as Ni/Al2O3,9 Rh/ZrO2,6 Cu/ZrO2,13 and Au/TiO2,14
the barriers are reported to be much lower than those on the
corresponding pure metals.

In our current study, we use globally optimized supported clus-
ters to model zirconia-supported rhodium and platinum catalysts.
Both materials have been found to be active toward the WGS reac-
tion,15,16 and Rh/ZrO2 is also active for H2 oxidation17 and the
partial oxidation of methane.18 Recent studies have highlighted the
importance of considering the catalyst as an ensemble of clusters
with similar energies rather than as the static minimum energy
structure.19–22 While the clusters may spend most of their time as
the global minimum (GM) structure, at reaction conditions there is
available energy for them to isomerize to one of the structures lying
only slightly higher in energy. These near-global minimum (NGM)
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structures can be more reactive than the most stable isomer and may
even dominate catalytic activity while beingminority species.20 With
this in mind, we have investigated the GM as well as NGM structures
of zirconia-supported rhodium and platinum clusters of different
sizes.

Multiple ways to escape traditional scaling relations have been
proposed for heterogeneous catalysts,23 among which the flux-
ionality under reaction conditions24 and the presence of multi-
ple different adsorption sites25 are highly relevant for small, sup-
ported clusters. The absence of scaling relations makes it difficult
to predict activation energies; however, it also provides a way to
improve catalyst performance beyond a previously proposed max-
imum.26 The Brønsted–Evans–Polanyi (BEP) relation27 between the
reaction energy and barrier for water dissociation over extended
transition metal surfaces has been established before, and oxygen
atom adsorption energy was found to be a good descriptor for the
reaction.28 Over unsupported Rh and Pt nanoparticles, the tran-
sition state (TS) energies were found to correlate well with water
adsorption energies across different sites.2 The descriptors in this
case were the projected d-band center and coordination number
of the surface atoms forming the site, which also correlated lin-
early with the transition state energies.2 However, the extended sur-
faces were observed to not fit in the same scaling relation as the
nanoparticles.

In this study, we focus on the water dissociation reaction at the
perimeter sites of GM and NGM isomers of supported Rh and Pt
clusters. The activation energies are compared to the reaction ener-
gies in order to establish a BEP relation to predict the activity of
interfacial sites toward water dissociation. Transition-state scaling
between the initial (or final) state and the transition state energy is
also evaluated. Next, we compare the thermodynamics of the water
dissociation reaction on the GM and NGM structures. Finally, we
screen hydrogen adsorption sites on the clusters, and the adsorption
energies are compared to the strain-adjusted generalized coordina-
tion numbers (SGCN)29 of the sites, as well as the smooth overlap of
atomic position (SOAP)30 descriptor. Our results further highlight
the importance of thorough consideration of the interface sites of
small fluxional clusters and the heterogeneity and catalytic behavior
found at the perimeter of such clusters.

II. COMPUTATIONAL DETAILS
All density functional theory (DFT) calculations were carried

out in the projector-augmented wave (PAW)31 formalism of DFT as
implemented in the GPAW 1.4.0 package.32–34 The Perdew–Burke–
Ernzerhof (PBE) functional35,36 was used to describe the exchange
and correlation effects under the generalized gradient approxima-
tion (GGA). The core electrons of all elements were described by
PAW setups in the frozen-core approximation. Setups with 15 and
16 valence electrons were used for Rh and Pt, respectively. The max-
imum spacing for the real-space grid basis was 0.2 Å, a value our
group has previously used successfully for related systems.2,6,37–39
The reciprocal space was sampled at the Γ point.

The interface model was built using 13 and 19 metal atom clus-
ters (Pt and Rh) dispersed over monoclinic zirconia, m-ZrO2(111),
as support. The Rh13, Rh19, Pt13, and Pt19 clusters supported on
m-ZrO2(111) were modeled using the globally optimized geome-
tries discovered in previous work by our group.39 In that study, the

global optimizations using a genetic algorithm (GA)were carried out
for three sizes (13, 19, and 43 atoms) of Rh and Pt clusters over the
m-ZrO2(111) support. For each M/ZrO2 system, three optimiza-
tion runs were performed starting from randomly generated pop-
ulations. The offspring was created using cut-and-splice crossover
(70% probability) and mutation (30% probability) operations. First,
metal atoms were allowed to relax (fmax = 0.08 eV/Å) over a fixed
3 × 3 single layer ZrO2 surface. The resulting structures from all GA
runs were merged, and for the 60 lowest energy structures, the metal
fragments were cut and adsorbed over a 2 layers thick (bottom layer
fixed) 3 × 3 ZrO2 support. Finally, the optimization runs were car-
ried out until themaximum residual forces reached below 0.05 eV/Å.
Overall, ∼9900M/ZrO2 structures were screened. For further details,
please see Ref. 39.

Them-ZrO2(111) support was selected because of its represen-
tation of the most stable polymorph at the consideredWGS reaction
conditions and (111) being the most stable facet. The oxide support
was described by a slab model consisting of 3 × 3 unit cells with a
thickness of two stoichiometric layers. All global minimum (GM)
Rh13/ZrO2, Rh19/ZrO2, Pt13/ZrO2, and Pt19/ZrO2 catalyst structures
are depicted in Fig. 1. We also employed near-global minimum
(NGM) isomers lying higher in energy studied by our research
group39 to compare the energetics with their respective global min-
imum catalytic systems (see Fig. 1). The NGM clusters were chosen
based on geometrical as well as energetic considerations; we picked
NGM geometries that were noticeably different from the GM clus-
ters and whose energies were within roughly 1 eV of the global min-
ima. The relative instabilities of the chosen NGM isomers of Rh13,
Rh19, Pt13, and Pt19 clusters compared to their respective GM clus-
ters were calculated as 0.80, 1.33, 0.56, and 0.35 eV, respectively.
The gas-phase reference for molecular water was computed in a
nonperiodic cell of size 17.5 × 16.0 × 16.6 Å.

In the geometry optimizations, the bottom layer of the zirconia
slab was kept frozen to its initial geometry, while the top zirconia
layer, the metal cluster, and the adsorbed atoms were allowed to
relax until the maximum residual force reached below 0.05 eV Å−1.
We consider this an acceptable criterion, considering the large sizes
of our systems with about 2000 valence electrons; the choice is also
consistent with our work on the global optimization of these clus-
ters.39 The transition state structures of water dissociation reactions
at various interfacial sites were located using the climbing-image
nudged elastic band (CI-NEB) method.40–43 The obtained transition
state structures were confirmed by harmonic vibrational analysis
with the presence of an imaginary frequency mode corresponding
to the reaction coordinate.

The adsorption energies of molecular and dissociated water
were computed as

Eads = Etotal − EMX/ZrO2 − EH2O(g), (1)

where Etotal is the energy of the optimized supported cluster and the
water molecule (or dissociated water). EMX/ZrO2 is the energy of the
supported metal cluster, where M corresponds to either Pt or Rh
and X is either 13 or 19. EH2O(g) is the computed energy of the gas-
phase water molecule under nonperiodic boundary conditions. The
reaction energy of water dissociation is defined as

ΔE = Eads(OH + H) − Eads(H2O). (2)
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FIG. 1. Structure geometries of (a) global minimum and (b) near-global minimum zirconia-supported Rh13, Rh19, Pt13, and Pt19 clusters. Rh, Pt, and O atoms are colored
blue, purple, and light gray, respectively. High-coordinated Zr atoms are colored dark gray, while lower-coordinated Zr are colored white.

A. Generalized coordination numbers
Following Ref. 44, the generalized coordination number (GCN)

of cluster atom i is defined as

GCN(i) =
ni
∑
j

CN( j)
CNmax( j)

, (3)

where j runs over the nearest neighbors of atom i, ni is the number
of nearest neighbors for atom i, CN(j) is the conventional coordina-
tion number of atom j, and CNmax(j) is the maximum coordination
number of atom j (12 for an fcc metal; 7 for Zr; and 3 or 4 for O).
To account for bridge and hollow sites s, the definition is extended
as follows:

GCN(s) = CNmax(fcc)
CNmax(s)

∑
j

CN( j)
CNmax( j)

. (4)

Here, CNmax(s) = 12, 18, 22, or 26, for top, bridge, 3-fold, or 4-fold
hollow sites, respectively, and CNmax(fcc) = 12. The index j runs over
the nearest neighbors of the atoms that define the adsorption site,
without double-counting any atoms. This is a slightly generalized
version of the definition in Ref. 44 to allow for the inclusion of atoms
other than fcc metals.

The GCNs were refined by considering strain effects for the
metal cluster atoms.29 This is done by including a factor describ-
ing the ratio of the optimal bulk bond length dbulk to the particular
metal–metal bond length d(i, j),

SGCN(i) = ∑
j

dbulk
d(i, j)

CN( j)
CNmax( j)

, (5)

where SGCN denotes strain-adjusted GCN. A similar strain adjust-
ment can be written for Eq. (4). In the site calculations, if a neigh-
bor of the site was coordinated to multiple site-defining atoms, the
average distance was used to determine the strain adjustment.

III. RESULTS
A. Water adsorption and dissociation at global
minimum cluster-support interfaces

The molecular adsorption of water at interfacial sites of the
zirconia-supported global minimum Rh13, Rh19, Pt13, and Pt19 clus-
ters was thoroughly screened. The starting geometries were chosen
based on results from previous studies concerning water adsorption
on Rh and Pt,2 ZrO2,37 and the Rh–ZrO2 interface,6 which show
that water should preferably adsorb on the oxide sites rather than on
the metal. Therefore, we initially deposited molecular water on each
of the Zr top sites in the immediate vicinity of the clusters, sitting
almost horizontally with one hydrogen pointing toward the cluster.
The optimized adsorption geometries are depicted in Fig. 2 along
with their adsorption energies as bar charts. The data can also be
found in the supplementary material in a tabular form (Table S1).
Please note that the geometry optimizations were performed for one
deposited water molecule at a time, and in Fig. 2, for brevity’s sake,
the molecules are shown in a single image with the cluster being in
its optimized geometry.

Upon optimization, some water molecules moved far away
from the cluster, while some moved to be adsorbed on a Rh/Pt top
site instead of the Zr top site (labeled 5 and 7 for Rh13 and 7, 9, and 11
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FIG. 2. (a) H2O adsorption geometries and (b) molecular and dissociative adsorption energies on global minimum Rh13, Rh19, Pt13, and Pt19 clusters. Oxygen atoms that
are not part of the support are colored red, while hydrogen atoms are colored light blue. For the rest of the atom colors, please refer to Fig. 1. H2O molecules are labeled
clockwise starting from H2O indicated in each case with a red circle (labeled “1”). The H2O adsorption energies are indicated with gray bars, while OH + H adsorption energies
are indicated with blue bars.

for Pt13 in Fig. 2). All such water molecules were initially deposited
on high-coordinated Zr atoms (colored dark gray in Fig. 2). While
most surface Zr atoms are bound to 6 lattice oxygens, the high-
coordinated ones are bound to 7, rendering them unable to adsorb
water at all. Themolecules that moved far away from the cluster were
omitted from Fig. 2 as well as further calculations since they were
deemed to be too far from the interface to be activated by it.

The adsorption energies display significant variation along
the perimeters of all clusters. For instance, over Rh13/ZrO2 and
Rh19/ZrO2, the adsorption energies range from −0.99 to −0.32 eV
and from −0.96 to −0.45 eV, respectively. This roughly spans the
whole range of adsorption energies previously calculated for Rh(111)
and m-ZrO2(111) surfaces, with the weakest adsorption energy
being comparable to that of Rh(111) (−0.34 eV)2 and the strongest
to that ofm-ZrO2(111) (−1.01 eV).37

Over Pt13/ZrO2 and Pt19/ZrO2, the adsorption energies range
from −1.04 to −0.29 eV and from −0.95 to −0.42 eV, respectively.
Like in the case of Rh clusters, the strongest adsorption energies are
comparable to the adsorption energy found on bare zirconia, and the
weakest are similar to the adsorption energy found on Pt(111).2

The bare ZrO2(111) presents four Zr atoms per unit cell, and
water adsorption energies vary from one Zr top site to the next.37
The weakest adsorption energy on the pristine zirconia corresponds
to the high-coordinated Zr cation, and as discussed above, water
cannot adsorb atop these Zr at the interface. Another factor is the
formation of hydrogen bonds to the surface oxygen atoms, which
is different from one site to the next.37 However, the rest of the
variance in adsorption strength cannot be explained only by com-
paring the Zr sites to those on pure zirconia. One possible expla-
nation could be that the presence of the metal cluster changes the

coordination of the Zr cations as well as the surface oxygen atoms;
however, the irregular shape and size of the clusters means that the
effect is unpredictable.

Dissociative adsorption geometries of water at the global min-
imum clusters were optimized for the same interface sites as the
molecular adsorption. Starting geometries were constructed bymov-
ing one of the hydrogen atoms to the nearest promising adsorption
site (e.g., nearest hollow) on the metal, with OH staying at the orig-
inal water adsorption site. Geometries were allowed to fully relax,
and in some cases, hydrogen diffused quite far away from the ini-
tial placement. In the case of the Pt13 cluster, three dissociated water
structures (H2O labeled 2, 3, and 12) preferably have the hydrogen
sitting on an interfacial surface oxygen atom instead of the metal
site. TheOH species generally stayed near their initial positions, with
some of them moving closer to the cluster to bind through the O
atom to both Zr and Rh. This bridge-bonded geometry was previ-
ously also found for the nanorod model of the Rh–ZrO2 interface.6
On the Rh13 cluster, two structures (H2O labeled 5 and 7) were found
with OH preferably binding to a Rh top site, which was the original
H2O adsorption site for them. The same applies for Pt13 structures
with H2O labels 7, 9, and 11.

As in the case of molecular water, dissociative adsorption ener-
gies vary significantly from site to site (see Fig. 2 and Table S1 in the
supplementary material for details). On average, the water dissoci-
ation reaction is mildly exothermic at the Rh cluster interfaces but
slightly endothermic at the Pt cluster interfaces. On the extended
Rh(111) surface, the reaction has been found to be weakly exother-
mic by ∼0.1 eV,2,6 while on the extended Pt(111) surface, the reaction
is moderately endothermic by ca. 0.3 eV.2,45 The difference in reac-
tion energies between Rh and Pt has previously been shown to be less
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pronounced for gas-phase nanoclusters than for extended surfaces.2
Here, although the average reaction energies between the clusters
are comparable to each other, comparing reaction energies between
roughly equivalent sites reveals how different the water dissociation
energetics are between the clusters. For instance, H2O label 1 occu-
pies the same Zr top site on all systems, and while the molecular
adsorption energies are very similar, theOH+H adsorption energies
and therefore the reaction energies are different. One explanation
may be that the hydrogen adsorption strength varies since it adsorbs
on completely different sites on the clusters. Furthermore, the Zr
sites are not exactly equivalent due to the presence of the clusters.
In general, all of the clusters include some sites at their perimeter
where water dissociation is thermodynamically more favorable than
on the extended metal (111) and m-ZrO2(111) surfaces and some
sites where water dissociation is unfeasible.

In order to supplement the results obtained from the adsorp-
tion energy calculations, we analyzed the scaling between molecu-
lar and dissociated water adsorption energies. The obtained scaling
plots of OH + H vs H2O adsorption energies show very poor R2 val-
ues for all clusters (see Figs. S1–S4 of the supplementary material
for details), except for Rh13/ZrO2 which has a slightly better value
(R2 = 0.80, slope = 0.71). Thus, the energies of the initial and final
states of the dissociation reaction do not scale with each other at
the Rh19, Pt13, and Pt19 cluster perimeters. For these clusters, a par-
ticular site may bind both molecular water and dissociated water
equally well, or it might bind one weaker or stronger than the other.
Note that only sites for which activation energies were determined
are included in the scaling relationships and that sites where dis-
sociation does not occur “across” the interface (H2O adsorbs on
metal/OH andH both adsorb on oxide ormetal) were excluded from
the analysis. The exclusion of outliers does not lead to any significant
improvement of the R2 values, except for Rh13/ZrO2 for which there
is no scaling (R2 = 0.18) between the initial and final state energies if
all sites are included.

B. Activation energies
A thorough screening of transition state (TS) structures at the

interfacial sites was carried out over the Pt13/ZrO2 and Rh13/ZrO2
clusters. To reduce the computational cost, five transition state cal-
culations across the interface were performed over the Pt19/ZrO2
and Rh19/ZrO2 clusters. Over the M19 (M = Rh or Pt) clus-
ters, we selected water molecules for TS calculations solely based
on geometry so that each water is adsorbed on a Zr top site
with one hydrogen pointing toward the cluster (see Tables S2
and S3 in the supplementary material). The transition state struc-
tures corresponding to the lowest barriers are depicted in Fig. 3.
All activation energies pertaining to each cluster are supplied in
Tables S2 and S3 of the supplementary material along with the cor-
responding imaginary frequencies, as well as O–H and M–H bond
lengths.

Locating transition state structures at the asymmetric metal-
oxide interfacial sites has its fair share of complications. We came
across a few examples where the dissociation occurred at the nearby
metal sites or over the zirconia surface instead of across the inter-
face. Therefore, careful observation is mandatory while dealing
with interfacial reactions over asymmetric cluster models. We note
that the abovementioned TS cases were removed from our scaling

FIG. 3. Transition states corresponding to the lowest water dissociation barrier.

relationships, but full data and further discussion are provided in
Table S3 and Sec. I of the supplementary material.

The forward activation energies over the Pt13 and Rh13 clusters
range from 0.60 to 1.13 eV and from 0.48 to 0.81 eV, respectively.
Over the Pt19 and Rh19 clusters, the forward activation energies
range from 0.35 to 0.76 eV and from 0.40 to 0.88 eV, respectively.
The varying nature of the activation energies, even between Zr sites
that are equivalent on the bare surface, can partially be attributed to
the different Zr coordinations due to cluster asymmetries. Therefore,
similar to the adsorption strengths of H2O and OH + H, there is no
predictability between the type of Zr site and barrier height. TheM19
and Rh13 clusters exhibit a similar range of barriers, whereas Pt13 has
slightly higher barriers. Interestingly, over Rh clusters, lower barriers
often correspond to lower water binding strengths, but Pt clusters
show mixed behavior and there is no relation between adsorption
energies and barriers.

The smallest calculated activation energies are lower compared
to clean Rh(111) and Pt(111) surfaces and unsupported Rh147 and
Pt147 metal nanoparticles (∼0.72 eV).1,2,6 The present metal-oxide
interfaces also perform better in terms of activation energy com-
pared to the Cu/ZrO2

13 and Au/MgO interfaces7 for the activation
of water. Evidently, the results for Rh-based clusters are in good
agreement with the Rh/ZrO2 rod model interface (Eact = 0.35 eV)
previously studied by our research group.6 The lowest activation
energies over the Rh19 and Rh13 clusters differ only by 0.05 eV and
0.13 eV from that on the rod model interface. The larger difference
observed for Rh13 may be explained by its smaller size.

Although the barriers obtained for the activation of water over
the present cluster interfaces are lower or similar compared to vari-
ous metal-oxide catalysts, they are still higher compared to the pure
zirconia surface. Our research group has previously found the acti-
vation of water over pure zirconia to be spontaneous and mildly

J. Chem. Phys. 151, 164302 (2019); doi: 10.1063/1.5126261 151, 164302-5

Published under license by AIP Publishing



The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

exothermic.6 Therefore, the water activation might occur over zir-
conia first, followed by hydrogen diffusion to the metal frame. The
diffusion of a hydrogen atom on m-ZrO2(111) is likely a com-
plex process, as there exist multiple possible pathways for diffusion.
Under reaction conditions, the behavior is further complicated by
the adsorbate (e.g., hydroxyl) coverage of the surface.46 As an exam-
ple, we have simulated the diffusion of H from a 2-coordinated
lattice oxygen atom to the nearest lattice oxygen on the ideal
m-ZrO2(111) surface and found the activation energy to be fairly
high at about 1.3 eV. We emphasize that this value corresponds
to one possible route out of many, and a thorough analysis of dif-
fusion pathways is required to definitively describe the diffusion
behavior.

The presence of hydrogen at the metal site is desired for fur-
ther reaction with CO in the WGS process because, as previously
observed, CO strongly prefers metal sites.6,7,13 Interestingly, we
found a few cases in our study where the water molecule preferably
dissociated onto a ZrO2 lattice oxygen next to the cluster. In these
cases, H2O is initially hydrogen bonded to a 2-coordinated surface
oxygen atom, facilitating the dissociation onto it. The barriers for
such dissociations range between 0.04 and 0.75 eV, meaning that the
cluster can impede the ordinarily spontaneous dissociation on zirco-
nia to varying degrees. With regard to the diffusion of H from oxide
to metal, we found two paths on Pt13 with diffusion barriers of 0.60
and 1.10 eV. On a Rh/ZrO2 rod model using similar computational
methods as in the present work (please see Ref. 6 for details), the
oxide-to-metal H diffusion barrier was found to be 0.62 eV. These
barriers are of comparable magnitude to those of water dissocia-
tion across the cluster-oxide interface, suggesting that both pathways
could supply H to the cluster.

The Brønsted–Evans–Polanyi (BEP) relationships based on for-
ward activation energies and reaction energies were studied in order
to further analyze the results obtained from the calculations. They
demonstrated weak trends over Rh13, Rh19, and Pt13 clusters, as
indicated by low R2 values. Interestingly, the Pt19 cluster delivers
an improved trend (R2 = 0.83) compared to the other systems. We
note that the M19 relationships contained only five data points, and
therefore, a slight difference in correlation cannot be ruled out with
a larger number of data. A BEP relation with an R2 value of 0.54
has been reported earlier for dissociation over numerous cleanmetal
surfaces.28

We also analyzed the transition state scaling (TSS) relation-
ships based on the adsorption energies of TS and molecular water
(initial state) or dissociated water (final state). The Pt19 cluster deliv-
ered a good linear trend based on the TS and final states of water
with an R2 value of 0.89. This correlation arises from the fact that
the TS structures resemble the final states on the Pt19 cluster. Other
systems expressed no dependencies between two considered param-
eters. In comparison with the present models, the unsupported Rh
and Pt nanoparticles previously investigated by our research group
exhibited R2 values of 0.92 and 0.85, respectively.2 Furthermore, we
studied the bonding patterns in the TS structures in relation to their
adsorption energies. There was no observed correlation between
O–H bond lengths and Eads of TS structures over any cluster. The
trend between Rh–H bond lengths and Eads (TS) over Rh19 showed
a little improvement but not to a significant level. Moreover, no
dependencies were found in between M–H bond lengths and Eads
of TS structures over other clusters.

C. Water adsorption over near-global minimum
catalytic systems

Next, we address the thermodynamics of dissociative water
adsorption over systems with near-global minimum (NGM) clus-
ter isomers and compare the values to those obtained on the global
minima. The initial geometries for both molecular and dissociated
water were built in the same way as on the GM clusters, and the
optimization behavior was similar. Figure 4(a) shows all the consid-
ered water molecules at various interfacial sites of NGM isomers of
the Rh13/ZrO2, Rh19/ZrO2, Pt13/ZrO2, and Pt19/ZrO2 catalytic sys-
tems. The adsorption energies of water on the Rh13 and Rh19 clusters
range from −0.99 to −0.64 eV and −0.87 to −0.41 eV, respectively.
On the Pt13 and Pt19 clusters, the corresponding ranges are −0.98
to −0.36 eV and −1.07 to −0.20 eV. These ranges are compara-
ble to those obtained on the GM clusters, which is to be expected,
since molecular water usually adsorbs to the oxide Zr top sites in
both cases. The adsorption energies are summarized in Fig. 4(b) and
reported in detail in the supplementary material (Table S4).

In contrast to the molecular water adsorption energies, the dis-
sociative adsorption energies on the NGM clusters differ from those
on the global minima. The dissociative adsorption energies over the
NGM isomers are considerably more exothermic; while only one
water molecule with dissociative adsorption energy below −1.20 eV
was found on the GM clusters, a total of 12 such cases were dis-
covered on the NGM clusters, ranging from −1.83 eV to −1.25 eV.
For instance, the most exothermic adsorption energy for dissoci-
ated water on GM Pt13 is −1.04 eV, while the corresponding figure
on the NGM cluster is −1.54 eV (water label 7). To investigate this
difference, the OH group of dissociated water label 7 on the NGM
Pt13 cluster was moved to a Zr top site on a faraway corner of the
cluster. As a consequence, the OH + H adsorption energy changed
from −1.54 eV to −0.74 eV. This suggests that the stronger dis-
sociative adsorption on NGM sites cannot be attributed (at least
solely) to differences in H adsorption sites between the clusters, as
similar OH + H adsorption energies were obtained for the global
minima when the OH group was placed at the same corner (see
Sec. III D).

The stronger OH + H binding on the NGM clusters seems to
be related to the deformation of the clusters upon adsorption. Both
molecular and dissociated water deform the NGM clusters more
than the GM clusters, with the mean metal atom displacement for
NGM clusters being roughly 50% higher averaged over all cases.
This is evidence of the NGM clusters’ higher fluxionality, which
stands to reason considering their lower stability compared to the
GM clusters. Since the less stable clusters are capable of relaxing
to more favorable geometries upon adsorption, the OH + H bind-
ing is more exothermic on the NGM clusters than the GM clus-
ters. This effect is not observed for H2O binding because molecular
adsorption causes considerably less cluster deformation than disso-
ciative adsorption. We note that the clusters usually maintain their
shapes fairly well even upon dissociative adsorption, however, and
significant deformations only occur in a few cases.

Because of the stronger adsorption of dissociated water, the
reaction energies for water dissociation on the NGM clusters are
more exothermic than those on the global minima. In agreement
with the results observed for the GM clusters, the reaction ener-
gies are more exothermic for Rh than Pt interfaces. A similar trend
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FIG. 4. (a) H2O adsorption geometries and (b) molecular and dissociative adsorption energies on near-global minimum Rh13, Rh19, Pt13, and Pt19 clusters. Oxygen atoms
which are not part of the support are colored red, while hydrogen atoms are colored light blue. For the rest of the atom colors, please refer to Fig. 1. H2O molecules are
labeled clockwise starting from the H2O indicated in each case with a red circle (labeled “1”). The H2O adsorption energies are indicated with gray bars, while OH + H
adsorption energies are indicated with blue bars.

has been observed earlier for Rh and Pt surfaces and nanoparti-
cles, though in that investigation the difference became insignifi-
cant for small (M55) nanoparticles.2 Here, the average ΔE is roughly
−0.5 eV for both NGMRh clusters and 0.0 eV for both NGMPt clus-
ters. The variation in reaction energy is dominated by the variation
in dissociative water adsorption energy, as the molecular adsorp-
tion energies are rather similar to one another by comparison. The
linear scaling behavior between molecular and dissociated water
adsorption energy remains similar to the GM case, with no notable
correlation.

D. Hydrogen adsorption at various cluster sites
In order to estimate the significance of the H adsorption site to

the water dissociation energy, we conducted a thorough screening of
the available sites. This was carried out by computing the adsorption
energy of dissociated water for various H adsorption sites with the
OH group on a Zr top site at a faraway corner of the computational
cell. The OH site was chosen to minimize the effect of cluster-OH
and H–OH interaction and to eliminate the adsorption energy vari-
ation caused by changes in the OH adsorption site. These OH + H
adsorption energies are used as a measure of the H binding strength.
The optimized locations of the H atoms, color-coded according to
the corresponding adsorption energies, are presented in Fig. 5(a).
Each OH + H adsorption energy was calculated separately, but all H
locations have been collected into the same figure for brevity. This
is reasonable because the deformation of the cluster in response to
H adsorption was fairly modest: the highest individual metal atom
displacement observed was 0.62 Å, while the average displacement
was on the order of 0.1 Å.

The OH +H adsorption energies exhibit considerable variation
with differing H adsorption sites. For instance, on the Rh13 cluster,
the adsorption energy ranges from −0.99 to −0.17 eV depending
on the site. Notably, we find no obvious connection between the
geometry of the H adsorption site and the adsorption energy on
any of the clusters; both top and bridge sites can bind H strongly
or weakly, depending on the specific position of the site. This is
at least partially explained by the irregularity of the cluster geome-
tries, which results in each adsorption site on the clusters having a
unique chemical environment. Only few H atoms relaxed to hol-
low sites, though, and the binding is fairly weak in these cases.
A preference for top and bridge sites has also been reported for
both gas-phase and γ-Al2O3-supported Pt13 clusters with varying
H coverages.20,47

Since the coordination number or location of the hydrogen
atom on the cluster does not seem to explain the variation in
adsorption energy, we turned our attention to more sophisticated
descriptors. In earlier studies, the generalized coordination number
(GCN) has been successfully used to explain differences in adsor-
bate binding between different adsorption sites on nanoparticles.2,44
Due to the irregularity of the cluster geometries, we also incorpo-
rated the strain adjustment proposed in Ref. 29, resulting in the
SGCN descriptor. The OH + H adsorption energies have been plot-
ted against the SGCN values of the H adsorption sites in Fig. 5(b),
from which it is evident that these quantities show no correlation
with each other. Thus, the SGCN is unable to explain the adsorption
behavior of hydrogen on these supported clusters.

Alternatively, the chemical environment can be characterized
by the smooth overlap of atomic position (SOAP) descriptor, which
we utilized as implemented in the DScribe 0.2.8 package.30,48 SOAP
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FIG. 5. (a) Adsorption geometries of all hydrogen atoms on supported global minimum Rh13 (upper-left), Rh19 (upper-right), Pt13 (lower-left), and Pt19 (lower-right) clusters,
and (b) plots of OH + H adsorption energies vs SGCN. The colors of the metal atoms correspond to their SGCN values (gradients shown in the figure), while the color gradient
of the H atoms corresponds to the adsorption energy of OH + H with OH far away and H at the pictured site (white: −0.01 eV and black: −0.97 eV).

vectors were computed for each H adsorption site on the M13 clus-
ters, with the parameters nmax = 12, lmax = 9, and rcut = 12 Å. For
each cluster, the most strongly hydrogen-adsorbing site was used as
the reference to which other sites were compared by SOAP similar-
ity analysis. The dot product and the Euclidean 2-norm were used
as similarity metrics. These metrics find no correlation between the
OH + H adsorption energy and SOAP similarity to the strongest-
adsorbing site. Other SOAP parameter combinations were also
explored, but they resulted in the same conclusion. However, we
cannot rule out the possibility that, e.g., machine learning could
allow SOAP to explain the adsorption behavior.

Further analyses were carried out using the Pt13 cluster as a test
case. Explanations for the H adsorption behavior were sought from
the Bader charges49 and projected d-band centers50,51 of the clus-
ter metal atoms, the electrostatic potential surrounding the cluster,52
and the Fukui functions of the cluster.53 These methods describe the
electronic structure and response of the cluster, thus complement-
ing the geometric descriptors discussed above; the d-band model
is a simple approach to rationalize covalent bonding in terms of
a Newns–Anderson Hamiltonian, the electrostatic potential map is
a measure of Lewis acidity, while Fukui functions characterize the
electron donor/acceptor properties. The analyses provided no clear
relationship between the H adsorption site and binding strength,
indicating that the electronic as well as geometric structures of
the supported clusters are quite complicated. Finally, we note a
connection between the geometric and electronic descriptors: the
SGCN and projected d-band center exhibit a moderate correlation
(R2 = 0.65 for Pt13 and 0.45 for Rh13).

IV. DISCUSSION
The elucidation of catalytic activities under the computational

framework, while mimicking the experimental conditions, requires

a careful analysis of the nature of catalytic active sites. The for-
mation and understanding of these active sites at the interfaces of
supported metal catalysts is complex to pursue due to the irregu-
lar shapes of the clusters. Deposition of asymmetric clusters over
a catalyst support results in different coordinations of metal atoms
throughout the cluster perimeter. Herein, the adsorption analyses
at the perimeter of zirconia-supported Pt and Rh clusters report
similar challenges. Every interfacial adsorption site over each clus-
ter is found to be unique, and the differences in adsorption energies
are notable. The molecular water preferably adsorbs on Zr top sites
near the cluster, avoiding adsorption over high-coordinated zirco-
nia atoms. Deformation of the clusters upon molecular adsorption
is small, whereas with dissociated water, the clusters show com-
paratively larger changes in geometry. Overall, the binding of H2O
and OH + H is highly dependent on the adsorption sites over our
clusters, making it difficult to predict the pattern.

In this work, all screening was done by manually constructing
plausible initial guesses for geometry optimizations. This approach
is good when the system is simple and only a moderate number
of structures are required for screening. Manual screening in com-
plicated systems, such as these clusters, is somewhat arduous and
may cause a sampling bias: catalytically significant structures can be
missed if the human building the initial structure does not realize
their importance. This is highlighted especially when the behavior of
the system at hand is difficult to predict. In the case of the H screen-
ing discussed in Sec. III D, for instance, a more complete description
of hydrogen adsorption on the clusters could be obtained by con-
ducting a thorough, automated scan of the adsorption energy as a
function of H position.54 Such an approach would avoid human
sampling bias and also provide a larger quantity of data without
an extensive manual setup. Of course, such a comprehensive scan
would also require using more computational resources or lowering
the level of theory.

J. Chem. Phys. 151, 164302 (2019); doi: 10.1063/1.5126261 151, 164302-8

Published under license by AIP Publishing



The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

Linear regressions using physics-based descriptors were found
unable to rationalize the observed variations in adsorption, reaction,
and transition state energies. In addition to linear regression, the
data could be analyzed using more refined regression models which
are rapidly gaining traction55 as means to describe chemical sys-
tems. For instance, the physics-based descriptors used herein could
be taken as input parameters (features) used for training a super-
vised regression or neural network algorithm. Such an approach can
possibly describe the data as a nonlinear function of several phys-
ically meaningful features.55 Alternatively, the data could be ana-
lyzed using automatized and more abstract featurization approaches
such as SOAP used in this work. While abstract features may alle-
viate manual labor, they may also provide a qualitative understand-
ing of the important features or descriptors. Whether physics-based
or more abstract featurization is used, large data sets are needed
to obtain a reliable machine learning model—obtaining this data
from DFT may well become the bottleneck for the machine learning
approaches.

Water adsorption strength over clean metal surfaces is often
reported to be weak compared to that on pure zirconia;1,2,6,7,37 there-
fore, the support is needed for overall catalytic activity. According to
previous works, zirconia alone cannot catalyze theWGS reaction.6,16
As the water activation behavior of Rh(111) and Pt(111) are quite
similar,2 the Pt(111) surface could be expected to perform similarly
toward WGS. Therefore, even though the interfacial sites make up
a minority of the whole system, they can play a key role in the cat-
alytic activity. In line with previous results, molecular water binds
at the present interface sites with moderate strengths and displays
lower dissociation barriers than on the pure metal surfaces.1,2,6 Our
present study shows that water dissociation can take place across the
interface, thereby supplying hydrogen to themetal cluster for further
reaction with CO in the WGS process.

The presence of NGM isomers highlights the importance of
considering the ensemble of structures instead of focusing only on
the GM isomer.19 Our study shows that molecular water adsorption
is rather similar between GM and NGM structures, but a consid-
erable difference is observed for OH + H adsorption, which may
be partially attributed to the cluster deformations. Consequently,
the results based on NGM isomers raise numerous questions: (i) at
elevated temperatures, what is the extent of fluxionality during the
reaction? (ii) how does cluster fluxionality affect the reaction mech-
anism and minimum energy pathways? (iii) how and to what extent
do surface speciesmodify the cluster geometry? Note that we exclude
kinetics over NGM clusters, and the present comments are based on
thermodynamic analysis. Moreover, only low-coverage cases were
considered; higher adsorbate coverages may introduce larger struc-
tural deformations than those observed here, in particular, if the
adsorbates are included in the global optimization.

Finally, the breaking of energy scaling relationships is an inher-
ent way to overtake the maximum catalytic activities proposed based
on volcano plots.56 In our study, the linear scaling relationships
between adsorption energies of H2O and OH + H over all GM and
NGM clusters show, at best, poor correlations. As meaningful BEP
and TS scaling relationships were also not observed, we are unable to
predict activation energies based on adsorption or reaction energies
over these clusters. This is perhaps unsurprising given that scaling
relations assume that the initial structures as well as the transition
state and final structures are relatively similar across the studied

sites. Our results demonstrate that simple scaling relationships do
not hold for these zirconia-supported Rh and Pt clusters and, conse-
quently, interfacial sites may display unexpected catalytic behavior.
This calls for systematic computational and experimental studies on
atomically well-defined clusters in order to better understand these
systems and formulate new concepts for the prediction of catalytic
properties.

V. CONCLUSIONS
We have investigated the dissociation of water over globally

optimized Rh and Pt clusters onm-ZrO2(111). It was observed that
the adsorption and reaction properties of the system are complex
and cannot be easily predicted from simple geometric or electronic
structure measures of the cluster or from scaling relations. Three
main factors likely contribute to this complexity: (i) the irregular
morphology of the clusters, (ii) the small size of the clusters, and (iii)
the low symmetry of the support. Together these factors result in
very intricate properties for the clusters and cause every adsorption
site to be unique.

As the properties of a cluster are highly dependent on its exact
geometry, and there exist multiple cluster isomers that are close in
energy to the GM structures, focusing only on the most stable geom-
etry provides a limited view of a catalytic system. Indeed, we found
that NGMclusters can bind dissociated watermore strongly than the
GM clusters. This effect could stabilize cluster geometries that are
less favorable on the bare surface, further increasing the number of
thermodynamically feasible structures in the H2O/M/ZrO2 system.

The aspects mentioned above indicate that there is potential for
rich catalytic chemistry on small, fluxional clusters. Our results rein-
force the necessity of using an ensemble model comprising a vari-
ety of cluster geometries to gain a complete picture of the catalytic
process.

SUPPLEMENTARY MATERIAL

See supplementary material for the complete water adsorption
and dissociation data, including adsorption and reaction energies,
activation energies, TS bond lengths, imaginary frequencies, and
scaling relationship plots.
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ABSTRACT: Density functional theory-based molecular dynamics (DFT-MD) has been
widely used for studying the chemistry of heterogeneous interfacial systems under operational
conditions. We report frequently overlooked errors in thermostated or constant-temperature
DFT-MD simulations applied to study (electro)catalytic chemistry. Our results demonstrate
that commonly used thermostats such as Nose−́Hoover, Berendsen, and simple velocity-
rescaling methods fail to provide a reliable temperature description for systems considered.
Instead, nonconstant temperatures and large temperature gradients within the different parts
of the system are observed. The errors are not a “feature” of any particular code but are present
in several ab initio molecular dynamics implementations. This uneven temperature
distribution, due to inadequate thermostatting, is well-known in the classical MD community,
where it is ascribed to the failure in kinetic energy equipartition among different degrees of
freedom in heterogeneous systems (Harvey et al. J. Comput. Chem. 1998, 726−740) and
termed the flying ice cube effect. We provide tantamount evidence that interfacial systems are
susceptible to substantial flying ice cube effects and demonstrate that the traditional Nose−́
Hoover and Berendsen thermostats should be applied with care when simulating, for example, catalytic properties or structures of
solvated interfaces and supported clusters. We conclude that the flying ice cube effect in these systems can be conveniently avoided
using Langevin dynamics.

Molecular dynamics (MD) simulations in the canonical,
fixed NVT ensemble are a powerful way to study

thermodynamic properties of condensed phases. In past years,
density functional theory (DFT) based MD simulations have
been widely applied to study interfacial and heterogeneous
systems such as metal−water interfaces and supported
nanoclusters relevant for heterogeneous (electro)catalytic
processes.1,2 These studies require substantial computer
resources for well-converged simulation results and are often
considered to provide an unbiased benchmark-quality
description of such complex interfaces with warranted
accuracy.3

From a technical perspective, sampling the NVT ensemble
requires the use of thermostats to achieve constant temper-
atures in simulations. A thermostat introduces an approximate,
preferably nonintrusive, coupling of the system to a fictitious
heat bath, and several types of thermostats have been
developed4 for this purpose over the years. However, the
vast majority of existing DFT-MD studies of heterogeneous
and interfacial systems have employed Nose−́Hoover thermo-
stats,3,5−27 the Berendsen28−36 or even simple velocity-
rescaling thermostats,37 or Langevin dynamics.38−42 All the
referenced works have focused on either solvated interfaces in
(electro)catalytic systems or on (supported) nanocluster

catalysts which exemplify the wide adoption of simple,
single-chain Nose−́Hoover,43,44 Berendsen,45 or simple
velocity-rescaling thermostats by the catalysis community.
Another common aspect is that these studies represent high-
profile research, which has established the use of DFT-MD in
providing crucial atomistic insight into (electro)catalytic
processes.
While these methods used in the above-mentioned studies

can faithfully reproduce the average temperature of the system
correctly, we have observed that both the Nose−́Hoover and
Berendsen thermostats fail to provide a uniform temperature
throughout the simulation cell. Instead, substantial temperature
gradients exist in the simulated systems, for example, between
water and a metallic surface, or an active metal catalyst and an
oxide support, and even within bulk water, where rotations,
vibrations, and translations exhibit different thermal energies.46
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Similar anomalies are likely present in several DFT-MD
simulations of interfacial systems. Therefore, some previous
results obtained with DFT-MD and the Berendsen or Nose−́
Hoover thermostats should be approached cautiously and re-
examined with other thermostats or Langevin dynamics.
Previously such anomalies have been demonstrated and

thoroughly analyzed for classical MD simulations with weak
velocity-rescaling thermostats such as the Berendsen thermo-
stat. This led to the identification of the “flying ice cube” effect
where the kinetic energy is incorrectly partitioned within the
system and becomes transferred from high-frequency modes to
low-frequency modes.47−50 Another manifestation of similar
issues is the “hot-solvent/cold-solute” problem,51 which was
resolved by using separate Nose−́Hoover chains for the solute
and the solvent.52 The flying ice cube effect can be reduced, for
example, by increasing the system size, decreasing the time
step, or adjusting the thermostat,47 but these measures would
further increase the already high cost of DFT-MD simulations.
The presence of temperature gradients and incorrect temper-
ature partitioning has most often been observed and discussed
for the Berendsen thermostat, but in principle it is possible to
have similar issues also with other thermostats, such as Nose−́
Hoover.51,53−55 The issue is not only theoretical but also
affects the observed thermodynamics, sampling and ergodicity,
temporal dynamics, and computed expectation values.47,52,56

As highlighted in a recent study,57 accurate modeling of both
the average temperature and its fluctuations is important to
reconcile computed and measured adsorption energies.
The present Letter aims to illustrate, to our knowledge for

the first time, that the widely used single-chain Nose−́Hoover
and Berendsen thermostats can show extreme features of the
flying ice cube effect in heterogeneous (electro)catalysis DFT-
MD simulations, even when tight convergence criteria are used
for self-consistency. We show that temperatures or kinetic
energy partitioning from these thermostats do not follow their
expected average values even with improved convergence and
that the deviations escalate with typical convergence criteria.
We demonstrate that extremely well-converged calculations are
needed to obtain the correct kinetic energy partitioning even in
a simple diatomic condensed phase system (N2); otherwise,
the energy is incorrectly partitioned between vibrations,
rotations, and translations. For more complex systems, we
show that temperature gradients persist even when the

energies are converged to 10−5−10−7 eV accuracy for an
electrochemical interface (a water−Au(111) interface) and for
a heterogeneous catalyst model (a zirconia-supported Pt
cluster). Furthermore, we demonstrate that using typical
energy convergence criteria of 10−3−10−4 eV can lead to
incorrect temperature/kinetic energy distributions between
different kinds of atoms even in the same phase.
Several different DFT softwares, including GPAW58,59 with

ASE,60 VASP,61 CP2K,62 and Quantum ESPRESSO (QE),63

were used to carry out DFT-MD simulations for the
considered interfacial model systems shown in Figures S1
and S2. Depending on the availability of different thermostats
in these codes, we examined the performance of single-chain
Nose−́Hoover64−66 and Berendsen45 thermostats and the
Langevin dynamics.4 Various energy and density convergence
criteria were tested to address the coupling between accurate
energies (forces) and the performance of the temperature
controls as detailed in the Supporting Information.
The time step of 1 fs was considered a valid starting point

for typical DFT-MD simulations. The thermostat parameters
were chosen as representative values to illustrate the flying ice
cube effects. The influence of temperature gradients on
dynamical and thermodynamics values was probed by
computing entropies for the simulated trajectories using
velocity−velocity correlation functions within the 2PT formal-
ism67 as implemented in the DoSPT code.46 The DoSPT
program distinguishes between translational, rotational, and
vibrational degrees of freedom (DoF) in the kinetic energy
partitioning. For extracting dynamic quantities, such as
correlation functions, from Langevin dynamics, the selection
of a friction parameter is important to achieve efficient
thermalization without disturbing the system dynamics too
much.56 Therefore, a rather small friction coefficient was
applied and we expect that the accuracy of the computed
velocity autocorrelation functions is not substantially affected
by this choice. A more comprehensive overview on the
computational methods is provided in the Supporting
Information.
We start with presenting the results for 64 N2 molecules in a

fully periodic cubic 27 nm3 simulation cell corresponding to
supercritical fluid conditions. This homogeneous system allows
the evaluation of thermostat performance in a simple case
where the kinetic energy partitioning is easy to define. The

Figure 1. Kinetic energy partitioning for the 64 N2 molecules thermostated by Nose−́Hoover at 300 K with density convergence criteria of (a)
10−4 e/v.e., (b) 10−5 e/v.e., and (c) 10−6 e/v.e. The DFT-MD trajectories were obtained using ASE/GPAW code. Moving averages of trailing 0.1
ps are plotted for C.M. translations, rotations, and vibrations.
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choice of the test system was motivated by refs 47 and 48, in
which the kinetic energy partitioning in ethane was considered
in a similar manner.
The DFT-MD simulations were started with the 18.5 ps

Langevin dynamics run to equilibrate the N2 system at 300 K.
Density of states analysis shows (Table S1) that the dynamics
maintains the correct equipartition between center-of-mass
(C.M.) translations (192 degrees of freedom), rotations (128),
and vibrations (64) within acceptable limits. This demon-
strates that Langevin dynamics performs well even with the
loose GPAW-default density convergence criterion of 10−4

electrons per valence electron (e/v.e.), which amounts to
0.064 electrons in the present system. After equilibration, we
switched on the Nose−́Hoover thermostat with a coupling
time constant of 50 fs and followed the time evolution of the
kinetic energy partitioning for 10 ps. Panels in Figure 1 show
this evolution for three distinct values of the density
convergence criterion given in the figure caption that converge
the total energies at least to 10−4, 10−6, and 10−8 eV.
From Figure 1 it is clear that insufficient convergence

together with the Nose−́Hoover thermostat leads to unwanted
kinetic energy partitioning in the N2 system. Using the loosest
criterion of 10−4 e/v.e., the vibrational motions almost
completely freeze after 2 ps, while the rotational and
translational energies become roughly equal with each other.
The same anomaly occurs by using the Berendsen thermostat
(shown in Figure S3). The distribution can be somewhat
improved by tightening the density convergence by an order of
magnitude to 10−5 e/v.e, but now the vibrational component
gains too much energy. Note that the average temperature is
always correct and around the wanted 300 K, but the kinetic
energy is incorrectly distributed. The proper equipartition for
the diatomic system is maintained only by tightening the
density convergence by yet another order of magnitude, down
to 10−6 e/v.e. (shown in Figure 1 c). This density convergence
reduces the energy change between electronic iterations below
10−8 eV, which is an unusually tight energy convergence
criterion rarely achieved in large-scale DFT-MD simulations.
The resulting energy partitioning compares to that of the
Langevin dynamics reasonably well, as shown in Figure S4. In
addition, we employed the CP2K software to verify that with
tight, 10−6 Ha convergence, the quality of energy partitioning
is similar between the Langevin and the Nose−́Hoover

simulations (please see Figure S5). We also compared the
Berendsen thermostat to the simple velocity rescaling using the
QE code (Figure S6). In these simulations, the loose
convergence manifests itself in energy anomalies despite the
strict control over the total kinetic energy and temperature.
Here, the energy distribution is very different from the above
ASE/GPAW Nose−́Hoover and Berendsen cases.
All these examples demonstrate that the force inaccuracy,

originating from insufficient energy convergence, intensifies the
tendency to exhibit the flying ice cube effect even when the
convergence criteria are tighter than the default values. We
note that in systems with frequent collisions, the dynamical
energy redistribution may level out the energy partitioning and
counteract the flying ice cube effect. However, the present N2
test system is relatively sparse and thus serves as an example to
highlight the role of the molecule−thermostat coupling.
Metal−water interfaces are ubiquitous and of great

significance in the field of (electro)catalysis. Atomic level
knowledge of the dynamical properties of these interfaces is
essential for fundamental understanding of (electro)catalytic
reaction mechanisms and design of advanced (electro)catalysts
for efficient conversion of energy and molecules. Before
considering the performance of different thermostats and
software on probing the dynamic evolution of the metal−water
interface, bulk water was studied. It is homogeneous but denser
and more complex than the model N2 system. The bulk water
model consists of 64 molecules in a (1.242 nm)3 cube. The
simulations were carried out with the ASE/GPAW software
and the Nose−́Hoover thermostat, Langevin dynamics, or
NVE dynamics using 10−4 e/v.e. density convergence and 2 u
for hydrogen mass to ensure the same 1 fs time step as for N2.
The instantaneous temperature given in Figure S7 and the
density of state plot in Figure S8 show that Langevin dynamics
clearly outperforms the Nose−́Hoover thermostat. Further-
more, the NVE dynamics runs revealed the necessity to tighten
the convergence to 10−6 e/v.e. (below 10−8 eV) to obtain
energy conservation and proper partitioning (see Figure S9).
The DoS plot (Figure S8) illustrates the flying ice cube effect
by showing a thermostat-dependent misproportion of high-
frequency vibrational modes and low-frequency translations
and rotations.
The presence of metal surface modifies the water degrees of

freedom and the entropy reflecting the mobility constraint due

Figure 2. Kinetic energy partitioning into translational, rotational, and vibrational degrees of freedom in VASP simulations of the Au(111)−H2O
system with Langevin dynamics (left) or Nose−́Hoover thermostat (right) targeted at 330 K. For clarity, the moving averages of trailing 0.1 ps
periods are plotted.
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to the surface, and collisions with surface atoms introduce an
energy-exchange mechanism, both dependent on the accuracy
of the kinetic energy partitioning. We performed DFT-MD
simulations for a solvated Au(111) surface having 32 water
molecules and 24 mobile Au atoms and employing different
software. The most extensive, over 100 ps, simulations were
carried out with the VASP code using an energy convergence
criterion of 10−4 eV. Figure 2 illustrates the kinetic energy
partitioning and allows a comparison between the Langevin
and Nose−́Hoover runs. The plotted curves again represent
center of mass, rotational, and vibrational motions, as well as
the total sum of the energy components. For Langevin
dynamics, rotations and vibrations fully overlap at the energy
of ∼1.4 eV as expected, and translations are offset by
approximately 1.0 eV because of the mobile surface Au
atoms. The total kinetic energy is 5.12 eV, and all its
components faithfully average to the target temperature of 330
K. With the Nose−́Hoover thermostat, the oscillations of total
energy efficiently level out with the 0.1 ps smoothing.
However, the inability of the thermostat to work properly is
demonstrated by the kinetic energy components which average
to 360 K (2.61 eV) for translations, 329 K (1.36 eV) for
rotations, and 284 K (1.17 eV) for vibrations. In contrast to
Langevin dynamics, the thermostated energies also exhibit
drifting from the average values.
As the VASP DFT-MD simulations for the Au(111)−H2O

were long enough, they allow reliable evaluation of
thermodynamic properties like entropy (S) and the impact
of incorrect temperature partitioning on a thermodynamic
observable. The number of degrees of freedom provides a
convenient measure for the accuracy of kinetic energy
partitioning. The 24 mobile gold atoms should exhibit 72 (3
× 24) DoF in the translational mode, while the total number of
288 DoF of the 32 water molecules should be evenly
distributed in 96 translations, 96 rotations, and 96 vibrations.
These numbers display as areas under the density of states
(DoS) curves obtained from the DoSPT program. Figure 3
shows the separate DoS plots for the water molecules and
surface gold atoms. The most notable difference between the
Langevin and Nose−́Hoover results is seen in the Au

translations, for which Nose−́Hoover gives a peaked structure
while Langevin shows a smooth curve. A similar excess in
density is also present at the translational frequencies of water.
The difference in other water modes appears almost
indistinguishable. On closer inspection, comparing Langevin
DoS curves to Nose−́Hoover DoS curves shows slight decrease
in density of the high-frequency vibrational mode and
accordingly slight increase in the low-frequency vibrational
mode in the Nose−́Hoover DoS curve. The observed energy
transfer is in line with the description of the flying ice cube
effect.48

The DoF numbers deviate more clearly. While Langevin
produces them correctly, giving 72 translation DoF to the Au
slab and 96 DoF to each water mode, Nose−́Hoover produces
82 Au translations, and the water modes are 101, 96, and 83
DoF for translations, rotations, and vibrations, respectively.
The entropy value computed from the Langevin dynamics is S
= 50 J K−1 mol−1 for H2O, whereas the Nose−́Hoover gives 61
J K−1 mol−1. The 20% entropy difference principally reflects
the varying number of translational DoF and thus entropies for
the translational Au part expectedly differ, being 48 J K−1

mol−1 and 63 J K−1 mol−1, respectively.
Next, we compared the performance of different DFT codes

and analyzed the instantaneous temperatures for solvated
Au(111) from the Langevin dynamics and the Nose−́Hoover
thermostat simulations. The DFT packages VASP, GPAW, and
CP2K were used. Table 1 summarizes the instantaneous
temperatures and shows that Langevin dynamics produces the
correct average temperature (330 K for VASP and CP2K, 300
K for ASE/GPAW) in the entire system and also all the atoms
are reasonably close to the average temperature. Whereas the
Nose−́Hoover thermostat satisfactorily keeps the expected
average temperature (350 K ASE/GPAW, 330 K others), the
different atoms show large temperature variations. We
observed up to 100 K differences between water and surface
temperatures, although the DFT-MD calculations were tightly
converged (see Figures S10−S12). Interestingly, depending on
the code, the water molecules may be either hotter (CP2K) or
colder (VASP) than the Au surface despite the very similar
computational setups. The CP2K Nose−́Hoover data has, for
example, high-temperature hydrogen atoms, which are
accompanied by a marked increase in the vibrational stretching
mode intensity (see Figures S14 and S15), whereas other DoF
are reduced with respect to the CP2K Langevin data, pointing
toward the opposite68 or “inverted flying ice cube effect”. In
the VASP Nose−́Hoover simulations, the Au atoms, in turn,
appear overheated, which indicates energy transfer from high-
frequency vibrational modes to translational modes due to the
conventional flying ice cube effect. Figure 2 reveals that the
inverted flying ice cube may change to the conventional one
and vice versa on a time scale of tens of picoseconds.
Altogether, these results highlight the fact that the kinetic
energy partitioning for Nose−́Hoover trajectories depends
sensitively on the DFT-MD software, making it challenging to
identify the underlying reason for the incorrect kinetic energy
distribution between the two subsystems of a metal−water
interface.
The spurious temperature distribution from Nose−́Hoover

dynamics was aggravated when the convergence criteria were
left looser, as shown in Figure S10 for ASE/GPAW trajectories.
Despite strayed atomic constituents, the average temperature is
correct, which hides the erroneous performance. The thermo-
stat time scale may also have an effect on the temperature

Figure 3. Density of states plot for the H2O−Au(111) system
presenting translational, rotational, and vibrational degrees of freedom
of water molecules (upper) and of Au atoms (lower).
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distribution, and in Figure S11 we show that with a tighter
coupling, that is, using a smaller time scale parameter, the
system achieved thermalization faster and more correctly. It
should, however, be noted that too aggressive thermostatting
can disturb the system dynamics and, for example, impact the
calculation of correlation functions.
In addition to our own data, we also analyzed temperature

distributions from two examples of recently published
electrochemical interface studies, where computational data
were freely available. In the first example, solvated Cu surfaces
with and without adsorbed hydrogen atoms were simulated
using the Berendsen thermostat.36 The temperature analysis is
presented in Figure S17, and it reveals that the temperature
distributions of the hydrogen and oxygen atoms in the water
solvent depend strongly on the surface structure. However, it is
the adsorbed H atoms which suffer from a more striking
temperature variation and appear up to 500 K hotter than
other species. If a H diffusion constant were computed from
these results, the atom would appear anomalously mobile. In
the second example, a solvated Au surface was studied in the

presence of Li+ ions with and without an adsorbed CO2, using
the Nose−́Hoover thermostat.26 The temperature analysis
given in Figure S18 demonstrates significant temperature
gradients and differences. In particular, the temperature of
both the Li+ ions and the CO2 molecule are, for the major part
of the 2 ps production run, far from the target temperature of
300 K and thermodynamic equilibrium.
Finally, we discuss a metal−oxide interfacial system. Oxide-

supported metals are typical examples of heterogeneous
catalysts, and the metal−oxide interface can provide a rich
variety of possible reaction sites. An accurate picture of the
interfacial structure and dynamics is necessary to understand
the nature of these sites. Here, we use Pt13 on m-ZrO2(1̅11) as
our model system. The globally optimized geometry
determined previously in the group was taken as an initial
structure for the DFT-MD simulation.69 The isomerization
and diffusion of supported clusters are highly relevant
phenomena in determining the structure and activity of a
heterogeneous catalyst, and DFT-MD can be used to study
these in atomic detail.2 To attain reliable results that properly

Table 1. Comparison of Atom-Specific Instantaneous Temperatures for the Solvated Au(111) Surface Obtained Using
Langevin Dynamics and Nose−́Hoover Thermostat with Different DFT-MD Codesa

aThe inserted figures show 0.1 ps moving averages along with the full averages from the presented time slice.
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describe the system under NVT conditions, the correct kinetic
energy distribution between the cluster and the oxide is crucial.
If the effective temperature of the cluster is too low/high, this
leads to too low/high isomerization and diffusion rates and the
biased distribution of the cluster isomer structures skewing the
observed cluster ensemble. The importance of knowing
properties of the entire cluster ensemble, rather than just the
most stable structure, has been increasingly recognized
recently,2 and a biased view of the ensemble could lead to
misrepresented catalytic properties.
We started an ASE/GPAW Nose−́Hoover run from a

Langevin-equilibrated structure, using the default GPAW
eigenstate and density convergence criteria with a tightened
energy criterion of 10−7 eV/v.e. (in absolute terms, ca. 2 ×
10−4 eV for this system). The left panel in Figure 4 shows that
the smoothed average temperature of the Pt cluster increases
almost linearly at the rate of ∼60 K/ps, reaching over 700 K
after 7 ps had passed. Correspondingly, the zirconia surface
cools to maintain the average temperature at 300 K. The
temperature distribution is uneven also within the ZrO2
surface, where the Zr cations heat to ∼350 K while the O
anions cool to ∼200 K. This unphysical temperature behavior
clearly demonstrates that tighter-than-usual SCF convergence
should be enforced when running DFT-MD.
Therefore, we further tightened the convergence by setting

the density criterion to 10−6 e/v.e. (ca. 10−8 eV in practice),
which produced a correct kinetic energy partitioning in the N2
system and improves the description of Pt13/ZrO2 system as
well, as seen in the right panel of Figure 4. In comparison to
the previous, loosely converged run, the Pt cluster now cools
compared to the ZrO2 surface, which instead heats up. The
cooling effect is much smaller in magnitude, however, and the
smoothed average of the cluster temperature hovered around
270 K during the 5 ps run. Still, the results show that even an
unusually tight convergence criterion does not guarantee a
uniform temperature throughout the system; we presume the
flying ice cube effect is likely behind the observed violation of
equipartition.
In conclusion, we have shown that combining DFT-MD

with widely applied thermostats cannot provide a uniformly
constant temperature description of interfacial systems relevant
to heterogeneous catalysis and electrocatalysis. Using the
DoSPT analysis, we observed that even very tightly converged
DFT calculations combined with Nose−́Hoover or Berendsen
thermostats lead to temperature gradients between metal and

water or between a support and a catalyst. The incorrect
temperature description of common thermostats is due to the
incorrect kinetic energy distribution between different
subsystems present in the simulationa physical anomaly
known as the “flying ice cube” effect. It is present even when
we use extremely tight convergence criteria and is further
exacerbated if the atomic forces are inaccurate as a result of
poor energy convergence.
Our study conclusively demonstrates that current gold

standard methods combining DFT-MD and Nose−́Hoover/
Berendsen thermostats yield an erroneous thermodynamic
description of heterogeneous systems and that previous
benchmark simulations are likely subject to significant
inaccuracies due to the presence of unphysical temperature
gradients. Langevin dynamics instead provides a uniform
constant temperature throughout the system, but the friction
coefficient needs to be carefully chosen to balance between
correct kinetic energy partitioning and minimal disturbance to
the system dynamics. Also advanced methods such as the
Bussi−Donadio−Parrinello70 or Nose−́Hoover chain71 ther-
mostats are known47 to alleviate the flying ice cube effect, but
they are not widely available in common DFT-MD codes such
as VASP and QuantumEspresso or through the ASE interface.
Overall, the results and analysis presented herein serve as a
reminder that accurate and thermodynamically consistent
DFT-MD simulations of heterogeneous interfaces require
careful testing and validation of both the DFT and MD parts of
the method.
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ABSTRACT: Oxide reducibility is a central concept quantifying the role of
the support in catalysis. While reducible oxides are often considered
catalytically active, irreducible oxides are seen as inert supports. Enhancing
the reducibility of irreducible oxides has, however, emerged as an effective
way to increase their catalytic activity while retaining their inherent thermal
stability. In this work, we focus on the prospect of using single metal atoms to
increase the reducibility of a prototypical irreducible oxide, zirconia. Based on
extensive self-consistent DFT+U calculations, we demonstrate that single
metal atoms significantly improve and tune the surface reducibility of zirconia.
Detailed analysis of the observed single atom induced reducibility allows us to
attribute the enhanced reducibility to strong interactions between the metal
atom and the electrons trapped in the vacancy and d−p orbital interactions between the metal atom and oxygen. This analysis
enables transferring the obtained theoretical understanding to other irreducible oxides as well. The detailed understanding of how
oxide reducibility can be tuned offers precise control over the catalytic properties of metal oxides.

1. INTRODUCTION
Metal oxides play a crucial role in heterogeneous catalysis,
where they are considered as both catalysts and support
materials,1 but this division is artificial, as oxides often play
multiple roles.1 In particular, the catalyst−oxide interfaces may
be more active than the catalyst and oxide phases alone2−5

with some elementary steps taking place on the support oxide
and others on the metal catalyst.6 The oxide may also play an
integral role in stabilizing the catalyst and in preventing catalyst
sintering.3,7 Given such diverse roles of metal oxides in
catalysis, utilizing, modifying, and understanding their
chemistry offers a powerful tool to tailor the performance of
heterogeneous catalysts.
Structural defects are known to have a substantial influence

on the physical and chemical properties of oxides. In particular,
the ability to form oxygen vacancies, that is, the oxide
reducibility, is central to the catalytic properties of metal
oxides.6,8 The reducibility determines the oxide’s propensity to
catalyze, for example, Mars-van Krevelen-type elementary
steps, dehydrogenation, and redox reactions.9 Metal oxides
can be roughly divided into reducible and irreducible oxides
where the former are characterized by facile oxygen vacancy
formation, small band gaps, and the active redox properties of
metal cations, which can adopt electrons remaining on the
oxide surface.6,8 Irreducible oxides, on the other hand, have
large band gaps, and the electrons cannot localize on the
cations, which leads to high vacancy formation energies.6 From
these perspectives, irreducible oxides are often considered as
inert supports, while reducible oxides are thought to be more
catalytically active.6,8

An attractive venue to modify or tailor metal oxide catalysis
is to activate surfaces of irreducible oxides while retaining their
bulk stability to realize thermally stable oxide supports with
enhanced catalytic activity. Thus far, three approaches to
enhance the reducibility of irreducible oxides have been
identified: nanostructuring, bulk doping, and metal-oxide
interfaces.6 The first two affect both the surface and the bulk
properties of the oxide, which may decrease their bulk stability.
The last one modifies only the surface properties, which is
beneficial in retaining the bulk stability while simultaneously
enhancing surface reducibility to activate the oxide toward
catalytic applications.
Recently, the above strategies have been successfully applied

in the activation of a typical irreducible oxide, zirconia (ZrO2),
for nonoxidative dehydrogenation of hydrocarbons by creating
oxygen vacancies on the surface of monoclinic zirconia.10 From
a mechanistic perspective, the introduction of oxygen vacancies
leads to the formation of coordinatively unsaturated Zr cations,
which are active sites for the dehydrogenation reaction.10−12

Crucially, the catalytic activity of ZrO2 has been directly
correlated with its ability to release oxygen, that is, zirconia’s
reducibility.10,13 The reducibility and catalytic activity toward
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hydrocarbon dehydrogenation have successfully been increased
by reducing the ZrO2 particle size.

11,12 Doping ZrO2 with Ca
2+,

Mg2+, and Li+ decreases the activity below that of pristine
zirconia, whereas introducing La3+, Y3+, and Sm3+ dopants
promotes reducibility and activity;14,15 Cr-promoted ZrO2 was
even found to outperform the commercial CrOx-K/Al2O3
catalyst for propane dehydrogenation.13 In general, tuning
the reducibility of zirconia through size-control or doping are
envisioned as means to develop eco-friendly and cost-efficient
hydrocarbon dehydrogenation catalysts.13 However, while the
oxygen vacancies are crucial for enhancing the activity of ZrO2,
it remains poorly understood how and why different dopants
or variations in crystal size enhance the reducibility.
In addition to structuring and doping, adsorbed metal

clusters have been found to enhance zirconia’s reducibility.
The effects of an adsorbed Ru10 cluster

6 and an Au nanorod16

on the reducibility of t-ZrO2 have been computationally
investigated, and both were found to significantly stabilize
nearby oxygen vacancies. One of the present authors has
shown that small Rh clusters and single Rh atoms on zirconia
increase the reducibility more than large metal-oxide
interfaces.17 Guided by these results, we now consider a new
approach to enhance the surface reducibility of ZrO2 with
individual dispersed metal atoms. Using single atoms (SA)
maximizes metal utilization and greatly facilitates the surface
reducibility as shown herein. SAs themselves exhibit catalytic
properties distinct from clusters and nanoparticles, but are
often unstable and sinter easily.18 SAs are, however,
significantly stabilized when anchored in oxygen vacancies.7,19

This way the SA-enhanced reducibility can be used for
dynamically introducing vacancies to stabilize the SAs for
catalytic applications. Besides modifying the reducibility of a
specific oxide using SAs, it is crucial to understand to what
extent and why certain metal atoms impact oxygen vacancy
formation. The atomic level understanding gained for SA-
enhanced reducibility on one specific oxide can be transferred
to other oxides.
In this work, we have addressed the ability of several

different metal SAs to modify the reducibility of zirconia
(ZrO2), a widely utilized and highly irreducible metal oxide
support. The (1̅11) facet of monoclinic ZrO2 was chosen as
the model surface based on its catalytic relevance and high
stability, which makes it a robust system for probing
reducibility enhancement. Making use of extensive Hubbard-
corrected density functional theory (DFT+U) calculations we
show how different metal SAs affect the reducibility and
analyze in detail the reasons behind this behavior. To obtain a
reliable DFT description of the electronic structure, we
implemented and utilized the self-consistent Hubbard-
corrected DFT approach and developed several electronic
structure, charge transfer, and covalent bond analyses to
explain and understand the SA-induced reducibility. We
demonstrate that the detailed understanding obtained for
zirconia can be transferred to other irreducible oxides, such as
MgO, but not to reducible oxides, such as TiO2. In general, the
work herein establishes the possibility of rationally enhancing
and tuning the reducibility of irreducible oxide surfaces
through the use of deposited single metal atoms.

2. METHODS
2.1. DFT Calculations. Spin-polarized density functional

theory (DFT) calculations were performed using GPAW
1.1.020−23 together with the Perdew−Burke−Ernzerhof (PBE)

exchange-correlation functional.24,25 As discussed in section
2.2, a Hubbard+U correction was also applied on the Zr d
electrons. The core electrons of each element were represented
by PAW26 setups in the frozen-core approximation. The
reciprocal space of the bulk m-ZrO2 unit cell was sampled by a
(6 × 6 × 6) Monkhorst−Pack k-point mesh, while for the m-
ZrO2(1̅11) surface, modeled with a four-layer thick 3 × 3 cell,
only the Γ point was sampled; both choices have been
validated in previous studies.17,27 The slab calculations were
performed with periodic boundary conditions in three
dimensions with ∼2 nm vacuum between slabs in the vertical
direction. The wave functions and the electron density were
described on a real-space grid with maximum spacing 0.20 Å,
and atomic structures were allowed to relax until the maximum
residual force fell below 0.05 eV Å−1. To validate this choice,
selected systems were converged to 0.025 eV Å−1, but the
effect on energy and geometry was minor. The lattice
parameters and adsorption geometries were reoptimized for
each different value of U.
The reference energies for gas-phase metal atoms were

computed in a 12.00 Å × 12.01 Å × 12.02 Å cell with the atom
shifted 0.1 Å from the center to improve convergence. The
magnetic moments were fixed to their known experimental
values, and a Fermi−Dirac smearing temperature of 232 K was
applied. Most atoms converged to their experimental electronic
structures, with the exception of Co and Ir, for which we found
the configuration d8s1 instead of d7s2. For Ni, which is known
to have very close-lying d8s2 and d9s1 configurations,28 we
obtained the latter one. More details are presented in the
Supporting Information (SI), section S1. When the metals
were adsorbed on the surface, their magnetic moments were
allowed to relax freely.

2.2. Computation of the U Parameter. The Hubbard+U
correction to DFT exchange-correlation functionals reduces
the electron self-interaction error present in all current DFT
functionals.29 In transition oxide materials, the +U correction
accounts for the strong correlation within localized d and f
states, reduces the delocalization error of electrons in these
states and improves the electronic structure description.
Therefore, the Hubbard correction is usually only applied to
the metal atoms in transition metal oxides. This approach has
been commonly used for ZrO2 to improve electron localization
while also widening the band gap.9,16,30,31 We chose to follow
this approach as well, but decided to take a closer look at the
choice of the U parameter.
The U parameter is usually determined semiempirically by

varying its value until the obtained result matches some
experimental parameter, such as a band gap, as discussed in
section S3.1 in the Supporting Information. While this
approach can be well-justified, care must be taken, as
improving the value of one parameter by changing a U value
might worsen the others.32 Furthermore, a given U value is not
generally transferable between different DFT implementations,
as the value is sensitive to the underlying basis set,
pseudopotential, and so on (see SI). To reduce the empiricism
and code-dependency of the DFT+U method, several schemes
have been introduced to self-consistently compute the U
parameter (see SI). The benefit of such ab initio methods is
that they avoid any parameter transferability issues that might
arise between codes or systems and allow direct computation
of the U value for the system of interest.
To reliably estimate the U values, we implemented the self-

consistent linear response method (LR-DFT+U)33,34 into the
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GPAW software (see SI, section S3 for details) within the
simplified, rotationally invariant DFT+U method by Dudarev
et al.35 This implementation was used to compute the U value
for the Zr d electrons. While an oxygen p correction has been
found to improve the description of, for example, bond lengths
and electronic structures in some cases,36−39 no such
correction was employed herein.
For bulk m-ZrO2, we computed the Hubbard U parameter in

a 2 × 2 × 2 supercell (96 atoms). The background correction33

had only a negligible effect on the result, indicating that the
size of the supercell is sufficient. The obtained Ud value is 1.9
eV, giving the following the cell parameters (without U): a =
5.197 (5.161) Å, b = 5.263 (5.231) Å, c = 5.365 (5.340) Å, and
β = 99.6 (99.6) degrees. The changes are minor and as such it
was not considered necessary to do a structurally self-
consistent U determination.40

The appropriate U parameter for a given orbital can depend
on its local chemical environment, and therefore, we also
calculated the Hubbard U parameter for the m-ZrO2(1̅11)
surface using a four-layer thick 2 × 2 × 1 supercell (in total 192
atoms). For the top-layer Zr atoms, we obtained Ud = 1.9 eV,
while for the second-layer Zr atoms, the corresponding value
was 1.8 eV. This demonstrates that the effect of the local
environment is minor, as the values are similar to the one
computed for the bulk. This small variation was neglected, and
we employed Ud = 2.0 eV for all Zr atoms in the slab.
We also considered Ud(Zr) = 4.0 eV, which is a fairly

common choice in the literature,9,16,30,31 to elucidate the effect
of the Hubbard correction on our results. In general, due to the
possible transferability issues, U values taken from the
literature should be validated using the specific computational
method and system one is studying. In this case, the difference
in TM adsorption energies between the U = 2.0 eV and U =
4.0 eV calculations was found to be modest; a detailed
comparison is presented in the SI, section S6. The insensitivity
of adsorption energy to metal U in early TM oxides has been
noted before in a study highlighting the divergent surface
energetics between DFT+U and hybrid functionals.41

As it is well-known that GGA functionals underestimate the
band gaps of semiconductors and insulators42 and the
Hubbard correction can, at least partially, correct this, we

examined the impact of the Hubbard U parameter on the band
gaps of the m-ZrO2 bulk and surface via a density of states
(DOS) analysis. Note that since freezing the bottom two layers
of the slab introduces spurious constraint-induced gap states,43

only the electronic states originating from the unconstrained
surface layers are analyzed (see SI, section S2). Comparison
with experiment is complicated by the fact that various
experimental band gap values for m-ZrO2 have been reported
in the 4.2−5.8 eV range, depending on the method.44−47 The
reason behind this wide variation between measurements has
not been conclusively addressed, though at least the presence
of defect states46 and resolution issues48 have been suggested
as explanations. At any rate, we find that our uncorrected (U =
0) bulk band gap value of 3.7 eV lies below the experimental
range as expected, and the gap widens with increasing U,
bringing it closer to the measured values. Our LR value Ud(Zr)
= 2.0 eV produces a bulk band gap of 4.1 eV, and increasing
the correction to 4.0 eV widens the gap to 4.5 eV. The m-
ZrO2(1̅11) surface band gap was computed to be 3.6 eV for
both Ud(Zr) = 2.0 eV and Ud(Zr) = 4.0 eV. Introducing the
oxygen vacancy into the surface leads to the formation of a gap
state ∼2.8 eV above the valence band (VB) edge. Our findings
agree with a previous PBE+U study, which reported a band gap
of 3.2 eV and the appearance of a gap state 2.6 eV above the
VB.30

2.3. Analyzing Reduction Energies. The adsorption
energy of a transition metal atom M on ZrO2 is defined as
follows:

E E E E(M/ZrO ) (ZrO ) (M, g)ads 2 2= − − (1)

where E(M/ZrO2) is the total energy of a ZrO2 slab with an
adsorbed metal atom M, E(ZrO2) stands for the energy of the
slab without any adsorbate, and E(M,g) corresponds to the
energy of a gas-phase metal atom M. Here, ZrO2 can be either
the ideal or reduced surface.
The reduction energy of a system is computed as

E E E E E(H O, g) (H , g)R red 2 stoich 2= + − − (2)

where Ered and Estoich are the respective energies of the reduced
and stoichiometric systems, whereas E(H2O,g) and E(H2,g)
are the energies of gas-phase water and molecular hydrogen,

Figure 1. (a) Computational m-ZrO2(1̅11) cell. Light blue: Zr, light red: O, dark red: the O atom that is removed to create the vacancy O1. The O
atoms important for our discussion have been numbered for clarity. (b, c) Cu (brown) and Ni (green) as representative examples of metal−surface
binding geometries.
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respectively. Water was selected as a reference instead of
molecular oxygen, since the energy of O2 is not accurately
described by DFT.49,50

We applied several analyses to understand the transition
metal (TM) adsorption energies and their effect on the
reducibility of m-ZrO2(1̅11). The atomic charges were
computed using the Bader partition scheme and the algorithm
by Henkelman et al.51

To quantify orbital hybridization and covalent bonding, we
employed a modified version of the hybridization index Hkl
proposed in ref 52. The hybridization index is defined as

H w wkl
IJ

i

N

m m
km i
I

lm i
J

1 ,
, ,

e

∑ ∑= ′= ′ (3)

where k and l are the angular quantum numbers of interest for
atoms I and J, m and m′ are the corresponding magnetic
quantum numbers and i runs over all Ne occupied bands. The
weight parameter wkm,i

I = ⟨ϕkm
I |ψi⟩ represents the projection of

the km atomic orbital ϕ of atom I on band ψi obtained from
the DFT+U calculations. The PAW26 pseudoprojector p̃km

I is
utilized when approximating the weight as wkm,i

I ≈ ⟨p̃km
I |ψi⟩.

21 In
practice, summing over all the bands introduces spurious
hybridization contributions from bands that are close to each
other in energy but spatially distant. To avoid this, we only
sum over the bands that have large weight on one of the
orbitals of interest, typically w > 0.1 for metal orbitals Md. Note
that the hybridization index is a qualitative measure, but it can
nonetheless be useful for characterizing the metal−surface
bonding as we show herein.

3. RESULTS AND DISCUSSION
3.1. Deposition of Single Transition Metal Atoms on

ZrO2. The studied m-ZrO2(1̅11) surface is rather complex and
exhibits a variety of differently coordinated surface anion and
cation sites for adsorption, as shown in Figure 1. The majority
of the exposed Zr atoms are 6-coordinated, but there are some
7-coordinated cations as in the m-ZrO2 bulk. The surface
anions have coordination numbers 2, 3, and 4, and the least
endothermic oxygen vacancy formation energy (i.e., reduction
energy), ∼3.2 eV, is obtained for a four-coordinated oxygen
atom (O6 in Figure 1a).17

We explored the influence of an adsorbed metal atom on the
reduction energy by depositing single transition metal (TM)
atoms one by one on both ideal and O-deficient m-ZrO2(1̅11).
Owing to the relatively large computational cell, shown in
Figure 1a, the TM atom coverage is low (ca. 1 atom/4 nm2)
and the TM atoms can be considered nearly isolated.
Previously, we have found a Rh atom to favor binding atop
the four-coordinated O2 anion (Figure 1a) on the pristine
ZrO2 surface17 and, therefore, selected the same site for the
present systematic screening study. As the focus of this study is
in the comparison of the reducibility-enhancing properties of
different single metal atoms rather than in identifying the most
favorable adsorption site for each metal atom on m-ZrO2(1̅11),
the other sites are only considered in selected cases. Excluding
site variation by focusing on a single adsorption site facilitates
the direct comparison of metal properties. With the Rh atom
on the O2 site (see Figure 1), the reduction energy was found
to vary from one surface anion to the other, highlighting the
different coordinations of lattice oxygen anions. The lowest
vacancy formation energy, 0.70 eV, was computed for the O1
anion nearest to the O2 anion, with Rh shown in Figure 1a.17

Below, the vacancy formation energies, that is, reduction
energies, are always computed for the O1 vacancy to ensure
comparability between different adsorbed metals.
When an O1 vacancy is formed by removing the

corresponding oxygen atom from the pristine m-ZrO2(1̅11),
two electrons are trapped inside the vacancy, which is usual for
irreducible oxides. Bader analysis does not locate a charge
maximum at the vacancy site and the surrounding three Zr4+

cations instead gain 1.17 electrons in total. This observation is
in agreement with previous results,17,30 and the additional
charge on the cations is close to the negative Bader charge
residing on a surface O2− anion. This does not imply that the
surface cations are reduced; the resulting state is a singlet, and
a PDOS analysis (Figure S4 in the SI, section 7.3) reveals no
net magnetic moment on any of the nearby cations. We
conclude that the added charge on the cations is simply a
feature of the charge partitioning scheme.
To explore the TM-induced reducibility of m-ZrO2(1̅11), we

consider the following 13 transition metals: Fe, Co, Ni, Cu,
Mo, Ru, Rh, Pd, Ag, Re, Ir, Pt, and Au. The set consists of the
nine naturally occurring elements from groups 9−11 and four
elements (Fe, Mo, Ru, Re) from groups 6−8. These metals
were selected based on their importance in catalysis and their
different chemical properties to gain a broad understanding of
their influence on zirconia reducibility without having to
compute through the entire d block.
On the O2 site of the ideal ZrO2 surface, each metal atom

forms a bond with O4, a nearby two-coordinated oxygen anion
(bond distances 1.9−2.4 Å). This interaction gives rise to a
unique property of the O2 site: the deposited metal atom does
not readily accept charge from a distant vacancy, preventing
reducibility enhancement when the metal atom does not enter
the vacancy. This effect will be discussed in more detail later
on in Section 3.3. The copper group metals (Cu, Ag, Au) only
bind to the O4 anion, while TMs from other groups interact to
some extent also with the other three nearby oxygen anions
O1−O3. Comparison of the computed M−O bond lengths
indicates that Pd, Ir, and Pt bind to two out of the four
available O anions, while the rest bind to three of them. Here
we consider two atoms bound if their distance is less than the
sum of the covalent radius of the TM atom53 and the radius of
the oxide anion54 (1.26 Å). The varying adsorption behavior
arises from the relatively diverse surface structure and atom
coordination of m-ZrO2(1̅11), as described earlier. The exact
metal−oxide distances are provided in Table S3.
On the defected surface created by removing O1, most

metal atoms migrated to this vacancy during structure
optimization, while the group 6−8 metals Fe, Mo, Ru, and
Re remained in the original O2 site. Manually placing these
atoms into the O1 vacancy enhances the adsorption energies
by up to 2.0 eV, which means that adsorption in the vacancy
site is also thermodynamically more favorable for these atoms
as well. The structural characteristics of the adsorbed metals
inside the vacancy exhibit some clear differences: while the
copper and nickel group metals and Co remain essentially in
the center of the vacancy with their distances to the
surrounding Zr atoms being 2.6−3.1 Å, the others migrate
toward a nearby Zr bridge site due to interaction with the two-
coordinated O5. This phenomenon is particularly notable for
the group 6−8 metals forming a bond with the O5 atom (bond
distance ca. 2 Å).

3.2. Adsorption and Reduction Energies. In this
subsection, we address the thermodynamics of TM adsorption
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on the pristine m-ZrO2(1̅11) and inside the O1 vacancy. This
is followed by a comparison with the literature on MgO and
TiO2 and a discussion on the reduction energies of m-
ZrO2(1̅11). Finally, the feasibility of further reduction and the
distance dependence of the reducibility enhancement are
briefly considered.
The TM adsorption energies on the pristine surface range

from −2.89 to −0.60 eV (see Table 1) and mostly follow a

clear periodic trend: Eads becomes more exothermic when
moving from left to right and from top to bottom in the
periodic table. The Cu group metals are an exception, as their
adsorption is fairly weak (− 1.26 to −0.60 eV) even though in
the periodic table they are located to the right of all other
studied TMs. Pd also binds weaker than Ni and Rh, the
elements directly above and to the left of it. We propose that
the closed d shell electronic structure of the Cu group metals
and Pd is behind the divergent behavior of these elements,
which is also observed in other analyses and discussed in detail
in Sections 3.3.1 and 3.3.2.
The results in Table 1 show that TM adsorption in the O1

vacancy is significantly more exothermic than on the pristine
surface. The in-vacancy adsorption energies also present a
wider range of values, varying from −7.25 eV for Pt to −2.61
eV for Ag. The vacancy adsorption energies follow the same
trend that was observed for the ideal surface. In general, the
adsorption energy of a TM atom in the O1 vacancy is at least
1.6 eV more exothermic than on the O2 site of the defect-free
surface. Particularly exothermic vacancy adsorption energies
are found for Ir (−6.65 eV) and Pt (−7.25 eV). Figure 2
displays that the adsorption energies on the pristine surface
(Eads

p ) and inside the vacancy (Eads
d ) are strongly linked to each

other, which we briefly discuss later in Section 3.3.2.
Next, we compare our results with previous studies on

irreducible (MgO,55−59 ZrO2
60) and reducible (TiO2

61,62)
oxides. Computational studies of single TM atom adsorption
on ZrO2 at the DFT-GGA level of theory have focused on Pt,
Pd, and Rh60 and the Cu group on the ideal c-ZrO2(111)
surface.63 In line with our findings, these results for ZrO2
highlight that Pd adsorbs less strongly than Rh and Pt,60 while
the comparison between Rh and Pt adsorption energies is less

clear due to the strong site-dependency. Our adsorption energy
trend also agrees with that observed for the Cu group (Cu <
Au < Ag) on the cubic surface.63

MgO is an irreducible oxide like ZrO2, though it is more
ionic in character and has an even higher vacancy formation
energy.64 In terms of the surface structure, MgO(001) is highly
symmetric: all top-layer Mg and O atoms are equivalent to
each other. m-ZrO2(1̅11), on the other hand, is a relatively
complex surface, as discussed earlier. The adsorption behavior
on both ideal and defected m-ZrO2(1̅11) is broadly similar to
what has been reported for the corresponding MgO(001)
surfaces. On both surfaces, the adsorption energies exhibit
similar trends, and the predicted spin states of the metals
largely agree.58,59 This is in accordance with the qualitatively
similar properties of the oxides, and also their defects; on both
MgO and ZrO2, the vacancy electrons are trapped inside the
vacancy, as they are not able to reduce the surface cations.
Thus, the trends observed in the present work can likely be
generalized for other irreducible oxides as well. There are some
exceptions to the trends between MgO and ZrO2, but they can
be rationalized based on the differing geometries of the two
oxide surfaces. A more comprehensive comparison in
presented in the SI, section S4.
In contrast to MgO and ZrO2, TiO2 is reducible. The

adsorption of the first TM row metals, as well as Pd, Ir, Pt and
Au, has been studied using GGA-DFT on both pristine and
defected rutile TiO2(110) surfaces.

61,62 Contrary to the results
obtained for ZrO2 and MgO, the adsorption energies of the
studied metal atoms in the TiO2 vacancy are typically more
endothermic than or roughly equal to the corresponding
energies on the ideal surface.62 Only Au and, when the
Hubbard correction was introduced, Pt bound more strongly
inside a surface vacancy than on the ideal surface, though Pd
and Ir were also noted as borderline cases. This comparatively
weaker metal−vacancy interaction in reducible oxides is caused
by the ability of the vacancy electrons to reduce the oxide
cations instead of staying in the vacancy to interact with the
adsorbed TM atom. These results suggest that the metal-
induced reducibility enhancement is weaker on reducible
oxides, and only some TM atoms are able to overcome the
tendency of the vacancy electrons to localize on the oxide
cations.
After TM adsorption on the pristine surface and in the O1

vacancy, we focus on the enhanced reducibility induced by the

Table 1. Adsorption (Eads) and Reduction (ER) Energies
(eV), Bader Charges, and Atomic Spin Moments for Each
Adsorbed Metal Atoma

on pristine in vacancy

metal Eads
p charge spin Eads

d charge spin ER

Fe −1.50 +0.34 3.78 −3.53 −0.38 2.48 1.79
Co −1.90 +0.35 1.17 −3.53 −0.73 0.13 2.19
Ni −2.20 +0.21 0.00 −4.73 −0.81 0.00 1.29
Cu −1.26 +0.07 0.56 −3.08 −0.66 0.00 2.00
Mo −1.05 +0.48 3.72 −3.00 −0.31 2.05 1.87
Ru −2.25 +0.22 1.92 −4.95 −0.70 0.00 1.12
Rh −2.41 +0.10 0.91 −5.43 −0.85 0.82 0.80
Pd −1.86 +0.02 0.00 −5.00 −0.95 0.00 0.68
Ag −0.60 +0.03 0.52 −2.61 −0.67 0.07 1.81
Re −1.75 +0.35 2.85 −4.26 −0.57 1.05 1.31
Ir −2.89 −0.01 0.90 −6.65 −0.95 0.86 0.06
Pt −2.82 −0.09 0.00 −7.25 −1.05 0.00 −0.61
Au −0.92 −0.13 0.58 −3.92 −0.82 0.00 0.82

aER for the O1 vacancy on the ideal surface without an adsorbed
metal atom is 3.82 eV.

Figure 2. Pearson correlations between the values presented in Table
1. “p” and “d” stand for pristine and defected, respectively.
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TM adsorption. The reduction energies computed according
to eq 2 using the adsorption energies discussed above are
reported in Table 1. In some cases the metal atom resides in
the vacancy, whereas as in other cases it is initially more distant
from the vacancy, as discussed earlier in Section 3.1. As the
adsorption energies on the pristine and defected surfaces
correlate strongly with each other (Figure 2), and because the
reduction energies are computed as their differences (plus a
constant), the trends of ER follow those of the adsorption
energies discussed above.
The reduction energy of the ideal m-ZrO2(1̅11) surface

without any adsorbed TMs is found to be 3.82 eV when the
O1 vacancy is formed. Table 1 shows that all of the considered
metals lower ER considerably. Even though Co causes the
weakest effect, ER is still lowered by 1.6 eV. On the other hand,
the strongest reducibility-enhancing effect is observed for Pt,
which actually makes ER exothermic, a very unusual
observation for an irreducible oxide. Ir also provides a strong
enhancement, with an ER of 0.06 eV.
To investigate whether an adsorbed TM atom can enhance a

second reduction of the surface, we placed a Pt atom on O6

and formed the O1 and O1′ vacancies. Pt was chosen for this
test, since it produced the most favorable first reduction.
However, we find that the adsorbed Pt atom has essentially no
effect on the second reduction energy. Thus, one Pt atom can
only facilitate the removal of one oxygen atom as Pt’s initially
empty electronic states become populated upon vacancy
formation. Motivated by an earlier investigation, where the
adsorption of Rh on m-ZrO2(1̅11) was suggested to induce an
“enhanced reducibility zone” of about 4 Å around the adsorbed
Rh atom,17 we also addressed the spatial effect of the TM-
induced reducibility. In this work, we find three distinct classes
of reducibility-altering effects depending on the adsorption site
of the metal atom. The enhancement is strongest when the
adsorbed metal atom is near the removed oxygen atom and fills
the vacancy. A weaker, essentially distance-independent
(within our computational cell) enhancement is observed for
most adsorption sites when the metal stays out of the vacancy.
Finally, on a distant O2 site, the adsorbed TM does not
enhance the reducibility at all.

3.3. Analyzing the Adsorption. Upon the adsorption of a
metal atom onto oxide surfaces, multiple interdependent

Figure 3. Atom-projected densities of states of ZrO2 and Pt/ZrO2 in various cases. The calculations were spin-polarized, but in these cases, the
plots are visually identical for both spin directions and only one is shown. Only the states from the top two layers of the slab are pictured here, since
the bottom layers have spurious constraint-induced gap states (see SI, section S2 for details). The DOS’s of Zr and O have been scaled by 1/9 for
visual clarity; 1/9 of the top two layers corresponds to one unit cell of monoclinic ZrO2.
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phenomena can take place, including charge transfer, metal−
surface hybridization, and polarization. In order to understand
how these different factors contribute to the TM adsorption
and TM-induced reducibility discussed above, we carried out
an extensive analysis of the electronic structure, charge transfer,
magnetism, energy partitioning, and hybridization. To this end,
we have analyzed the density of states (DOS) plots, Bader
charges, and magnetic moments of the M/ZrO2 systems. We
also note that various electronic and thermodynamic properties
are strongly correlated, as shown in Figure 2.
3.3.1. Electronic Properties of Adsorbed TM Atoms. The

electronic effects are analyzed in terms of the density of states
(DOS). Here we focus on platinum, which exhibits the
strongest impact on the reducibility, while DOSs for the other
elements are shown in SI, section S7. Figure 3 displays the
DOS plots for various bare and Pt-adsorbed ZrO2 surfaces as
examples of typical M/ZrO2 electronic structures (see SI,
section S5 for U = 0 comparison). As Figure 3a shows, the VB
edge of bare ZrO2 mainly consists of O 2p states, while the
conduction band (CB) is dominated by Zr states. In the
presence of an O1 vacancy, a gap state appears just below the
Fermi level, see Figure 3b). The majority of the Pt states are
located in the band gap near the VB edge, while some states
overlap with the CB. Comparison of Figure 3c and d,
corresponding to the ideal and defected Pt/ZrO2 surfaces,
shows that when Pt is in the vacancy its electronic states cluster
together and overlap more with the oxide states than on the
ideal surface. This suggests that the Pt orbitals hybridize with
each other when Pt binds inside the vacancy. This kind of
hybridization turns out to be important for vacancy adsorption
and will be discussed in detail in Section 3.3.2.
Figure 3c,e demonstrate the difference between the “charge-

rejecting” adsorption site, O2, and the “charge-accepting”
adsorption site, O6, respectively. A Pt atom at site O6, even
when further away from the vacancy, can accept ∼1 electron
from the vacancy and enhance the reducibility of ZrO2 by 1.1
eV, whereas Pt at an O2 site far away from the vacancy gains
no charge and has no effect on the reducibility. In the case of
the O2 site, the DOS analysis (panel c) shows that most
available Pt states are already filled, likely due to the Pt−O4
interaction, whereas in the case of the O6 site (panel e), there

are unoccupied Pt states. These can accept electrons from the
vacancy, stabilize the vacancy formation, and lead to a more
exothermic reduction energy. The unoccupied states become
populated even when the vacancy is formed further away, as
shown in Figure 3f. The population of these originally
unpopulated Pt states leads to a formation of a small peak
above the Fermi level (panel f) that is due to the depopulation
of the vacancy state, which is occupied when no Pt is present
on the surface (Figure 3b). Note that this charge-transfer
interaction is mediated by the zirconia atoms, as no direct
orbital interaction between the Pt atom and the vacancy is
visible in Figure 3f.
To further investigate the charge transfer between the oxide

(or vacancy) and the adsorbed TM atom, the Bader charges of
the metal atoms were computed and collected into Table 1).
Metal atoms are, in general, neutral or slightly positive on the
ideal surface, and the largest positive charges were found for
the group 6−8 metals for which we obtained values from +0.22
to +0.48e. Similar values were calculated also for Co and Ni. Ir,
Pt, and Au have slightly negative Bader charges, which,
however, are small and do not necessarily indicate reduction of
the metals. The Bader charges broadly follow the trends in
atomic electronegativities and electron affinities, which are
presented in detail in the SI (Figure S5). Care should be taken
when interpreting computed Bader charges, because the
analysis does not solely describe charge transfer and, for
example, polarization effects may also have a contribution for
an adsorbed metal atom.65

The Bader charges of vacancy-bound metal atoms range
from −1.05 to −0.31e and the observed trends are largely
similar to those on the nondefected surface, with a strong
correlation (0.91, Figure 2) between the in-vacancy and on-
surface atoms. A similar correlation is also visible for the
adsorption energies on the pristine surface and in the O1
vacancy, which further reinforces the conclusion that the two
types of adsorption configurations share similar properties.
Based on the Bader analysis, the studied TMs can be grouped
into two main categories: Fe, Mo, and the Cu group metals are
∼0.7e more negatively charged in the vacancy, while for the
other metals, the corresponding value is ∼1.0e. This
categorization is also reflected in the thermodynamic proper-

Figure 4. (a) The correlation of the reduction energy and the Bader charge of the metal in the vacancy. Solid line (R2 = 0.89): metals that stay in
the center of the vacancy. Dashed red line (R2 = 0.98): metals that bond strongly to a nearby two-coordinated O atom. (b) Pt vacancy binding
geometry as a representative example of the metals that stay in the center of the vacancy. (c) Fe vacancy binding geometry as a representative
example of the metals that bind to the two-coordinated O atom.
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ties as atoms in the first category bind weaker than atoms in
the second category both on the pristine surface and inside the
vacancy. The sole exception is Co binding more weakly than
Au in the vacancy, which may be related to the large changes in
Co’s electronic structure when moving from the pristine
surface to vacancy (SI, section S7) and the known difficulties
in describing the spin state of Co with DFT.66,67

The TM charges correlate strongly also with the reduction
energies as shown by Figure 4 for the ER and the Bader charge
of the vacancy-adsorbed metal atom. While the majority of the
studied elements fall on the same line in Figure 4, Fe, Mo, and
Re and Ru deviate from the general trend as they bind to the
O5 oxygen and reside asymmetrically in the vacancy. We note
that a similar correlation between ER and the Bader charge is
also seen in Figure 2.
To characterize the electronic properties of the adsorbed

metal atoms, we computed their magnetic moments upon
surface deposition. On ideal ZrO2, the gas-phase moments are
retained for Fe and the d10 metals, whereas for the other
metals, the magnetic moments are quenched by 2 μB. This
could be due to surface-induced d-level splitting favoring
lower-spin configurations or by hybridization between the
metal s and d states and oxygen p states. The vacancy enhances
the quenching effect since the vacancy and metal atom orbitals
may be mixing with each other. The effect is largest for Mo, Ru
and Re, whose magnetic moments are quenched by 4 μB
compared to their gas-phase values.
Comparison of the magnetic moments on the ideal surface

versus those in the vacancy reveals a periodic trend. The group
6−8 metals (Fe, Mo, Ru, Re) undergo a quenching of 2 μB and
bind closely (∼2.0 Å) to the O5 atom. Of the group 9 metals,
Rh and Ir retain their doublet configurations and bind
somewhat closely (∼2.4 Å) to O5, while Co has its moment
quenched by 1 μB and remains at the center of the vacancy.
Again, the divergent behavior of Co may originate from the
intricacies of its spin state description. The group 10 metals
(Ni, Pd, Pt) adsorb in the center of the vacancy and are already
singlets on the ideal surface, preventing further magnetic
quenching. Finally, of the group 11 metals, all of which also
adsorb in the center of the vacancy, Cu and Au undergo a
quenching by 1 μB, while Ag remains as a doublet even in the
vacancy. This is likely explained by its high s−d excitation

energy, which inhibits s−d hybridization, as discussed later in
more detail.

3.3.2. Metal−Vacancy Interaction: Thermodynamic Cycle.
For further analysis of metal−vacancy interaction, we devised
the thermodynamic cycle shown in Figure 5. Similar
approaches have been previously employed to understand
the factors governing Au binding on a doped CaO surface,68

the adsorption of catalytic intermediates on metal−oxide
interfaces,69 and terephthalic acid monolayer self-assembly.70

In the cycle, the metal−vacancy interaction is broken down
into three components: iono-covalent on the ideal surface,
redox, and iono-covalent inside the vacancy.
The Eredox and Eicov

d components are computed using charged
slab calculations in three-dimensional periodic boundary
conditions, utilizing a homogeneous compensating background
charge to neutralize the cell. To correct for the inconsistency in
average electrostatic potential between calculations of different
charge states, we have applied a Lany−Zunger-type potential
alignment correction (see section S11 in the Supporting
Information).71 The planarly averaged electrostatic potentials
were aligned at the midpoint of the frozen part of the slab,
resulting in energy corrections of −0.21 eV for the positively
charged vacancy and −0.18 eV for the negatively charged metal
systems. The identity of the metal was found to have a
negligible effect on the electrostatic potential profile, and thus
on the alignment correction. In total, this correction results in
a −0.39 eV uniform shift to the Eredox components (and a
corresponding +0.39 eV shift to Eicov

d ). The image charge
interaction in charged slab calculations is challenging to treat
correctly, and we neglect it here; however, it is not expected to
depend strongly on the identity of the metal, so the observed
Eredox trends should be unaffected.

ΔEicovp Component. The first component, ΔEicov
p , corre-

sponds to the direct interaction between an adsorbing metal
atom and the surface ions. It quantifies the hybridization of
metal states with nearby surface orbitals and some charge
transfer. The energy change related to this process varies from
one metal to another between −0.6 and −2.9 eV, as shown in
Figure 5.
The ionic and covalent contributions to ΔEicov

p were studied
by correlating the TM Bader charges on the ideal surface
against ΔEicov

p and ΔEadsd . Note that a positive Bader charge
does not indicate a reduction of the (irreducible) zirconia, but

Figure 5. Left: The thermodynamic cycle used to divide the vacancy adsorption energy into components, following the idea in ref 68. Here, M(g) is
the gas-phase metal atom, ZrO2 is the bare ideal surface, ZrO2−x is the bare surface with the O1 vacancy, M/ZrO2 is the ideal surface with M on site
O2, M−/ZrO2 is the ideal surface with M on site O6 and 1 e of negative charge, ZrO2−x

+ is ZrO2−x with 1 e of positive charge, and M−/ZrO2
+ is the

(noncharged) surface with M in the O1 vacancy. Right: The contributions of each component to the total vacancy adsorption energies. The total
length of the bar corresponds to ΔEadsd . The values have been tabulated in section S11 of the Supporting Information.
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the variation in Bader charges is considered to arise from the
sharing of electrons along metal−surface bonds of partly
covalent character. Figure 6 shows that a good correlation
between ΔEicov

p and the Bader charge is found when the d10

metals Cu, Ag, Au, and Pd are excluded. This exclusion is also
chemically motivated as these TM atom have a filled d-shell,
which cannot accept electrons.
The deviation observed for the d10 metals on the ideal

surface suggests that they exhibit qualitatively different
adsorption behavior from the others. We note that the
deviation is largest for the Cu group d10s1 metals and
somewhat smaller for Pd, which has a d10 structure and lacks
a valence s electron. In studies on MgO(001), the
comparatively weak binding of Cu group metals has been
ascribed to Pauli repulsion brought on by the mandatory half-
occupation of the valence s state.56,72 While, for example, Pt
also has a half-occupied vacancy s orbital in the gas phase
(d9s1), it can (and does) reach a stable closed-shell structure
upon adsorption due to the available space on the nonfilled d
orbital. This is not possible for the d10s1 metals in the Cu
group.
Good correlations are also found between ΔEads

d and the
Bader charges of the vacancy-bound metal atoms (Figure 6).
Here, as with ER, the correlation is computed separately for Fe,
Mo, Re, and Ru. These four atoms bind in a qualitatively
different geometry than the others, as discussed earlier in
Section 3.3.1. Notably, unlike with ΔEicov

p on the ideal surface,

the d10 metals follow the main correlation. This indicates that
the d10 metals hybridize in the vacancy and can accept some
electrons into these hybrid orbitals.
This deviation of the d10 metals was also investigated by

considering the degree of hybridization between the metal and
surface orbitals, which measures the covalent character of the
metal−surface bonding. Our method of choice is the
hybridization index Hkl (eq 3), which provides a measure of
the overlap between atomic orbitals in DFT bands, and has
been successfully applied for transition metal clusters.52,73 This
index was computed between the metal d orbitals and surface
Op and Zrd orbitals. To describe the total effect from metal−
surface hybridization on the ideal surface, the index is summed
over the four oxide (or zirconium) ions nearest to the binding
site.
The metal−oxygen hybridization index, Md−Op, correlates

rather strongly with ΔEicov
p (R2 = 0.69), as shown in Figure 7.

This implies that metal−oxygen covalent bonding has an
important role in determining the M−ZrO2 binding strength,
which agrees with prior work on the subject.60,63 We stress
again that the m-ZrO2(1̅11) surface allows multiple different
metal−oxygen bonds to form, as opposed to simpler surfaces
such as MgO(001), where each metal preferentially binds on
top of a single O anion. In light of this, the observed
correlation is remarkably good.
The d10 deviation discussed above can also be rationalized to

some extent with the Md−Zrd hybridization index. The results

Figure 6. Left: the correlation of ΔEicov
p and the Bader charge of the metal, R2 = 0.91. The d10 metals (marked with crosses) have been excluded

from the fit. Right: the correlation of ΔEadsd and the Bader charge of the metal, R2 = 0.87 (Fe, Mo, Re, Ru excluded) and R2 = 0.99 (the Fe, Mo, Re,
Ru line).

Figure 7. Correlations of ΔEicovp with HM(d), O(p) (R
2 = 0.69) and HM(d), Zr(d) (R

2 = 0.63). The hybridization indices have been summed over the
nearest four atoms of each type.
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in Figure 7 show that the d10s1 metals are weakly hybridized
with Zr, indicating that the d−d interaction is less favorable for
them. This is also supported by the adsorption heights of the
metals, as the Cu group metals adsorb 0.2−0.5 Å further from
the surface plane than the next-highest-adsorbing metal atom
(Pd). In fact, the adsorption height correlates well (R2 = 0.91)
with the Md−Zrd hybridization index, while the correlation
with the Md−Op hybridization index is nonexistent (R2 =
0.24). The correlation plots are shown in Figure S6.
We also considered the s−d hybridization in the adsorbed

TMs, as this has been previously noted as a contributor to the
adsorption strength.55,63,72 To assess the degree of s−d
hybridization, we used two measures. The gas-phase s−d
excitation energy corresponds with the energy difference
between the s and d levels and thus is expected to correlate
with the propensity for s−d hybridization. In addition, using
the Hkl index with k = 0 and l = 2, we can directly estimate the
degree of s−d hybridization in our computational system. The
index also accounts for the adsorption-induced changes in the
electronic structure of the metal atom, while the gas-phase s−d
excitation energy lacks this effect.
Both measures were correlated against ΔEicov

p . The gas-phase
s−d excitation energy produces a reasonable correlation when
the Ag outlier is excluded (Figure 8, left). The exclusion of Ag
is justified by its very large s−d excitation energy, as even a
somewhat smaller value could already preclude any possibility
of s−d hybridization. The correlation between ΔEicov

p and H02
turns out to be slightly weaker than the one obtained with the
s−d excitation energy, though the extremes still match
expectations: Ag has a low degree of hybridization, while Pt
and Ir have a high one (Figure 8, right). The decent correlation
between ΔEicov

p and the gas-phase s−d excitation energy
indicates that the surface adsorption does not dramatically alter
the relative energies of the s and d orbitals, while the
comparatively poorer correlation obtained with H02 reflects the
qualitative nature of the hybridization index.
ΔEredox Component. The ΔEredox component describes the

redox process where the initial state involves metal atom
adsorption on the pristine surface far away from the vacancy.
The final state is obtained by adding an electron to M/ZrO2
and removing it from the ZrO2−x system. Note that in the final
state, a metal atom is placed on the O6 site, as it is unable to
accept charge in the O2 position, as discussed earlier. This
choice was justified by verifying that the adsorption energies of
Au and Pt atoms on both sites are similar (within 0.25 eV). In

the charged system, the TM atom gains 0.1−1.0e of Bader
charge, depending on the metal, and sometimes shifts slightly
from the position on the corresponding neutral system. In
general, the redox contribution has a small negative value of 0
to −1 eV, except for Au which presents a more substantial
redox energy of −1.86 eV. For Ag, the redox component also
makes up a considerable part of the vacancy adsorption energy.
For the other metals, the low values indicate that charge
transfer is not a dominant contributor to the adsorption energy
even in the case of vacancy adsorption, and the stabilization
instead occurs primarily via metal−vacancy orbital hybrid-
ization.
We expect the redox component to depend on the electron

affinity of the metal atom, as this contribution highlights the
metal’s ability to accept charge. Figure 9 shows that Pd, Rh,

Cu, Ag, and Au exhibit a decent correlation, whereas Fe, Ir, and
Pt deviate. In the case of Fe, the deviation may be explained by
the different vacancy binding geometry involving Fe−O
bonding. For Ir and Pt, the geometry is similar to the well-
correlated metals and the explanation has to be sought from
elsewhere. We note that Ir and Pt exhibit the most exothermic
reduction energies, which could be related to the deviation.
The redox and ΔEicov

d components are not necessarily cleanly
separated, as the charge of the metal atom may be different on

Figure 8. Left: ΔEicov
p plotted against the s−d excitation energy of the metal from ref 74. R2 = 0.69 (Ag excluded from fit). Right: ΔEicovp vs H02, R

2 =
0.57.

Figure 9. Correlation between ΔEredox and electron affinity (R2 =
0.49).
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the charged surface versus in the vacancy. As such, ΔEicov
d may

also include some redox energy. Since the redox component is
typically the smallest of the three components, these are
relatively minor concerns.
ΔEicovd Component. In the last term of the cycle, ΔEicov

d , the
interaction between the charged metal atom and the oxygen
vacancy is considered. The term includes iono-covalent M−Zr
and M−O interactions as well as hybridization between the
metal and vacancy orbitals. While the redox term is
comparatively small for all the studied metal atoms, with Ag
and Au being the exceptions, ΔEicov

d obtains large negative
values, which vary from one metal to another with Pt and Ir
being most exothermic. From Figure 5, we can conclude that
the redox term has only a minor role in the adsorption of a
metal atom into an oxygen vacancy of ZrO2, while the ΔEicov
contributions dominate the adsorption.
It is also notable that ΔEicov

p exhibits a correlation with both
ΔEads

d (R2 = 0.82) and ΔEicov
d (R2 = 0.87). This indicates that

the metal−vacancy interaction is qualitatively similar to the
metal−oxygen interaction. The similar (low) electron affinity
of the surface oxygen and vacancy orbitals has been suggested
as a reason for the similarity.56

In addition to the thermodynamic considerations discussed
above, we considered the orbital interactions between the
adsorbed metal atom and the (pristine or defected) surface. As
the vacancy orbital is of s symmetry, the s orbitals of the
adsorbed metal atoms are likely relevant in the vacancy
bonding. For instance, Pd has an empty s orbital and as such
there should be no Pauli repulsion between Pd and the
vacancy, facilitating a strong metal−vacancy bond. The Cu
group metals have d10s1 occupancies, meaning that the metal
atoms are repulsed by the two s electrons of the vacancy. In
spite of this, Au binds relatively strongly, which may be
ascribed to relativistic effects enhancing the s−d hybrid-
ization.59

In summary, our results and detailed analysis show that
ΔEicov

p and ΔEads
d exhibit correlations with Bader charges and

each other, with ΔEicov
p also correlating with the Md−Op

hybridization index. Thus, surface oxygen/vacancy orbital
interactions may be considered as the most important
contributors to the binding energies, and the trends across
metals are similar for the pristine surface and vacancy sites.

4. CONCLUSIONS
We have systematically considered the adsorption of 13
different single transition metal atoms on the pristine and
defected m-ZrO2(1̅11) surface, and shown that each metal
makes the reduction energy of the surface more exothermic.
The reducibility enhancement when the atom enters the
vacancy ranges from −1.6 to −4.4 eV. The magnitude of the
effect depends on the electronic properties of the metal atom,
the metal adsorption site and, to a limited extent, on the
metal−vacancy distance. In particular, we found that binding
to a two-coordinated surface oxygen completely prevents the
reducibility enhancement. It was also shown that a single metal
atom can only facilitate the removal of one oxygen atom from
the surface.
The reduction energies as well as the metal adsorption

energies correlate with the Bader charges on the transition
metal atoms, which we ascribe to the TM atoms withdrawing
some electron density from surface oxides via covalent
bonding, and to variations in the interaction with the vacancy
electrons. Applying a hybridization index, originally developed

for clusters, in our solid metal−oxide system, we show that the
hybridization of the metal d and oxygen p, and to some extent
zirconium d, orbitals is a main contributor to the metal−
surface bonding. The metal−surface interaction correlates with
the s−d excitation energy of the metal, as previously found for
MgO(001), another irreducible oxide, making the obtained
results more widely applicable to enhancing the reducibility of
irreducible oxides besides ZrO2. In addition, a thermodynamic
cycle was constructed to describe the various metal−surface
and metal−vacancy interactions, and especially to analyze the
role of charge transfer.
To conclude, our results show that the irreducible zirconia

can be made reducible by adsorbed single transition metal
atoms, with Ir and Pt being especially effective reducibility
enhancers. The main results are expected to generalize over
other irreducible oxides as well, and this has been explicitly
discussed in the case of MgO. In addition, the variable
behavior of different TM adsorbates allows a broad range of
reducibilities to be accessed, making it possible to rationally
tune the properties of the oxide surface. Such enhanced surface
reducibility retains the bulk stability while making the catalyst
more active for oxidation reactions (e.g., Mars−von Krevelen-
type elementary steps) and nonoxidative dehydrogenation of
hydrocarbons and also stabilizing single atom catalyst
adsorption. By elucidating the effects of adsorbed TM atoms
on oxide reducibility, our results help pave the way for
activating irreducible oxides in heterogeneous catalyst design.
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