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ABSTRACT

Purpose: We aim to identify the most accurate model for predicting adoles-
cent (Grade 9) reading difficulties (RD) in reading fluency and reading com-
prehension using 17 kindergarten-age variables. Three models (neural
networks, linear, and mixture) were compared based on their accuracy in
predicting RD. We also examined whether the same or a different set of
kindergarten-age factors emerge as the strongest predictors of reading
fluency and comprehension difficulties across the models.

Method: RD were identified in a Finnish sample (N = 2,000) based on Grade 9
difficulties in reading fluency and reading comprehension. The predictors
assessed in kindergarten included gender, parental factors (e.g., parental RD,
education level), cognitive skills (e.g., phonological awareness, RAN), home
literacy environment, and task-avoidant behavior.

Results: The results suggested that the neural networks model is the most
accurate method, as compared to the linear and mixture models or their
combination, for the early prediction of adolescent reading fluency and
reading comprehension difficulties. The three models elicited rather similar
results regarding the predictors, highlighting the importance of RAN, letter
knowledge, vocabulary, reading words, number counting, gender, and
maternal education.

Conclusion: The results suggest that neural networks have strong promise in
the field of reading research for the early identification of RD.

Predicting reading difficulties (RD) accurately and early facilitates timely support. The absence of
effective prediction mechanisms can result in delayed RD identification, putting children at increased
risk of lower academic achievement and of developing low self-concept, anxiety, and even depression
(e.g., Aro et al.,, 2019; McArthur et al,, 2021; Sanfilippo et al., 2020). Despite advances in the early
identification and prediction of RD, many children who would benefit from early enrichment and
support remain unidentified and without timely access to preventive environments. One key reason
why early identification has proved to be challenging is that there is no single deficit at the core of RD,
but rather a combination of various deficits that can vary from child to child (e.g., Pennington, 2006;
Van Bergen et al.,, 2014). In response to this, hybrid models have been suggested as a promising
approach (e.g., Erbeli et al., 2018; Schatschneider et al., 2016; Spencer et al., 2014). Hybrid model
thinking entails that accurate identification of RD requires a complex multivariate assessment in which
predictions are improved by using multiple predictor measures. Thus, statistical approaches that can
handle a large number of predictors with differential impacts on different individuals are necessary.
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Predictors of RD

In this study, we focused on the prediction of RD in decoding and in reading comprehension (RC) in
adolescence, which remains an understudied age group (Eklund et al., 2018; Manu et al., 2021; Ricketts
et al., 2020). Since we focused on adolescent reading skills and our sample concerns a language with
a highly transparent orthography (Finnish), our focal decoding measure is reading fluency (RF) and
not accuracy, which by this age and in this context does not present variation that would have
discriminative value (Aro, 2017).

Early cognitive skills are powerful predictors of later RD (e.g., Caravolas et al., 2019; Clayton et al.,
2020; Psyridou et al., 2021). The literature indicates partially different predictors of RF and RC. Of the
cognitive predictors of RD in RF, we focused on phonological awareness, letter knowledge, RAN, and
number counting, which emerge as key early predictors of RF both among Finnish-speaking children
(Kairaluoma et al., 2013; Koponen et al., 2016; Psyridou et al., 2021;), and in other language contexts
(e.g., Bernabini et al.,, 2021; Caravolas et al., 2019; Clayton et al., 2020; Melby-Lervag et al., 2012;
Snowling et al., 2019). Studies on the early predictors of RC have shown strong predictive effects of
early vocabulary (e.g., Florit & Cain, 2011; Manu et al., 2021; Nation et al., 2010; Psyridou et al., 2018)
and listening comprehension measures (e.g., Florit & Cain, 2011; Manu et al.,, 2021; Nation et al.,
2010). Therefore, we included vocabulary and listening comprehension among the cognitive predic-
tors of RD in this study.

Motivational factors also are important predictors of children’s learning (e.g., Schiefele et al., 2012).
In the present study, motivation was represented by task-avoidant behavior which in prior studies has
been shown to be more prevalent among children with poor reading skills and may further impede
their reading progress (Georgiou et al., 2010; Hirvonen et al.,, 2010). Longitudinal research has
indicated that higher task avoidance predicts slower reading development, even after controlling for
motivational factors such as autoregressors or phonological processing and non-verbal IQ (Georgiou
et al,, 2010).

Home literacy environment, particularly shared parent-child book reading and instruction of
literacy skills at home, has also been found to predict children’s language and literacy development
(e.g., Khanolainen et al., 2020; Mol & Bus, 2011; Silinskas et al., 2020a). Some evidence suggests,
however, that home literacy environment may simply reflect parental skills and the correlation
between home environment and child skills may in fact be due to the correlation between the skills
of parents and their children. Puglisi et al. (2017) and Van Bergen et al. (2017) reported that the
correlation between measures of children’s literacy skills and home literacy environment largely lost its
significance after controlling for parental literacy skills. In the light of this, research that examines the
effects of home literacy environments should also include parental reading measures. Parental RD (or
family risk for RD) have been identified as one of the best early predictors of children’s RD (Esmaeeli
et al., 2019; Psyridou et al., 2021; Snowling & Melby-Lervag, 2016; Van Bergen et al., 2015). In the
present study, we included family risk for RD, at-home learning activities, as well as parental education
level as predictors of children’s RD. Inclusion of parental education level is in line with studies
documenting strong effects of parental education levels on children’s reading development (e.g.,
Hamilton et al.,, 2016). Finally, the child’s gender was included as a predictor as previous studies
have suggested increased vulnerability for RD among boys (e.g., Manu et al., 2021; Psyridou et al,,
2021; Quinn & Wagner, 2015).

Statistical models for the prediction of RD

There are multiple potential statistical models available for early identification of risk factors for RD.
In the present study we focus on comparing two commonly used but differing approaches (linear
regression and mixture model) and a newer neural network-based approach. The deep artificial neural
networks, a category of deep learning and a subcategory of machine learning (Goodfellow et al., 2016;
Urban & Gates, 2021) is a promising new methodology that has been used successfully in other fields,



SCIENTIFIC STUDIES OF READING e 3

but still is used rarely in reading research. Deep neural networks are computational models inspired by
the human brain and have impacted research on natural language processing (Graves et al., 2013) and
gameplaying (Mnih et al., 2015; Silver et al.,, 2016), among others. They are composed of units that
work in parallel and are arranged in interconnected layers: an input layer that includes the indepen-
dent variables; one or more hidden layers that contain unobservable network units; and an output
layer which includes the dependent variables (Hinton, 2007; LeCun et al.,, 2015). A deep neural
network learns to perform a specific task (e.g., prediction, or classification) through training during
which the model learns the strength of the connections between the units in the layers (Cichy & Kaiser,
2019; Urban & Gates, 2021). Once trained, the deep neural networks model can be used to perform the
same task using new inputs (Cichy & Kaiser, 2019).

The neural networks models have the advantage of being able to handle a large number of variables
that can correlate with each other and do not need to be linearly associated (Urban & Gates, 2021).
Thus, in addition to the linear effects, the neural networks models can identify linear, nonlinear, or
interactional effects (for example, several combinations of the independent variables building cumu-
lative risk) or a combination of these. In contrast to neural networks, when using linear models, only
linear effects can be identified and it is often difficult to include a broad set of predictors in a linear
prediction model due to collinearity problems.

Mixture models, which along with the linear regression model, is widely used in reading research,
can handle a large number of correlated variables and do not expect that the associations between
variables are the same for all participants of the sample. Instead, mixture models (e.g., latent class
analysis, latent transition analysis, latent profile analysis) allow for the identification of homogeneous
groups from a heterogeneous sample. From the prediction perspective, the identification of subgroups
among predictors (e.g., identification of differential risk factor profiles for RD) can reveal combina-
tions of predictors that are meaningfully associated with the outcome; this may not be identifiable in
models which assume the same estimates across all participants. Even though mixture models were not
designed for optimizing prediction per se, they provide the possibility to identify groups of children
for whom the probability of belonging to the RD group is very high (even 1.0).

The present study

The present study aims to identify the most accurate model for predicting adolescent (Grade 9)
RF and RC difficulties using a large set of kindergarten-age variables. Three models (neural
networks, linear, and mixture) were compared based on their accuracy to predict RD, and to
determine whether the same or different set of kindergarten-age factors emerge as the strongest
predictors of RF or RC difficulties in the three models. The neural networks model was
selected because it is a new method which has been broadly used in other fields with very
promising results. We sought to examine whether the neural networks model can provide as
high, or higher, accuracy in the identification of RD than the more commonly used methods.
The linear model and mixture model were selected as contrast models to the new neural
networks model because they are commonly used, have a differential approach to prediction
but both use maximum likelihood methods, and there is a robust evidence of their usefulness
in reading research.

To the best of our knowledge, no previous studies have compared these three models in the
field of reading research. Previous studies in other fields that have used neural networks for
prediction (without comparing them with linear and/or mixture models) have demonstrated high
accuracy (e.g., Alzheimer’s: Lu et al.,, 2018; ADHD: Kuang & He, 2014; autism: Heinsfeld et al.,
2018; biomedicine: Mamoshina et al., 2016; Parkinson’s: Choi et al., 2017; psychiatry: Vieira
et al, 2017). Given these results, we hypothesized that neural networks would provide high
accuracy in predicting RD.
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Method
Participants

The present study was part of the Finnish longitudinal First Steps Study that includes data from
approximately 2,000 children from kindergarten to Grade 9 (Lerkkanen et al., 2006). Reading skills of
the participants were assessed in Grades 1, 2, 3, 4, 6, 7, and 9. In the present study, we used data from
children’s assessment taken in the fall and spring of kindergarten (i.e., age 6), and their RF and RC
skills assessment taken in Grade 9. There were 1,880 children at the beginning of the follow-up but
when they entered school, all their classmates were also invited to participate. Over the years the
sample size varied and altogether 2,518 children participated in at least one assessment. Descriptive
statistics for the sample used in this study can be found in Table 2 (more information on the number of
participants in each assessment and the descriptive statistics for the reading measures used in Grades
1-9 can be found in Psyridou et al., 2021). The sample was drawn from four municipalities - two in
central, one in western, and one in eastern Finland - out of which one was mainly urban, one mainly
rural, and two included both urban and semi-rural environments. In three of the municipalities, the
participants comprised the entire age cohort of children, and in another municipality, the participating
children comprised about half the age cohort. Out of the parents who were contacted, 78-89% agreed
to participate in the study. Ethnically and culturally, the sample was very homogeneous and repre-
sentative of the Finnish population, and parental education levels were very close to the national
distribution of Finland (Statistics Finland, 2007). The university’s Ethical Committee approved the
First Steps Study, and the study conforms to the Declaration of Helsinki. All participants provided
informed written consent and children gave their assent prior to their inclusion in the study.

Measures

The children were assessed longitudinally, in kindergarten (fall 2006 and spring 2007) and in Grade 9
(RF: spring 2016; RC (PISA): fall 2015). The measures are described in detail in Table 1.

Statistical analysis

Kindergarten-age measures were used to predict RF and RC difficulties in Grade 9 using three models
(neural networks, linear, and mixture). RF and RC were analyzed separately, and RF or RC difficulty
was defined as scoring in the lowest 10% of the RF or RC distribution, respectively.

Neural networks model

For the neural networks model, the Multilayer Perceptron Network (MLP) was used to produce
a predictive model to identify RF or RC difficulties based on the kindergarten-age measures. MLP was
conducted using SPSS (version 26). We first examined whether the missing-completely-at-random
(MCAR) assumption could be established for the data. Little’s MCAR test indicated that the data were
not MCAR (Little, 1988). The effect sizes (Cohen’s d) for the comparison of the participants with and
without data ranged from .01 to —.39. However, because it is important for MLP not to have missing
values, an expectation-maximization algorithm in SPSS was used to impute missing data using only
the kindergarten-age variables so that the Grade 9 reading variables remained unchanged and
independent from the kindergarten-age variables.

The MLP was set to randomly choose approximately 70% of the data for the training model and
30% for the testing model. Furthermore, we allowed the model to choose the number of hidden layers
and units automatically. The training sample was used for the estimation of the weights. Once the
weights had been decided, the testing sample was utilized to estimate whether the weights generated
with the training sample apply to another subset of people and whether the model can be generalized.
To balance the imputed cases between the training and testing models, the selection of participants for
both models is important. Therefore, we used 20 different seed values to select and allocate
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participants to the training and testing models, randomly, using the continuous RF and RC variables.
Because MLP results vary from analysis to analysis, the MLP was run 20 times using the same seed and
the predicted RF and RC scores from each analysis were saved (i.e., 20 seeds were run 20 times each,
separately for RF and RC). Next, the mean of the 20 predicted RF/RC scores was calculated for each
seed and the correlations between the mean of the predicted RF/RC and the observed RE/RC scores for
the training and testing model were estimated for each seed. For the 20 seeds, the correlations between
the mean of the 20 predicted RF/RC scores and the observed RF/RC scores in the training (70% of
data) and testing (30% of data) models varied from .49 to .62 for the RF models (Appendix B) and
from .48 to .58 for the RC models (Appendix C). The seed with the closest and highest correlation
among the training and testing model was used for the prediction of RF/RC difficulties.

Next, using the best-identified seed, the MLP was run 20 times to predict the dichotomized RF and
20 times to predict the dichotomized RC variables with the kindergarten variables, and the predicted
RF/RC scores from each analysis were saved. As the dependent variables are dichotomous, the
predicted scores represent each participant’s probability of belonging to the lowest 10% of the RF or
RC distributions.

The average of the 20 predicted scores was used to test the ability of the model to predict RF and RC
difficulties using Receiver Operating Characteristic (ROC) curves (Fawcett, 2006). The ROC curve is
plotted with the true-positive rate (i.e., sensitivity) against the false-positive rate (i.e., 1-specificity)
where the true-positive rate is on the y-axis and false-positive rate is on the x-axis. ROC curves
compare sensitivity versus 1-specificity across a range of values for the ability to predict a dichotomous
outcome. Each point on the ROC curve represents a sensitivity/1-specificity pair corresponding to
a particular cutoff. The ROC curve is a useful tool because the curves of different models can be
directly compared, either in general or for different thresholds, and the area under the curve can be
used as a summary of the model skill. The larger the area under the curve, the better the identification
of those with and without difficulties.

In addition to the ROC curves, we attempted to identify the most important kindergarten-age
factors in predicting RF and RC difficulties. We conducted an independent variable importance
analysis (provided by the MLP), which computes each kindergarten-age factor’s importance in
determining the neural network based on the combined training and testing samples. The analysis
was conducted 20 times, and the mean of the normalized importance for each kindergarten-age factor
was calculated based on the results from the 20 analyses.

Linear model

For the linear model, a logistic regression analysis with backward deletion (BReg) was used to identify
the kindergarten factors that predict RF or RC difficulties in Grade 9. BReg was conducted in Mplus
(version 8.7). Logistic regression is useful when we aim to predict the presence or absence of
a characteristic based on a set of predictors. It is similar to linear regression but is more suitable
when the dependent variable is dichotomous (in this case, RD vs. no RD). Even though stepwise
regression (either forward or backward) has received criticism, it was selected because it allows us to
prune a list of plausible explanatory variables down to a parsimonious group of the “most important”
variables. In addition, this criticism is mitigated by having a separate training and testing sample. We
used the backward selection because starting with the full model has the advantage of considering the
effects of all variables simultaneously. This is especially important in cases of collinearity because
backward selection may be forced to keep all the variables in the model unlike forward selection where
none of them may be entered. Full information maximum likelihood was used as an estimator, and
robust standard errors were calculated (MLR estimator in Mplus). The MLR allows the calculation of
more unbiased standard errors. BReg analysis was done in a stepwise manner. All kindergarten-age
factors were added to the model, then the factor with the highest p-value was removed (one factor at
a time) until all remaining factors were statistically significant. By using the full sample (N = 1,880)
without the testing sample as defined by the MLP (N = 1,535 for RF, N = 1,576 for RC), we identified
the best minimal group of factors that predicted RF or RC difficulties. Predictive values for each
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individual were saved and used for the ROC curves and comparison of the models. ROC curves were
produced using the same testing sample as in the MLP (N = 345 for RF; N = 304 for RC) to examine
the model’s ability to predict RF or RC difficulties.

Mixture model

For the mixture model, a latent profile analysis (LPA) was used to identify homogeneous profiles for
the kindergarten-age measures based on the whole data set (N = 1,880). LPA was conducted in Mplus
(version 8.7). To ensure each profile’s validity, we used 500 starting values, as a large set of random
starting values is recommended (Asparouhov & Muthen, 2008). In the best-fitting LPA model, the
individuals are assigned to a specific profile based on the highest posterior probabilities. This
information was saved to an Mplus file and used further in SPSS to compare the results with the
other two models. Given that for the LPA we were unable to produce ROC curves, a cross-tabulation
between the LPA profile grouping and the dichotomized RF and RC variables was used.

Model comparison

Finally, using the same 30% of the data used for the testing round in MLP and estimating the linear
model, the three models’ results were compared using a logistic regression to examine which method
can produce the specific information that the others cannot achieve. The maximum likelihood
function in logistic regression gives a chi-square test which tests the fit of the model. The dichotomized
RF or RC variable was used as the dependent variable and was predicted using the predicted MLP
scores (i.e., the predicted probability of the individual belonging to the lowest 10% of the RF or RC
distribution based on the MLP analysis), the predictive BReg scores (i.e., the predicted probability of
the individual belonging to the lowest 10% of the RF or RC distribution based on the BReg analysis),
and the saved latent class information from the LPA (i.e., to which profile each individual belonged).
The prediction scores and latent class information of the three models were used as independent
variables. One method’s predictive scores were added in the first block, and the predictive scores from
the other method were added in the second block. The chi-square test indicates whether the predictor
in the second block is more informative for predicting the dichotomous RF or RC variable than the
predictor in the first block. For the most informative method, we also examined whether it was more
informative than the other two methods combined.

Computational codes for all the analyses can be found in Supplemental Materials.

Results
Descriptive statistics

The descriptive statistics of the kindergarten-age factors and the RF and RC measures in Grade 9
are presented in Table 2. The correlations between all assessed measures are displayed in
Appendix A. Both RF (mean score) and RC significantly correlated with all kindergarten-age
factors, except for teaching letters at home.

Neural networks model

For the best identified seed, the correlation between the predicted and observed RF scores was .58 for the
training model and .58 for the testing model, while the correlation between the predicted and observed
RC scores was .55 for the training model and .55 for the testing model. Using the best identified seed, the
MLP was run 20 times to predict the dichotomized RF and 20 times to predict the dichotomized RC
variables with the kindergarten variables. The average of the 20 predicted scores for RF and RC
represents the predicted probability that the individual belongs to the lowest 10% of the respective
distribution. The average of the 20 predicted scores for RF and RC were used to produce the ROC curves
for RF and RC (Figures 1a and 2a for the testing models; Appendix Z for the training models) and then
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Table 2. Descriptive statistics for the kindergarten-age factors and the reading fluency and reading comprehension skills in Grade 9.

Measure N Minimum Maximum Mean S.D. Skewness Kurtosis
Kindergarten measures
Maternal education 1558 1.00 4.00 284 .90 -.14 -1.00
Family risk for RD 1115 .00 1.00 .36 A8 .59 —1.65
Teaching letters 1568 1.00 5.00 294 97 .05 -34
Teaching reading 1569 1.00 5.00 224 1.00 A48 -41
Shared reading 1559 1.00 5.00 292 1.15 -.15 -1.01
Gender 1880 1.00 2.00 1.52 .50 -.09 -1.99
Phonological awareness fall 1867 .00 10.00 7.46 2.45 -.81 =21
Phonological awareness spring 1836 .00 10.00 8.93 1.72 -1.99 4.1
Letter knowledge fall 1867 .00 29.00 16.95 9.01 -.25 -1.27
Letter knowledge spring 1836 .00 29.00 23.21 6.61 -1.34 1.02
Reading words fall 1867 .00 6.00 1.00 1.99 1.81 1.60
Reading words spring 1823 .00 10.00 4.03 429 44 -1.61
Number counting fall 1866 .00 8.00 443 2.83 =21 -1.33
Number counting spring 1836 .00 8.00 6.06 2.20 -1.10 .25
RAN 1835 34 210.00 173.71 17.78 -1.72 6.69
Vocabulary 1839 7.00 29.00 19.82 3.38 -.38 31
Listening comprehension 1832 .00 12.00 771 2.34 -31 =13
Task avoidant behavior 1814 1.00 5.00 3.68 1.03 -.55 -.55
Reading measures in Grade 9
Word list reading 1707 11.00 72.00 41.47 9.07 -.02 27
Differentiate words 1704 8.00 76.00 46.06 11.55 =17 -.10
Sentence reading 1705 .00 70.00 37.53 8.48 -.05 .38
Reading fluency mean score 1721 —-2.60 2.60 .00 .87 -.09 -.14
Reading comprehension (PISA) 1512 .00 32.73 20.26 6.20 -.56 —.04
ROC Curve ROC Curve
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Figure 1. ROC curves for reading fluency using MLP (figure a) and BReg (figure b) for the testing models. The area under the curve for
the MLP is .79 and for the BReg is .72. In the testing sample there were 345 cases. ROC curves for the training models can be found in

Appendix Z.

to compare the models. The ROC curves suggested that the MLP had high classification accuracy; the
area under the curve was .79 (p < .001, 95% CI .699 - .880) for RF, and .83 (p < .001, 95% CI .764 - .890)
for RC. Based on the ROC analysis, for RF when the sensitivity was .82 the 1-specificity was ranging from
40 to .47 and the precision was ranging from .13 to .15. For RC when the sensitivity was .82, the
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Figure 2. ROC curves for reading comprehension using MLP (figure a) and BReg (figure b) for the testing models. The area under the
curve for the MLP is .83 and for the BReg is .75. In the testing sample there were 304 cases. ROC curves for the training models can be
found in Appendix Z.

1-specificity was .37 and the precision was .24. (See also, Tables 3 and 4 for the corresponding sensitivity,
specificity, and precision estimates for different cutoff values and Tables 5 and 6 for specificity and
precision values corresponding to specific sensitivity values).

Finally, the independent variable importance analysis indicated that the most important factors for
predicting RF difficulties were RAN, letter knowledge (spring), and gender (Figure 3). For the
prediction of RC difficulties, vocabulary, RAN, and letter knowledge (spring) emerged as the most
important factors (Figure 4).

Linear model

The estimates and p-values for each BReg step are presented in Appendix D for RF and Appendix E for
RC. In the final RF model (Table 7), four significant predictors remained: gender, letter knowledge
(spring), number counting (spring), and RAN. The model explained 32% of the variance in Grade 9
RF. In the final RC model (Table 8), five significant predictors remained: maternal education level,
gender, reading words (spring), RAN, and vocabulary. The model explained 39% of the variance in
Grade 9 RC.

Table 3. Corresponding sensitivity, specificity, and precision estimates for different cutoff values for reading fluency.

MLP BReg

cutoff ~ Sensitivity 1-Specificity Specificity Precision F-measure Sensitivity 1-Specificity Specificity Precision F-measure

lowest 1 893 107 .090 165 964 893 107 .087 .160
10%

lowest 1 .836 164 .096 175 964 .842 158 .092 .168
15%

lowest .964 .785 215 .098 178 964 .789 211 .097 176
20%

lowest .964 732 .268 .104 188 964 735 .265 104 188
25%

For the testing data out of the 345 cases, the true positive cases identified both by the MLP and the BReg were 28.
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Table 4. Corresponding sensitivity, specificity, and precision estimates for different cutoff values for reading comprehension.

MLP BReg

cutoff ~ Sensitivity 1-Specificity Specificity Precision F-measure Sensitivity 1-Specificity Specificity Precision F-measure

lowest 1 .887 113 139 244 974 .891 109 135 237
10%

lowest 1 831 169 147 .256 947 .835 165 140 244
15%

lowest 1 774 226 156 270 947 782 218 148 .256
20%

lowest 1 718 282 .166 .285 921 726 274 154 264
25%

For the testing data out of the 304 cases, the true positive cases identified both by the MLP and the BReg were 38.

Table 5. Specificity and precision values corresponding to specific sensitivity values for reading fluency.

MLP BReg
Sensitivity 1-Specificity Specificity Precision Sensitivity 1-Specificity Specificity Precision
.893 .603-.669 .331-397 .105-.116 893 .688-.729 271-312 .098-.103
.786 .382-.404 .596-.618 147-154 786 .568-.615 .385-.432 .101-.109
714 .268-.322 678-.732 .164-.190 714 479-524 476-.521 .108-.116

For the testing data out of the 345 cases, the true positive cases identified both by the MLP and the BReg were 28.

Table 6. Specificity and precision values corresponding to specific sensitivity values for reading comprehension.

MLP BReg
Sensitivity 1-Specificity Specificity Precision Sensitivity 1-Specificity Specificity Precision
.895 .395-.425 .575-.605 .231-.245 895 .519-.662 .338-.481 .162-.198
.789 .338-.365 .635-.662 .236-.250 789 406 .594 217
71 .180-.214 .786-.820 .321-.360 1 357 643 221

For the testing data out of the 304 cases, the true positive cases identified both by the MLP and the BReg were 38.

Using the regression equation with estimated coefficients for the significant predictors of RF
and RC, we calculated predictive values for each individual, representing the predicted prob-
ability that the individual belongs to the lowest 10% of the respective distribution. These
predictive values first were used for the ROC curves, and then for comparing the models.
Similar to the MLP, ROC curves were produced using 30% of the data to examine the model’s
ability to predict RF or RC difficulties (Figure 1b, 2b). The ROC curves suggested good
accuracy in identifying RF and RC difficulties; the area under the curve was .72 (p < .001,
95%CI .607 - .822) for RF and .75 (p < .001, 95%CI .664 - .828) for RC. Based on the ROC
analysis, for RF when the sensitivity was .82 the 1-specificity was ranging from .62 to .64 and
the precision was ranging from .10 to .11. For RC, when the sensitivity was .82 the 1-specificity
was ranging from .41 to .46 and the precision was ranging from .20 to .22. (See also, Tables 3
and 4 for the corresponding sensitivity, specificity, and precision estimates for different cutoff
values and Tables 5 and 6 for specificity and precision values corresponding to specific
sensitivity values).
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Table 7. Estimates and the p-values of the final multiple regression model with backward deletion for the prediction of reading
fluency difficulties.

Final model (Step 15)

Measure Estimate p-value
Maternal education * *
Family risk for RD * *
Teaching letters * *
Teaching reading * *
Shared reading * *
Gender .84 .00
Phonological awareness fall * *
Phonological awareness spring * *
Letter knowledge fall * *
Letter knowledge spring —-40 .00
Reading words fall * *
Reading words spring * *
Number counting fall * *
Number counting spring =31 .02
RAN -36 .00
Vocabulary * *
Listening comprehension * *
Task-avoidant behavior * *

The standardized estimates are presented for each factor along with the p-value. Asterisks represent factors that have been deleted
in previous steps. The estimates and the p-values for each BReg step are presented in Appendix D. For the identification of the best
minimal group of predictors we used the full sample without the imputation of the data excluding the testing sample (N = 1,535).

Table 8. Estimates and the p-values of the final multiple regression model with backward deletion for the prediction of reading
comprehension difficulties.

Final model (Step 14)

Measure Estimate p-value
Maternal education -43 .00
Family risk for RD * *
Teaching letters * *
Teaching reading * *
Shared reading * *
Gender .59 .00
Phonological awareness fall * *
Phonological awareness spring * *
Letter knowledge fall * *
Letter knowledge spring * *
Reading words fall * *
Reading words spring —-.60 .00
Number counting fall * *
Number counting spring * *
RAN -32 .01
Vocabulary —-.58 .00
Listening comprehension * *
Task-avoidant behavior * *

The standardized estimates are presented for each factor along with the p-value. Asterisks represent factors that have been deleted
in previous steps. The estimates and the p-values for each BReg step are presented in Appendix E. For the identification of the best
minimal group of predictors we used the full sample without the imputation of the data excluding the testing sample (N = 1,576).
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Mixture model

Nine latent profile solutions were tested and compared, each testing a different number of profiles (1
through 9; Table 9). The model with eight profiles was considered the best-fitting model, as VLMR and
LMR indicated that the models with more than eight profiles were not significantly better. The average
latent class probabilities for belonging to a profile were very high, suggesting that the eight profiles
were very distinct: .95 for Profile 1; .94 for Profile 2; .92 for Profile 3; .99 for Profile 4; .99 for Profile 5;
.98 for Profile 6; .99 for Profile 7; and .99 for Profile 8.

As Figure 5 and Table 10 show, the eight identified profiles included two profiles with below-
average scores in all kindergarten skills and six groups with average or above-average scores. Profile 1
had low scores in all cognitive skills (particularly in phonological awareness, letter knowledge, and
number counting) and had family risk for RD. Profile 2 also had below-average scores in all
kindergarten assessments, but not as low as in Profile 1, and did not have family risk for RD.
Furthermore, Profile 5 had average cognitive skills, but below-average reading skills. Each individual’s
profile membership was saved.

Cross-tabulation and a chi-square test were conducted between the profile membership variable
and the RF difficulty (Table 11) and RC difficulty (Table 12) variables using the testing data (the same
30% as in MLP). The proportions of RF difficulty differed between the latent profiles [x*(7) = 23.51,
p < .01]. Similarly, the proportions of RC difficulty differed between the latent profiles [x*(7) = 36.53,
p < .001]. The adjusted standardized residuals indicated that both RF difficulties (adj. residual 4.06)
and RC difficulties (adj. residual 5.04) were more common in Profile 1 than they would have been by
chance.

Comparison of the three models

Next, we compared the three models’ ability to predict RF or RC difficulties. The prediction scores and
latent class information from the three models were used as independent variables and the dichot-
omous RF/RC variables as dependent in the logistic regression model. The chi-square test was used to
reveal which model provided a prediction of reading difficulty that had additional information in
relation to other models when trying to predict RD. The comparisons were performed using the 30%
of data used for the testing model in the MLP.

For RF, the chi-square test indicated that the MLP increased the prediction over BReg [)(2(1) =

Table 9. Fit Indices for latent profile analyses.

Number of profiles BIC AIC Entropy p-value of LMR p-value of VLMR
1 89,261.55 89,062.15

2 82,544.30 82,239.66 .98 .00 .00

3 78,670.12 78,260.23 .95 .00 .00

4 76,007.68 75,492.55 95 .00 .00

5 75,007.87 74,387.50 .94 .00 .00

6 74,198.21 73,472.60 .94 .00 .00

7 73,619.29 72,788.44 97 24 23

8 72,746.11 71,810.02 .95 .00 .00

9 72,112.23 71,070.89 .95 .80 .80

BIC = Bayesian Information Criterion; LMR = Lo-Mendell-Rubin Adjusted Likelihood Ratio Test; VLMR = Vuong-Lo-Mendell-Rubin
Likelihood Ratio Test

Lower values of BIC represent better model fit. The LMR and the VLMR compare the estimated model with the model having one
fewer profile than the estimated model. A p-value of less than .05 shows that the estimated model is better and that the model
with one fewer profile should be rejected. Entropy ranges from 0 to 1, and higher values show higher classification utility. In
addition, the clarity of the latent profiles was examined by the average posterior probabilities for the most likely latent profile
membership, which shows how distinct the profiles are.
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Figure 5. Latent profiles of cognitive and home environment factors assessed in kindergarten.

21.46, p < .001], while the BReg did not increase the prediction over MLP [Xz(l) = .58, p = 45]. The
MLP increased the prediction over LPA [Xz(l) =17.70, p < .001], while the LPA did not increase the
prediction over MLP [y*(7) = 6.13, p = .52]. The LPA did not increase the prediction over the BReg [x*
(7) = 12.88, p = .08]. Also, the BReg did not increase the prediction over LPA [Xz(l) =3.57, p = .06].
Furthermore, because the results indicated that the MLP was providing the most information, we
examined whether the MLP could provide more information than the other two methods combined.
The results indicated that the MLP increased the prediction over the LPA and the BReg combined [y
(1) = 14.28, p < .001].

For RC, the chi-square test indicated that the MLP increased the prediction over BReg [y*(1) =
22.21, p < .001], while the BReg did not increase the prediction over MLP [Xz(l) = 47, p = 49]. The
MLP increased the prediction over LPA [Xz(l) = 23.47, p < .001], while the LPA did not increase the
prediction over MLP [X2(7) =7.79, p = .35]. The LPA increased the prediction over the BReg [X2(7) =
16.58, p < .05]. Also, the BReg increased the prediction over LPA [y*(1) = 10.53, p < .01]. Finally, the
MLP increased the prediction over the LPA and the BReg combined [y*(1) = 14.05, p < .001].

In addition to the chi-square tests, the ROC curves for the BReg and MLP for RF (Figure 1) and RC
(Figure 2) suggest that for both skills, MLP had greater power to predict RF and RC difficulties. For RF,
the area under the curve for the MLP was .79, while for the BReg, it was .72. For RC, the area under the
curve for the MLP was .83, while for the BReg, it was .75.

Discussion

The complexity of risk and protective factor patterns in RD challenge the early identification of at-risk
children. It is critical that we find methods that can handle the complexity of multiple interacting
predictors to ensure that children are provided with timely support. The present study aimed to
compare three models - linear (BReg), mixture (LPA), and neural networks (MLP) - based on their
accuracy in predicting adolescent RD with multiple kindergarten-age variables. Furthermore, we
examined whether the three models identified the same or different set of kindergarten-age predictors
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Table 11. Crosstable with the latent profiles and the reading fluency difficulties.

Reading fluency

noRD RD Total

Profile 1 Count 16 7 23
% within profile 69.57 30.43 100.00
% within reading fluency 5.05 25.00 6.67
% of Total 4.64 2.03 6.67
Adjusted Residual —4.06 4.06

Profile 2 Count 80 10 90
% within profile 88.89 1.1 100.00
% within reading fluency 25.24 35.71 26.09
% of Total 23.19 2.90 26.09
Adjusted Residual -1.21 1.21

Profile 3 Count 57 6 63
% within profile 90.48 9.52 100.00
% within reading fluency 17.98 21.43 18.26
% of Total 16.52 1.74 18.26
Adjusted Residual —45 A5

Profile 4 Count 23 0 23
% within profile 100.00 .00 100.00
% within reading fluency 7.26 .00 6.67
% of Total 6.67 .00 6.67
Adjusted Residual 1.48 —-1.48

Profile 5 Count 30 2 32
% within profile 93.75 6.25 100.00
% within reading fluency 9.46 7.14 9.28
% of Total 8.70 .58 9.28
Adjusted Residual A1 -41

Profile 6 Count 63 2 65
% within profile 96.92 3.08 100.00
% within reading fluency 19.87 7.4 18.84
% of Total 18.26 .58 18.84
Adjusted Residual 1.65 -1.65

Profile 7 Count 1 0 1
% within profile 100.00 .00 100.00
% within reading fluency 347 .00 3.19
% of Total 3.19 .00 3.19
Adjusted Residual 1.00 -1.00

Profile 8 Count 37 1 38
% within profile 97.37 2.63 100.00
% within reading fluency 11.67 3.57 11.01
% of Total 10.72 .29 11.01
Adjusted Residual 1.31 -1.31

Total Count 317 28 345
% within profile 91.88 8.12 100.00
% within reading fluency 100.00 100.00 100.00
% of Total 91.88 8.12 100.00

The cross-tabulation between the LPA profile grouping and the dichotomized RF variable was conducted using the testing sample
(the same 30% of the data used for the testing round in the MLP) (N = 345).
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Table 12. Crosstable with the latent profiles and the reading comprehension difficulties.

Reading comprehension

noRD RD Total

Profile 1 Count 1 10 21
% within profile 5238 47.62 100
% within reading comprehension 4.14 26.32 6.91
% of Total 3.62 3.29 6.91
Adjusted Residual -5.04 5.04

Profile 2 Count 84 10 94
% within profile 89.36 10.64 100
% within reading comprehension 31.58 26.32 30.92
% of Total 27.63 3.29 30.92
Adjusted Residual .66 —-.66

Profile 3 Count 49 12 61
% within profile 80.33 19.67 100
% within reading comprehension 18.42 31.58 20.07
% of Total 16.12 3.95 20.07
Adjusted Residual -1.89 1.89

Profile 4 Count 16 0 16
% within profile 100 .00 100
% within reading comprehension 6.02 .00 5.26
% of Total 5.26 .00 5.26
Adjusted Residual 1.55 -1.55

Profile 5 Count 21 3 24
% within profile 87.50 12.50 100
% within reading comprehension 7.89 7.89 7.89
% of Total 6.91 .99 7.89
Adjusted Residual .00 .00

Profile 6 Count 46 3 49
% within profile 93.88 6.12 100
% within reading comprehension 17.29 7.89 16.12
% of Total 15.13 .99 16.12
Adjusted Residual 1.47 -1.47

Profile 7 Count 10 0 10
% within profile 100 .00 100
% within reading comprehension 3.76 .00 3.29
% of Total 3.29 .00 3.29
Adjusted Residual 1.22 -1.22

Profile 8 Count 29 0 29
% within profile 100 .00 100
% within reading comprehension 10.90 .00 9.54
% of Total 9.54 .00 9.54
Adjusted Residual 2.14 -2.14

Total Count 266 38 304
% within profile 87.50 12.50 100
% within reading comprehension 100 100 100
% of Total 87.50 12.50 100

The cross-tabulation between the LPA profile grouping and the dichotomized RC variable was conducted using the testing sample
(the same 30% of the data used for the testing round in the MLP) (N = 304).
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of Grade 9 RF and RC difficulties. The linear model was used as a basis because of its regular use in
reading research. The mixture model is another often utilized method which was included because,
unlike the linear model, it can identify the patterns or profiles of individuals among multiple variables
that may signal heightened risk for RD. Neural networks models, although widely used in other fields,
have been rarely used in reading research so far. The results indicated that MLP was more informative
in predicting RF and RC difficulties than the other two models, a finding in line with the notion that
neural networks are a powerful tool for predictive modeling.

Accuracy in predicting RD

All the models significantly predicted Grade 9 RF and RC scores with the kindergarten-age variables.
LPA identified a group that had considerably higher risk for RD and both BReg and MLP predicted
significant amounts of variance in the Grade 9 RD. Utilizing the same data employed for the testing
model in MLP (30% of the data), the area under the curve for the MLP was .79 for RF and .83 for RC,
while for the BReg, it was .72 for RF and .75 for RC. A value between .70 and .80 is considered
acceptable, while a value between .80 and .90 is considered excellent (Mandrekar, 2010). Even though
the results from the MLP and BReg were both considered acceptable (for RC, the MLP produced
excellent results), it seems that the MLP classification was somewhat more accurate. Comparing the
MLP, LPA, and BReg showed that neither LPA nor BReg provided any additional information for
predicting either RF or RC difficulties over the MLP. In contrast, the MLP provided additional
information over the other two methods, both for RF and RC. In fact, the MLP was found to be
even more informative in predicting RF and RC difficulties than the combination of information from
the other two models. Although, to the best of our knowledge, there are no previous studies comparing
the use of these models for the prediction of RD, the findings were in line with our initial hypotheses
expecting MLP to show high accuracy based on previous studies’ findings in other fields that have used
neural networks for prediction (e.g., Alzheimer’s: Lu et al., 2018; ADHD: Kuang & He, 2014; autism:
Heinsfeld et al., 2018; biomedicine: Mamoshina et al., 2016; Parkinson’s: Choi et al., 2017; psychiatry:
Vieira et al., 2017).

Linear models generally have been the dominant statistical models because their functions can be
solved quickly, usually in one step, and their solutions are unique and represent a global optimum (i.e.,
the best possible solution among all solutions). Furthermore, the model fit works with relatively small
samples, and the testing can be well-understood (Durstewitz et al., 2019). Compared with linear models,
neural networks are more time-consuming and complicated, and it is often even impossible to identify
the global optimum (Goodfellow et al., 2016). They also require large amounts of data for the training of
the parameters (Durstewitz et al., 2019) and are more difficult to interpret (Urban & Gates, 2021).
However, regardless of these difficulties, they can identify complex patterns in data and make very
accurate predictions compared with linear models (Durstewitz et al., 2019). Furthermore, neural net-
works continue to work when the number of variables is larger than the sample size and in cases in which
many weak factors correlated with each other influence the phenomenon (Urban & Gates, 2021).
Another great benefit of the neural networks model is that the trained neural networks model can be
generalized and used to perform the same task with new inputs (Cichy & Kaiser, 2019). In RD prediction
models, as in ours, there are typically many kindergarten-age predictors which are correlated with each
other. These correlations cause collinearity problems in the linear models but not in the MLP model. This
may have contributed to the better performance of the MLP over the BReg. Another possible reason of
why the MLP performed better than the BReg in the identification of RD is that the MLP can identify
linear, non-linear, and interactional effects (for example, several combinations of the independent
variables building cumulative risk) or a combination of these which the BReg cannot identify.



22 (&) M.PSYRIDOU ET AL.

Important kindergarten factors for predicting adolescent RD

Among the three models, some consensus was reached on which factors are the most important for
predicting adolescent RF or RC difficulties. Unfortunately, while the MLP model provides information
on which are the most important factors for identifying RD, it does not provide information on
whether the effects of these factors are statistically significant. Overall, three factors emerged as the
most important for predicting RF difficulties from the MLP: RAN, gender, and letter knowledge
(spring). The same three factors, with the addition of number counting (spring), emerged as the most
significant from the BReg. For RC, RAN, letter knowledge (spring), and vocabulary emerged as the
most important factors from the MLP. From the BReg, RAN, gender, vocabulary, reading words
(spring), and maternal education level were the most significant. The LPA indicated that both RF and
RC difficulties were more common in Profile 1 than in the other profiles. In Profile 1, children had low
scores in all kindergarten cognitive skills, and they also had family risk for RD. For the LPA, the
comparison with the profiles found that those belonging to Profile 1 were male, had family risk for RD
and had significantly lower scores in all cognitive skills than those belonging to the other profiles.

Both the MLP and BReg suggested that RAN was an important factor in predicting RF and RC
difficulties. This is in line with previous studies that have reported RAN’s significance as a predictor of
RF (Georgiou et al., 2016; Landerl et al.,, 2019), particularly in more transparent orthographies such as
Finnish (Eklund et al., 2018; Kairaluoma et al., 2013). Considering the association between word reading
fluency skills and RC (see also, Florit & Cain, 2011), and that RAN is among the best predictors of reading
fluency (e.g., Eklund et al., 2018; Georgiou et al., 2016; Landerl et al., 2019), it is not surprising that RAN
also emerged as an important predictor of RC. Even though decoding’s predictive power drops over time
(e.g., Florit & Cain, 2011), previous studies have reported that RF remains a significant factor in predicting
adolescent RC (Garcia & Cain, 2014; Manu et al., 2021; Stanley et al., 2018; Torppa et al,, 2018). Thus, it is
likely that RAN’s effect on RC found in this study is mediated via RF (e.g., Eklund et al., 2018). In addition
to RAN, letter knowledge emerged as an important factor in predicting RF difficulties by both the MLP and
BReg, which is in accordance with several previous studies (e.g., Clayton et al., 2020; Manu et al,, 2021).

Interestingly, BReg and LPA suggested that number counting may also be an important factor in
predicting RF difficulties, which is noteworthy considering that number-counting skills usually are not
included in predicting RF difficulties. However, studies that have included number counting in the
prediction of RF skills have suggested that it could be a significant additional predictor (Bernabini
et al., 2021; Koponen et al., 2016). Finally, vocabulary was found to be an important factor in
predicting RC difficulties by both the MLP and BReg. This is also in accordance with previous studies
suggesting that RC is heavily reliant on oral language comprehension skills, such as vocabulary (e.g.,
Petscher et al., 2018; Psyridou et al., 2018). Weaknesses in oral language comprehension can manifest
years before a child learns to read, suggesting a possible causal link from oral language skills to later RC
difficulties (e.g., Eklund et al., 2018; Petscher et al., 2018; Psyridou et al., 2018).

Unlike previous studies, task-avoidant behavior (Georgiou et al., 2010; Hirvonen et al., 2010), shared
parent-child book reading, and the teaching literacy skills at home (e.g., Khanolainen et al., 2020; Mol &
Bus, 2011; Silinskas et al., 2020a) were not identified as important factors. Similarly, unlike previous
studies (e.g., Snowling & Melby-Lervég, 2016; Torppa et al., 2011), neither the MLP nor BReg found
family risk to be a significant predictor of RF difficulties in our data. One possible reason, at least for
family risk, may be that it was related to poor cognitive skills and the inclusion of cognitive skills in the
predictive models hide its effect on RD. As the LPA indicates, those belonging to Profile 1 and had the
lowest scores in cognitive skills in kindergarten also had family risk for RD. Another possible reason
could be the measure used to assess family risk in this study: a child was considered as having family risk
if either the mother or father reported some or clear RD. This assessment method is not as sensitive as
a more formal assessment, considering that in another Finnish sample, parental RD has been found to
predict RF over and above children’s cognitive skills (Torppa et al., 2011). Family risk may have emerged
as a predictor among those in Profile 1 from the LPA because the LPA focuses only on similarities and
differences in respect to the kindergarten-age factors and does not include reading skills. Finally, both the
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MLP and BReg identified gender as an important factor for RF and RC. Many previous studies have
reported that females outperform males in reading and that more males are identified with RD than
females (e.g., Psyridou et al., 2021; Quinn & Wagner, 2015).

This study has certain limitations that need to be addressed. First, we only used one measure to assess
RC. A more extensive assessment could have yielded a more reliable assessment of RC and, subsequently,
better predictions. Second, the assessment of listening comprehension was not optimal and the reliability
estimate was quite low. Such low reliability could be one reason why listening comprehension did not
emerge as an important factor for predicting RC difficulties. Thus, the results regarding the strongest
predictors of RC should be interpreted with caution, as it is likely that they are underestimating listening
comprehension’s predictive value. Third, our sample had missing values. We balanced the imputed cases
between the training and testing models by running the analysis multiple times, but not having missing
values would have been optimal. The handling of missing cases did not follow the same approach across the
three models. For the neural networks, we used single imputation (an expectation-maximization algorithm
in SPSS) while for the linear model and the mixture model we used data without imputing the missing
values. Imputation was conducted for the neural networks model because the MLP could not be performed
with missing values. The linear and the mixture models on the other hand do not have such kind of
limitation and can handle missingness, hence no need to use imputed data. For the linear and mixture
models we used a full information maximum likelihood estimator (MLR estimator in Mplus). With this
method we reach accurate standard errors while imputed data produces biases in standard errors. If we
were to use imputed data for the linear and mixture models, we would have obtained equal parameter
estimates to the MLR method used now but downward biased standard errors. This is because single
imputation decreases the variability by adding the most plausible value to the data. Moreover, we think that
it is important to use the way which is considered the best for handling missing data for each individual
method as this is also the manner in which they are used in empirical papers that do not aim to compare
methods against each other. Fourthly, the family risk variables were based on self-reports with a single
question. This assessment may not have provided an accurate evaluation of parental reading skills and,
thus, underestimating the predictive power of parental reading skills. In addition, RF or RC difficulty was
defined as scoring in the lowest 10% of the RF or RC distribution, respectively. The selection of the cutoft
matters as they are always somewhat arbitrary, and the outcomes of the studies might also be affected by the
chosen cutoff (Psyridou et al., 2020). However, although the use of cutoffs is likely to lead to uncertainties in
research findings because of measurement error (Branum-Martin et al., 2013; Francis et al., 2005; Psyridou
et al., 2020), it is also a practical tool for the identification of children with RD. Internationally, different
research groups use different cutoffs such as the lowest 10%, lowest 25%, 1SD below the mean, 1.5SD below
the mean (e.g., Catts et al.,, 2012: 1SD, Esmaeeli et al., 2019: lowest 20%; Etmanskie et al., 2016: 25th
percentile, Snowling et al.,, 2021, p. 10th percentile). The large sample of the present study allowed the
selection of a rather strict cutoff for the identification of RD. Finally, in this study we compared three
models on their accuracy in predicting RD and we identified that the MLP was more accurate than both the
LPA and BReg models. Future research should examine how other models (e.g., random forest, LASSO
regression) compare with neural networks models.

Conclusions

Overall, the results of this study suggest that the neural networks model (MLP) was the most accurate
method compared with the linear (BReg) and mixture (LPA) models for the early prediction of adolescent
RF and RC difficulties. MLP was found to be superior even when compared with the combination of LPA
and BReg. Thus, the results indicate that the use of deep neural networks for early RD identification
purposes in the case of data with multiple interacting predictors looks promising. Possible reasons for the
better performance of the neural networks could be that the neural networks models do not run into
collinearity problems compared to the linear models. This allows the inclusion of a much broader set of
predictors. In addition, the neural networks models can identify non-linear effects which the linear models
cannot identify. This could also lead to the identification of more complex patterns in the data and as such
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better performance of the model. For example, the neural network approach could handle many more
variables than the ones we have used here, e.g., more information about home, preschool, early school, or
non-cognitive psychological factors, which holds a promise for even better prediction of RD. After careful
development of a trained model, this method maybe could be used ultimately in schools to aid in early
identification of children at risk of developing RD.

With respect to the further use of neural networks for predicting RD, some practical and ethical
considerations must be made. First, when training models with many parameters on small sample sizes,
it can be difficult to identify a solution that can be generalized to the larger population (Whelan & Garavan,
2014). Training the model in different data sets may be necessary to make it more generalizable (Durstewitz
et al, 2019). As Appendices B and C show, the correlation between the training and testing models for RF
and RC changes depending on the part of the data used. Second, machine learning entails using a trained
model to make predictions for new inputs; thus, training the model is critical because later predictions will
be only as good as the data used for training. Biased data, intentionally or unintentionally, can lead to biased
results (Ouchchy et al., 2020; Stahl, 2021). As researchers, we must be aware of the models and data used for
training. Third, while this type of modeling opens the door to predicting RD early, indicating potential for
early support, this early prediction also increases the risk of students encountering discrimination, labeling,
and being left behind due to an algorithms result. Although neural networks seemed to provide a more
accurate prediction, it was still far from being 100% accurate; therefore, false positive and false negative
classifications still occurred. However, accuracy could be improved by adding more data. In this study, we
predicted RF and RC difficulties at one time point (Grade 9) using kindergarten-age factors. Assessing
reading skills at more than one time point, particularly during the early phases of reading development,
likely would improve the accuracy in predicting adolescent RD. Furthermore, the inclusion of a broader
and more reliable battery of measures might help improve predictions of RD. However, even if prediction
accuracy were to rise sharply, in practice, the neural networks model should serve merely as one tool among
many when early screening and support decisions are made concerning individuals. We also must
remember that early identification is useful and ethically fully justified only if it is followed by adequate
support.

In conclusion, neural networks seem to be a valid method for identifying those at risk for RD early.
MLP was more accurate than both the LPA and BReg models. In the past, linear and mixture models
have been used most often for this purpose, but machine learning models, such as the neural networks
model described in this study, seem to be more powerful, exceeding both the linear and mixture
models as well as their combination.
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Correlations among the kindergarten-age factors and the reading fluency and reading comprehension skills in Grade 9

1 2 3 4 5 6 7 8 9 10 "
1. Maternal education 1 —20%* —09** .00 .22** .04 21 7 24% 8% 20%*
2. Family risk for RD —.20** 1 —-04 —08* —07* .04 —13* —16** —19%* —18%* —14**
3. Teaching letters —.08**  —04 1 S59%¥* 0 14%% —09%*  —-02 -.01 .06*  .05* .02
4. Teaching reading 00 —-.07* .60** 1 09%%  —11%*  08**  14** 7% 18**  .10**
5. Shared reading 22% - 07% 4% 1 1 -03 .1* 06 5% 0% 12%*
6. Gender .04 04 —09** —11** —0.03 1 = 6% —12%F —12%% 3%
7. Phonological awareness fall 20%% —12% —01  .08**  11** 0% 1 S56**% 61**F 54%* 56%¥
8. Phonological awareness spring .17**  —17** 01 J3¥ 04 7% 55%* 1 S55%*%  59%*  37%
9. Letter knowledge fall 23*¥% —19%% 06*  19%* 15%% —13%*  58%* 5% 1 81 63**
10. Letter knowledge spring 8% —19%* Q7% 20%*  .08** —.15%* 52%¢  2¥*  7O*¥ 1 50%*
11. Reading words fall A7** 0 =14** 02 J2% 0% —11% 0 46%F 28*%% 55%F 37 1
12. Reading words spring 8% —19%* 02 21% 1% 5% 57** 50*%*  67**  .60**  .62**
13. Number counting fall J8% —14% —03  .10%* .00 3% 42** 38**  60**  55%*  38*%*
14. Number counting spring 5% —16** .01 08%*  —01 .09%*  37**  40**  50%*  55%  209**
15. RAN a3¥ 0 —14% 03 07**08%*  —05%  26%*  28**  34%* 3% )5¥¥
16. Vocabulary 20 —.08** .00 .04 9% .00 32%% 0 29%% 34%x Q9%x DD**
17. Listening comprehension a3¥ 0 —10% .02 05 4% —07¥* 8% 16 18**  16**  .16**
18. Task avoidant behavior Je* —13% —01  .07%F .01 —24%%  31*¥* 31*¥* 34%x 36%*F 4%
19. Word list reading 7% —06 .01 09%* 06 —.24%F  22%% 1% 32%% 3)¥x D%*
20. Differentiate words 5% =13 02 2% 05 —34% 24%x 5**  34%x  35¥x  30**
21. Sentence reading fluency 5% —14** 05 J2%F 0 2%% 0 _24%% 0 20%*F 19%% 27%% 29%*%  25%*
22. Reading fluency mean score ~ .18** —12** 03 J3¥F09%F —32%% 26%*  25%% 3% 37%*  31**
23. Reading comprehension PISA  .23**  —11** 00 09%  21%*  —22%%  Q9¥x  Q3¥x  3p¥x  3Q¥* Q8%
(continue)
12 13 14 15 16 17 18 19 20 21 22 23
1. Maternal education 7% 8% 5% 14%% 0 20% 4% 7 8% 15% 16%F 18*F 22%
2. Family risk for RD = 9% 5% _14%% —12%*% —07F —.08%* —14%* —06 —.14%% —14%F —12%F —11**
3. Teaching letters .03 -.03 .00 02 -02 .02 .00 .01 .01 .05 .03 -.01
4. Teaching reading 20% 09** .05*% .07** .03 .04 07% .08%*  12%% 2% 2% 07*
5. Shared reading 0% 00 .00 .09%F 19% 5% 02 05 .04 12% 08 1%
6. Gender —A7*% 3% 09%*F  —08** .01 —.07*F —24%% _24*% _34%*% 4% _3p¥* _)**
7. Phonological awareness ~ .62**  43%*  35%%  Q9¥*  30%*  19%*  30%*  23%* 4% 2% Q6% 29%*
fall
8. Phonological awareness ~ .63**  .39**  35%*  31**  QG¥*  4¥x  30¥*  23¥*  7**x  D1*x Q7**F 4%
spring
9. Letter knowledge fall JUEE DoKX A*x 37*x 3% JO** 33** 3D**  35%*  D8**  36%*  33**
10. Letter knowledge spring .72**  56**  51**  37¥*  27¥*  |5¥*  3]¥x 3% 36%*  31¥* 37¥* 30%*
11. Reading words fall 62%% ATX* 31X¥x Q8** 24%% 7*¥* Q6**  27%%  31¥*¢ 26**  32%%  33%
12. Reading words spring 1 S50%* 4T*x 38** 5% 7% 35%F  31¥* 39%x  31¥* 39*%x 37**
13. Number counting fall A48%* 1 66%F 30%F  26%*  15%* 30%*  27**  28%*  23%  20%*  5**
14. Number counting spring  .39**  .69%* 1 0% 24%% 1% 28%% 22%F  26**  21%* 26%*  20%*
15. RAN 33% 0 30%* 31** 1 A7 4% 26%* 30%* 26%*  30%*  32%%  24%
16. Vocabulary 24%% 0 28**  27** J9** 1 0% 20%*%  15%*  07*  18**  14%*  28*
17. Listening A7*% Q5% 4% 1 29%* 1 %% 11F 1% 3% 3% 23%*
comprehension
18. Task avoidant behavior ~ .33** ~ 30**  32**  25%*  2p%x  q7*x 1 23%F 0 27%x Q0% Q7**% 4%
19. Word list reading STFe 0 27% 24 Q7*% Q7F 0 1FF 0 21%* 1 64%*  69%*  88**  43**
20. Differentiate words 9% 28%*  26%*  22%% Q7% 12%* 26" .66%* 1 S59%* - 85** 4%
21. Sentence reading S1FE S 23% Q1% Q7 O I3 Q1% g7 ST 1 87%%  50%*
fluency
22. Reading fluency mean ~ .39%*  30%**  27%*  20%* 16** |13**  27**  B9**  86**  86** 1 S51**
score
23.Reading comprehension  .36**  25%%  21¥*  23¥*  3(*  D¥*  4** 43%* A3¥x 4@¥*  5)¥X 1

PISA

Below the diagonal there is Pearson correlation coefficient and above the diagonal Spearman’s

*p < .05, ¥p < .01, **p < .001
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Appendix B

Correlations between the training and the testing model for the 20 seeds used in the MLP model for reading fluency
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Appendix C

Correlations between the training and the testing model for the 20 seeds used in the MLP model for reading
comprehension
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ROC Curves for reading fluency using MLP (figure a) and BReg (figure b) for the training models. The area under the
curve for the MLP is .80 and for the BReg is .71. In the training sample there were 807 cases.
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ROC Curves for reading comprehension using MLP (figure ¢) and BReg (figure d) for the training models. The area
under the curve for the MLP is .84 and for the BReg is .72. In the training sample there were 711 cases.
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