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Abstract 

Artificial Intelligence is an important asset of Industry 4.0. Current discoveries within machine learning and particularly in deep 
learning enable qualitative change within the industrial processes, applications, systems and products. However, there is an 
important challenge related to explainability of (and, therefore, trust to) the decisions made by the deep learning models (aka 
black-boxes) and their poor capacity for being integrated with each other.  Explainable artificial intelligence is needed instead but 
without loss of effectiveness of the deep learning models. In this paper we present the transformation technique between black-
box models and explainable (as well as interoperable) classifiers on the basis of semantic rules via automatic recreation of the 
training datasets and retraining the decision trees (explainable models) in between. Our transformation technique results to 
explainable rule-based classifiers with good performance and efficient training process due to embedded incremental ignorance 
discovery and adversarial samples (“corner cases”) generation algorithms. We have also shown the use-case scenario for such 
explainable and interoperable classifiers, which is collaborative condition monitoring, diagnostics and predictive maintenance of 
distributed (and isolated) smart industrial assets while preserving data and knowledge privacy of the users. 
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1. Introduction and Related Work 

We all observe the huge impact made recently by the Artificial Intelligence (AI) while addressing the decision-
making problems within the big data challenge context. People start to think whether their further interaction and 
integration with the AI goes towards the replacement rather than augmentation of human decision makers 
[1].  However, in spite of fast development of artificial, computational, autonomous and smart decision-making 
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capabilities, models and tools, the decision-making will remain human-centric even during the transformation from 
Industry 4.0 to Industry 5.0 [2]. According to [3], a new revolutionary wave—Industry 5.0 will be an “Age of 
Augmentation” or the human-machine symbiosis. 

Almost all the processes within modern industry, including smart manufacturing, Industry 4.0 and 5.0, are driven 
by the decision-making where the balance of the decision power must be smartly distributed among the people 
involved, AI and Machine Learning (ML) models, autonomous agents, robots, and other smart components, 
however, preserving the key decisive role of a human. Bruzonne et al. [4] suggested strategic engineering as a 
discipline to study synergy between the Industry 4.0 and various decision-making paradigms where AI will play the 
key role together with modelling, simulation and data analytics. Industry 4.0 requires properly designed AI models 
to support humans to handle various decision-making problems, from the everyday manufacturing decisions to the 
strategic ones and from the business as usual decisions to the decisions in critical emergencies [5], from individual 
decision models to collaborative and resilient decision infrastructures to handle crises, such as COVID-19 
pandemics [6]. According to Longo et al. [7], various human factors are still very important in Industry 4.0, even 
within highly automated processes, such as intelligent fault detection and alarm management. Popular and important 
problem of predictive maintenance also requires human involvement because the real-world implementations are 
still rare [8] due to lack of high-quality monitoring data and poor user experience in applying AI methods and tools. 

Therefore, a human remains to be a key player in the industrial decision-making processes, both as component 
within a heterogeneous decision-making “team” and as a user of the decisions made. However, this means that the 
human, to be able to collaborate during decision-making and to apply the decision afterwards, must be well aware of 
not only what the decision is but also how it was made and why. As noticed in [9], humans who are using the real-
time process predictions within smart factories need to establish confidence in the automatically derived predictions 
and suggested decisions. Explainable AI (XAI) has emerged to enable humans to understand, trust, and manage the 
AI they work with. Therefore, there is a great demand of explicit declarative knowledge linked to the large 
ontologies [10] to enable transparency, accountability [11] and trust for the industrial AI/ML applications [12]. 
However, as noticed in [13], the major explainability problems are related to the deep learning models used within 
the cyber-physical systems context and based on artificial neural networks where the relational link between input 
and output is not observable. 

In contrast to (deep) neural networks, decision trees [14] are known to be a type of explainable models produces 
by the ML processes. Decision trees combine simple questions about the data in an understandable way and, 
therefore, their formal representation enables automatic extraction of the explicit decision rules from them. 
John Ross Quinlan, in addition to the famous C4.5 algorithm [15] widely used to learn decision trees from data, 
suggested also an approach [16] for transforming such trees into small sets of production rules (suitable and 
transparent formalism for expressing knowledge in industrial diagnostics and maintenance systems). However, his 
approach requires the training set of cases from which the decision tree has been generated. Direct model-to-model 
transformation between the decision tree and the rules’ set is more challenging but doable task [17]. 

However, it is also important that the rules coming from different (trained independently) decision trees could be 
seamlessly and incrementally integrated with other (previously available) rules. Such integration requires sharing 
common ontologies among rule sets and representing the rules in a standardized form such as, e.g., Semantic Web 
Rule Language (SWRL) [18]. Just because of little interoperability between former rule-based systems, the SWRL 
has been designed as a language for sharing rules [19]. SWRL rules can be updated incrementally because SWRL 
language supports the Open World Assumption and monotonic reasoning, and has already a good reputation among 
industry experts. For example, [20] reports on developed domain ontology for modeling predictive maintenance 
knowledge and a set of SWRL predictive rules for reasoning about the time and criticality of machinery failures. In 
[21], the attempt is reported aiming to capture SWRL rules directly from the decision tree trained by WEKA ML-as-
a-service for the problem of managing order allocation in manufacturing network containing 300 small enterprises. 
The importance of applying semantic technologies within Industry 4.0 has been argued in [22], especially regarding 
the automation of manufacturing processes and intelligent condition monitoring systems on top of them. Also [23] 
argues that combination of ML models and semantic web technologies (ontologies and reasoning) is important for 
predictive maintenance problems. Both of these problems (condition monitoring together with predictive 
maintenance) require models’ integration because these models are usually learned independently from data coming 
from different items of the same asset class, e.g., electric motors of same or similar type [24]. Another important 
area within Industry 4.0, where the explainable and easy-to-integrate models are needed, is related to robots and 
autonomous systems in general and agents in particular, and which requires interoperable simulations focusing on 
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capabilities, models and tools, the decision-making will remain human-centric even during the transformation from 
Industry 4.0 to Industry 5.0 [2]. According to [3], a new revolutionary wave—Industry 5.0 will be an “Age of 
Augmentation” or the human-machine symbiosis. 

Almost all the processes within modern industry, including smart manufacturing, Industry 4.0 and 5.0, are driven 
by the decision-making where the balance of the decision power must be smartly distributed among the people 
involved, AI and Machine Learning (ML) models, autonomous agents, robots, and other smart components, 
however, preserving the key decisive role of a human. Bruzonne et al. [4] suggested strategic engineering as a 
discipline to study synergy between the Industry 4.0 and various decision-making paradigms where AI will play the 
key role together with modelling, simulation and data analytics. Industry 4.0 requires properly designed AI models 
to support humans to handle various decision-making problems, from the everyday manufacturing decisions to the 
strategic ones and from the business as usual decisions to the decisions in critical emergencies [5], from individual 
decision models to collaborative and resilient decision infrastructures to handle crises, such as COVID-19 
pandemics [6]. According to Longo et al. [7], various human factors are still very important in Industry 4.0, even 
within highly automated processes, such as intelligent fault detection and alarm management. Popular and important 
problem of predictive maintenance also requires human involvement because the real-world implementations are 
still rare [8] due to lack of high-quality monitoring data and poor user experience in applying AI methods and tools. 

Therefore, a human remains to be a key player in the industrial decision-making processes, both as component 
within a heterogeneous decision-making “team” and as a user of the decisions made. However, this means that the 
human, to be able to collaborate during decision-making and to apply the decision afterwards, must be well aware of 
not only what the decision is but also how it was made and why. As noticed in [9], humans who are using the real-
time process predictions within smart factories need to establish confidence in the automatically derived predictions 
and suggested decisions. Explainable AI (XAI) has emerged to enable humans to understand, trust, and manage the 
AI they work with. Therefore, there is a great demand of explicit declarative knowledge linked to the large 
ontologies [10] to enable transparency, accountability [11] and trust for the industrial AI/ML applications [12]. 
However, as noticed in [13], the major explainability problems are related to the deep learning models used within 
the cyber-physical systems context and based on artificial neural networks where the relational link between input 
and output is not observable. 

In contrast to (deep) neural networks, decision trees [14] are known to be a type of explainable models produces 
by the ML processes. Decision trees combine simple questions about the data in an understandable way and, 
therefore, their formal representation enables automatic extraction of the explicit decision rules from them. 
John Ross Quinlan, in addition to the famous C4.5 algorithm [15] widely used to learn decision trees from data, 
suggested also an approach [16] for transforming such trees into small sets of production rules (suitable and 
transparent formalism for expressing knowledge in industrial diagnostics and maintenance systems). However, his 
approach requires the training set of cases from which the decision tree has been generated. Direct model-to-model 
transformation between the decision tree and the rules’ set is more challenging but doable task [17]. 

However, it is also important that the rules coming from different (trained independently) decision trees could be 
seamlessly and incrementally integrated with other (previously available) rules. Such integration requires sharing 
common ontologies among rule sets and representing the rules in a standardized form such as, e.g., Semantic Web 
Rule Language (SWRL) [18]. Just because of little interoperability between former rule-based systems, the SWRL 
has been designed as a language for sharing rules [19]. SWRL rules can be updated incrementally because SWRL 
language supports the Open World Assumption and monotonic reasoning, and has already a good reputation among 
industry experts. For example, [20] reports on developed domain ontology for modeling predictive maintenance 
knowledge and a set of SWRL predictive rules for reasoning about the time and criticality of machinery failures. In 
[21], the attempt is reported aiming to capture SWRL rules directly from the decision tree trained by WEKA ML-as-
a-service for the problem of managing order allocation in manufacturing network containing 300 small enterprises. 
The importance of applying semantic technologies within Industry 4.0 has been argued in [22], especially regarding 
the automation of manufacturing processes and intelligent condition monitoring systems on top of them. Also [23] 
argues that combination of ML models and semantic web technologies (ontologies and reasoning) is important for 
predictive maintenance problems. Both of these problems (condition monitoring together with predictive 
maintenance) require models’ integration because these models are usually learned independently from data coming 
from different items of the same asset class, e.g., electric motors of same or similar type [24]. Another important 
area within Industry 4.0, where the explainable and easy-to-integrate models are needed, is related to robots and 
autonomous systems in general and agents in particular, and which requires interoperable simulations focusing on 
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predictive maintenance and security important for autonomous critical missions [25]. Generic integration and 
interoperability solution is reported in [26], where semantic reasoning is performed by autonomous agents used as a 
proxy to smart industrial assets with embedded intelligence [27]. Good summary on the current state of the semantic 
web research and applications (after 20 years of it history) is available in [28]; check also the cross-domain 
multidisciplinary reviews on the benefits of semantics for cyber-physical systems in general [29] and for cyber-
physical production systems in particular [30]. All the reviews indicate the great need for semantic technologies in 
data and knowledge representation and reasoning applied to modern industry due to highest level of explainability 
and integration capacity of these technologies. 

Other option of integrating and using collaboratively several distinct ML models trained from isolated 
decentralized (due to the ownership or privacy reasons [31]) datasets is related to the so-called federated learning 
[32]. When the component models themselves are not explainable, then the explainability of the decisions produced 
by federated learning processes is a complex task and an additional challenge for XAI [33].   

Therefore, the main challenge on the roadmap towards XAI remains the transformation of ML models (individual 
or collaborating) between the connectionist (e.g., deep neural networks) and symbolic (e.g., decision trees) 
representations. While there exist several solutions for transformation of decision trees to neural networks (see [34]) 
and also efficient hybrids of decision trees and neural networks (see [35] or [36]), however, the task of making the 
neural networks explainable by transforming them into the decision trees is still on the table. Symbolic models, 
which are based on formal logic and deductive reasoning are fundamentally different from the models based on 
neural networks. As noticed in [37], this difference is not only in their approach and internals, but also in their 
capabilities. Therefore, neural-symbolic integration aims to bridge and benefit from both paradigms. Artificial 
neural networks are the black-boxes lacking interpretability however they are known to generalize better than the 
decision trees. Some attempts have been reported regarding approaching the rule extraction from neural nets (see, 
e.g., [38], [39], [40] and [41]), however, the problem still remains largely unresolved and unexplored.   

In this paper, we formulate our generic objectives with the following assumptions. Assume that we have some 
complex decision-making problem within some of the Industry 4.0 domains. Assume that various evidence, former 
observations (data) has been collected by independent business players and used for training various heterogeneous 
ML models, majority of which are not explainable (aka “black-boxes”). Assume that all these individual models 
become available as services for making further decisions within the domain, however all the data they were trained 
from and the models’ internals are not available. The objectives are: (a) to capture/extract the hidden individual 
models as XAI (decision trees); (b) make automatic transformation “decision trees – SWRL rules” under umbrella 
of the domain ontology; (c) integrate the SWRL models for collaborative decision making. We address these 
objectives in the paper and provide the use case scenario – industrial assets’ condition monitoring, diagnostics and 
predictive maintenance, in which such objectives make sense and could work for similar cases within Industry 4.0.   

This article is structured as follows: Section 2 describes the basic intuition behind our approach; Section 3 offers 
the way to represent the decision trees as SWRL rules under umbrella of some domain ontology; Section 4 provides 
the basic schema of transformation between the black-box models and XAI models preserving the classification 
accuracy and gives an example of the use case scenario (predictive maintenance); and we conclude in Section 5. 

2. Intuition behind the Approach 

The intuition behind the approach to our objectives is explained with an example in Figure 1. Assume that we 
have 20 training samples as data available for supervised ML in two-dimensional decision space (attributes X and 
Y), from which 10 samples are of class “Black” and 10 of class “Grey” as shown in Figure 1(a). If to train some 
deep feedforward neural network with such data we will get the decision boundary, which smoothly separates Grey 
and Black samples as shown in Figure 1(b). It is known that neural networks usually generalize well, i.e., they are 
capable of finding the balance between the overfitting and underfitting while training and, therefore, perform better 
than other models with the test sets. We used the TensorFlow open-source code in our experiments for training 
neural networks. Let us now forget for a moment about the neural network and try to train independently a simple 
decision tree on the basis of the same 20 training samples and represent it (branch-by-branch) in the form of rules. In 
our experiments, we used the basic decision tree learning algorithms for batch training process [42] available online 
via [43] and also the algorithms from [44] when simulating streaming data. 
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Figure 1. Neural network vs. decision tree example: (a) 20 training samples; (b) decision boundary produced by neural network; (c) two rules for 
the class “Black” produced by the trained decision tree; (e) potential error zones for the decision tree (regarding class “Black”) where the trained 
neural network performs better; (e) two rules for the class “Grey” produced by the trained decision tree;.(f) potential error zones for the decision 
tree (regarding class “Grey”) where the trained neural network performs better; (g) generated samples (“corner cases” or “adversarial samples”) 
within the discovered potential error zones that could be used to re-train the decision tree aiming better classification accuracy and robustness. 
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neural networks are the black-boxes lacking interpretability however they are known to generalize better than the 
decision trees. Some attempts have been reported regarding approaching the rule extraction from neural nets (see, 
e.g., [38], [39], [40] and [41]), however, the problem still remains largely unresolved and unexplored.   

In this paper, we formulate our generic objectives with the following assumptions. Assume that we have some 
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observations (data) has been collected by independent business players and used for training various heterogeneous 
ML models, majority of which are not explainable (aka “black-boxes”). Assume that all these individual models 
become available as services for making further decisions within the domain, however all the data they were trained 
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the basic schema of transformation between the black-box models and XAI models preserving the classification 
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2. Intuition behind the Approach 
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decision tree on the basis of the same 20 training samples and represent it (branch-by-branch) in the form of rules. In 
our experiments, we used the basic decision tree learning algorithms for batch training process [42] available online 
via [43] and also the algorithms from [44] when simulating streaming data. 
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Figure 1. Neural network vs. decision tree example: (a) 20 training samples; (b) decision boundary produced by neural network; (c) two rules for 
the class “Black” produced by the trained decision tree; (e) potential error zones for the decision tree (regarding class “Black”) where the trained 
neural network performs better; (e) two rules for the class “Grey” produced by the trained decision tree;.(f) potential error zones for the decision 
tree (regarding class “Grey”) where the trained neural network performs better; (g) generated samples (“corner cases” or “adversarial samples”) 
within the discovered potential error zones that could be used to re-train the decision tree aiming better classification accuracy and robustness. 
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For the example in Figure 1, the trained decision tree contains six rules: two for the class “Black” as shown in 
Figure 1(c); and four rules for the class “Grey” as shown in Figure 1(e). As one can see, each rule corresponds to an 
appropriate rectangle in two-dimensional space containing the training samples with the corresponding class labels. 
If to assume that the trained neural network is an ideal classifier for our example, then one can notice that the trained 
decision tree model underfits a bit the available data. There are potential error zones (mismatch areas between the 
decision boundaries drawn by the “ideal” neural network and by the decision tree) within the decision space, 
samples from which (if given as the test samples) will be misclassified by the decision tree. Figure 1(d) shows such 
error zones (and potentially misclassified test samples drawn as circles) for the rules related to the class “Black”, 
and Figure 1(f) shows error zones for the rules associated with the class “Grey”. Finally, we may assume that, if to 
enhance the training set for the decision tree learning by adding correctly labelled samples (often called as “corner 
cases” or “adversarial samples” as shown in Figure 1(g)) from these potential error zones and re-train the decision 
tree model accordingly, then the decision tree classifier will be much more precise (having the robust decision 
boundary closer to the “ideal” one from the neural network). 

The observation above suggests the following approach of representing a black-box (e.g., deep neural network) 
ML model into an explainable decision tree (i.e., potentially, into a set of rules). We have to: “interview” the black-
box (available as a service) with “smart” (targeting potential error zones) queries; get class labels from the black-
box as an outcome and make the corner cases’ samples; create the training set from these samples for the decision 
tree learning; and, finally, train the decision tree. Therefore, we can use the black-box classifier as an “expert” to 
label the samples needed for the training dataset for supervised learning of a decision tree. The key point here is that 
we are not asking our black-box just some arbitrary questions and by doing so making the “interview” process long 
and “blind”. On the contrary, we use smart way to discover in real time the “confusion” zones during the interview, 
which are located along the decision boundary between classes or along the boundary between the desired decision 
space and “the rest of the world” and ask targeted queries aiming to get labelled corner cases (or adversarial 
samples). This way not only enables fast creation of training data (efficiency) for the decision tree learning but also 
guarantees effectiveness and robustness of the trained decision tree classifiers. The suggested schema and algorithm 
for the black-box—XAI transformation will be presented in Section 4.   

3. From the Decision Trees to SWRL Rules 

We experimented with the SWRL representations of the decision trees within Protégé [45], which is a popular 
open-source environment for designing ontologies and maintaining ontology-based systems. To extend capabilities 
of Protégé, we developed the XAI-plugin responsible for generating SWRL rules from data via decision tree 
learning. The plugin utilizes C4.5 ML algorithm as a remote service, trains decision tree from data and represents 
decision tree in the form of SWRL rules so that classes and properties from these rules refer to particular classes and 
properties already defined in the domain ontology designed in Protégé. Assume that the taxonomy of classes in the 
domain ontology includes class 𝐶𝐶, which is defined as a disjoint union of subclasses 𝐶𝐶1, 𝐶𝐶1, … , 𝐶𝐶𝑛𝑛. Assume that there 
are some instances with their datatype properties (attribute-value pairs) registered in each of the subclasses. The 
plugin organizes all these instances with their datatype properties and labels of the subclasses as a training set and 
automatically calls the remote C4.5 service to train the decision tree. Then the outcome from the remote service is 
represented in the form of SWRL rules using special procedure. The resulting rule set will later work as an 
embedded classifier within the ontology. When certain instance with its properties appears in class 𝐶𝐶, then this 
classifier (SWRL rule set) will automatically concretize it and re-register it to one of the subclasses 𝐶𝐶1, 𝐶𝐶1, … , 𝐶𝐶𝑛𝑛. 

Figure 2 shows our previous example with some Protégé screenshots to demonstrate the SWRL rules 
automatically generated by the XAI-plugin. These rules are capable to classify any arbitrary instance as “Black” or 
“Grey” given the values of its properties (X and Y). As we discussed already, the quality of the SWRL (decision 
tree-based) classifier will be much higher if the set of training samples would include more adversarial samples 
closer to the decision boundary between classes. Therefore, to fill the subclasses 𝐶𝐶1, 𝐶𝐶1, … , 𝐶𝐶𝑛𝑛  with potential 
(challenging) training instances we use our approach of “interviewing” a strong black-box classifier (e.g., deep 
neural network) by generating and labelling the adversarial samples and feeding the ontology with such samples to 
enable XAI-plugin to design stronger SWRL classifiers. This will be shown in the following section. 
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Figure 2. SWRL rules generated on the basis of 20 training samples using decision tree learning algorithm and special Protégé plugin 

4. “Black-Box” – XAI Transformation Schema and the Use-Case Scenario 

Complete schema for intended transformation (i.e., “cloning” the black-box ML models into semantic XAI 
models) is shown in Figure 3. First, the shape of the multidimensional decision space is defined, which is the 
domain boundary separating the potential data manifolds representing intended classes with the “rest of the world”. 
With such boundary we specify the area, in which we are going to train/test/use our intended classifier. Usual shapes 
are rectangular (in general case - hyperrectangle), circular (in general case - hypersphere) or (seldom) arbitrary 
(analytically defined multidimensional closed curved hyperplane). 

The next key component of the schema is “Ignorance Explorer”. Its role is to discover in real time the maximal 
void (ignorance/confusion zone) within the decision space and report coordinates of the focus of that zone as an 
adversarial sample to be labelled. For the ignorance discovery we used algorithm provided in [46]. The analytics 
from [46] is defined so that it works with an arbitrary shape of the domain boundary. The intended ignorance zones 
(where the potential adversarial samples are located) exist and must be discovered not only between the differently 
labelled data manifolds (i.e., groups of samples with different class labels) but also between these manifolds and the 
decision space boundary. Therefore, the ignorance discovery analytics from [46] considers two types of voids within 
the decision space: (1) empty hyperspheres centered on the domain boundary and touching at least one data sample; 
and (2) empty hyperspheres placed completely within the decision space and touching two differently labelled data 
samples. The algorithm for the ignorance focus (adversarial sample) discovery at each iteration of the “black-box 
interview” works as follows. At every iteration step, the ignorance zones (voids) are discovered within the domain 
populated with the already nominated adversarial samples (starting from the empty set of samples and adding one at 
each iteration). The domain boundary could be set up manually by the data scientist or it can be discovered as the 
(minimal volume) multidimensional hypersphere or hyperrectangle, which covers all the data samples. The center of 
the largest void (aka adversarial sample) is discovered and its coordinates are used as a query (submitted by the 
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“Challenger” component in Figure 3) to the black-box classifier, which returns label to the discovered adversarial 
sample. Labelled sample is added to the set of already nominated adversarial samples and the process of ignorance 
discovery will be repeated with the updated set. When we reach the stopping criterion (i.e., the radius of the largest 
available void becomes less than the predefined minimum) and, therefore, the intended number of adversarial 
samples is collected as a training set for supervised learning, then we can continue with generating the decision tree 
and corresponding SWRL rules as described in the previous section. Finally, as shown in Figure 3, we will get the 
explainable SWRL “clone” of the original black-box (deep neural network) classifier, which will provide good 
classification accuracy in addition to explainability and, as an added value will have the capacity to be integrated 
with similar classifiers.    

Figure 3. The generic schema of “cloning” black-box classification models to the explainable form of SWRL rules 

Possible use-case scenario where one can get benefits of using the schema above for Industry 4.0 is the condition 
monitoring, diagnostics and maintenance of industrial assets as shown in Figure 4. Here is the case when the smart 
and expensive assets of the same type have been sold and used globally. The automatic diagnostic models are 
continuously trained independently by local data scientists and used for predictive maintenance. These models are 
naturally heterogeneous black-boxes and their users are not going to share training data with each other. However, it 
would be beneficial for all to use (for more advanced diagnostics) some integrated model composed of these 
individual diagnostic models. This can be done by making the XAI-SWRL clones of the available black-boxes and 
use the integration capacity of SWRL to generate an integrated (more capable) model for diagnostics and predictive 
maintenance of the individual instances of the industrial asset (Figure 4). We have implemented such schema as a 
new additional feature of our UBIWARE platform [47], which is a semantic middleware for the internet of things. 
Possible conflicts between individual rules are resolved using the dynamic integration technique [48] when the most 
reputed (within a particular subspace of the decision space) rule is applied to handle particular classification case. 
Reputation (an expected performance within certain subspace) of each rule is computed by special procedure [48]. 
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Figure 4. Use case scenario (predictive maintenance of smart industrial assets) for the black-box – XAI (SWRL) transformation and integration 

In this study, we took the real industrial use-cases from our former projects SmartResource and UBIWARE 
(complete documentation and downloads can be found in: www.cs.jyu.fi/ai/SmartResource_UBIWARE.html). 
During these projects’ times, we have collected huge datasets on industrial assets (paper machines, power networks, 
etc.). Due to the explainability requirement, originally, we have used either manually-fed expert rules for fault 
detection and classification or ML algorithms (Bayesian networks and decision tree learning) [49]. With such 
models, that time, we could get the overall classification accuracy of about 75-85%. In the current study we reuse 
the same datasets, however we were able to train the deep neural networks, which gave us much higher 
classification accuracy (85-97%). Then we used our XAI transformation technique and get the explainable version 
of these deep neural networks in terms of SWRL rules. By this way we were able to preserve required explainability 
but in the same time we were able to use the advantage of neural network (i.e., capability to generalize better and 
provide better classification accuracy). 
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5. Conclusions 

In this paper, we have used several AI and ML techniques from our former research to approach the problem of 
explainability (XAI), which is important nowadays for smart manufacturing and Industry 4.0. We have shown that 
outcomes of deep learning, which are usually very capable and accurate but not explainable (aka black-boxes) AI 
models, can be automatically retrained as decision trees without access to the original training data and without 
essential loss of generalization accuracy. Training data for potential decision trees must be recovered by 
“interviewing” these black-boxes. To make the process of training data recovery efficient and for improving the 
quality of training data, we applied special incremental ignorance discovery algorithms from [46] where the 
ignorance or confusion zones (specially defined “voids”) within the incrementally designed training dataset are 
discovered as a target area to generate new queries to the black-box at each iteration aiming to label most vulnerable 
places for potential decision tree classifier.  

We have extended our UBIWARE middleware for the IoT [47] with the appropriate implementation. We have 
shown that, for better explainability and integration capacity, the retrained decision tree models could be represented 
as rules and more specifically as SWRL rules, which support the Open World Assumption, could be connected with 
the domain ontology and other previously defined rules, i.e., enabling semantic integration and interoperability of AI 
models and knowledge-based systems.   

We have made the transformation algorithm: neural network – SWRL rules with the explicit mediator - a 
decision tree aiming to get XAI representation in both forms (decision tree and SWRL) each potentially useful in 
different applications. 

As a use-case scenario, we considered the popular problem of industrial assets’ condition monitoring, diagnostics 
and predictive maintenance where not only explainability of ML-driven tools and models is an issue but also the 
distributed ownership of various and heterogeneous diagnostic models. We have shown that “cloning” each 
individual model into SWRL rules’ representation and linking these rules together results to more advanced 
collaborative diagnostics (aka special kind of federated learning technique) of industrial assets beneficial for all 
distributed users without loss of their privacy and ownerships. 

In this paper we considered only models originated from the numeric data, which is current limitation of the 
approach. The presented procedure can be used with the numeric data, e.g., an input vector for an artificial (feed-
forward) neural network or the data where each attribute is related to some feature of the object being analyzed and 
with the concrete numeric value for the feature.  Number of dimensions could be arbitrary (in our examples we used 
2D data just to ease readers’ perceptions of the figures). In our use cases we have experimented with data containing 
100-150 attributes. However, regarding other data formats, e.g., the image data, where initial information about the 
object comes from the values of the pixels and which requires convolutional layers of a neural network to discover 
and get the values for hidden actual features, our procedure cannot be used as such yet and will need further 
modifications. In near future we are going to adapt the approach for categorical data, images, video, text and speech. 

We limited this study with the classification problems only and leave the regression tasks for the future due the 
following couple of reasons: (a) We used a decision tree as a mediator between the neural networks and the SWRL 
rules. Decision tree is a type of supervised learning algorithm, which has a pre-defined target variable, and, 
therefore, such trees could be used for regression problems if and only if the target variable is inside the range of 
values seen in the dataset used for training; (b) Current implementation of Pellet (reasoner for SWRL) has certain 
difficulties while re-assigning numeric values for the datatype attributes (needed for regression) due to Open World 
assumption and, therefore, limitations for the non-monotonic inferences. 

The limitations of our reported algorithm (in quantitative terms) are mainly related to the resource-consuming 
“Ignorance Explorer” component of data processing. For the dataset containing 𝑛𝑛 data samples with 𝑑𝑑 attributes (𝑑𝑑-
dimensional data space), the computational complexity of the maximal void (ignorance/confusion zone) discovery 
could be estimated as  𝑂𝑂(𝑛𝑛3 𝑑𝑑) as has been shown in [46].  
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5. Conclusions 

In this paper, we have used several AI and ML techniques from our former research to approach the problem of 
explainability (XAI), which is important nowadays for smart manufacturing and Industry 4.0. We have shown that 
outcomes of deep learning, which are usually very capable and accurate but not explainable (aka black-boxes) AI 
models, can be automatically retrained as decision trees without access to the original training data and without 
essential loss of generalization accuracy. Training data for potential decision trees must be recovered by 
“interviewing” these black-boxes. To make the process of training data recovery efficient and for improving the 
quality of training data, we applied special incremental ignorance discovery algorithms from [46] where the 
ignorance or confusion zones (specially defined “voids”) within the incrementally designed training dataset are 
discovered as a target area to generate new queries to the black-box at each iteration aiming to label most vulnerable 
places for potential decision tree classifier.  

We have extended our UBIWARE middleware for the IoT [47] with the appropriate implementation. We have 
shown that, for better explainability and integration capacity, the retrained decision tree models could be represented 
as rules and more specifically as SWRL rules, which support the Open World Assumption, could be connected with 
the domain ontology and other previously defined rules, i.e., enabling semantic integration and interoperability of AI 
models and knowledge-based systems.   

We have made the transformation algorithm: neural network – SWRL rules with the explicit mediator - a 
decision tree aiming to get XAI representation in both forms (decision tree and SWRL) each potentially useful in 
different applications. 

As a use-case scenario, we considered the popular problem of industrial assets’ condition monitoring, diagnostics 
and predictive maintenance where not only explainability of ML-driven tools and models is an issue but also the 
distributed ownership of various and heterogeneous diagnostic models. We have shown that “cloning” each 
individual model into SWRL rules’ representation and linking these rules together results to more advanced 
collaborative diagnostics (aka special kind of federated learning technique) of industrial assets beneficial for all 
distributed users without loss of their privacy and ownerships. 

In this paper we considered only models originated from the numeric data, which is current limitation of the 
approach. The presented procedure can be used with the numeric data, e.g., an input vector for an artificial (feed-
forward) neural network or the data where each attribute is related to some feature of the object being analyzed and 
with the concrete numeric value for the feature.  Number of dimensions could be arbitrary (in our examples we used 
2D data just to ease readers’ perceptions of the figures). In our use cases we have experimented with data containing 
100-150 attributes. However, regarding other data formats, e.g., the image data, where initial information about the 
object comes from the values of the pixels and which requires convolutional layers of a neural network to discover 
and get the values for hidden actual features, our procedure cannot be used as such yet and will need further 
modifications. In near future we are going to adapt the approach for categorical data, images, video, text and speech. 

We limited this study with the classification problems only and leave the regression tasks for the future due the 
following couple of reasons: (a) We used a decision tree as a mediator between the neural networks and the SWRL 
rules. Decision tree is a type of supervised learning algorithm, which has a pre-defined target variable, and, 
therefore, such trees could be used for regression problems if and only if the target variable is inside the range of 
values seen in the dataset used for training; (b) Current implementation of Pellet (reasoner for SWRL) has certain 
difficulties while re-assigning numeric values for the datatype attributes (needed for regression) due to Open World 
assumption and, therefore, limitations for the non-monotonic inferences. 

The limitations of our reported algorithm (in quantitative terms) are mainly related to the resource-consuming 
“Ignorance Explorer” component of data processing. For the dataset containing 𝑛𝑛 data samples with 𝑑𝑑 attributes (𝑑𝑑-
dimensional data space), the computational complexity of the maximal void (ignorance/confusion zone) discovery 
could be estimated as  𝑂𝑂(𝑛𝑛3 𝑑𝑑) as has been shown in [46].  
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