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Abstract

In this thesis we consider mean-field stochastic differential equa-
tions, which are an extension of classical stochastic differential equa-
tions, where the coefficients may depend on an additional measure
component in the law of the solution. We consider the existence of
weak solutions of such equations under the assumption that the coef-
ficients are bounded and continuous, where continuity is understood
in the 2-Wasserstein metric in the measure component. We follow
the treatment given in the article of Li, J. and Min, H., Weak solu-
tions of mean-field stochastic differential equations (2017). We start
by recalling some fundamental notions from stochastic analysis. Then
we introduce the path space, along with the classical local martingale
problem and functional stochastic differential equations. Furthermore
we introduce the Wasserstein spaces of measures and how to differen-
tiate functions depending on a measure variable. Finally we show the
existence of weak solutions to mean-field stochastic differential equa-
tions under bounded, measurable and continuous coefficients by show-
ing that there exists a solution to the corresponding local martingale
problem.

Tiivistelma

Tassa tutkielmassa késittelemme odotusarvokentallisid stokastisia
differentiaaliyhtal6ita, mitka ovat yleistys klassisille stokastisille diffe-
rentiaaliyhtaldille. Odotusarvokentéllisen stokastisen differentiaaliyhtélon
kerroinfunktiot saattavat riippua yliméaraisestd mittakomponentista
ratkaisun jakauman muodossa. Kasittelemme heikkojen ratkaisujen
olemassaoloa téllaisille yhtéldille olettaen, ettd kerroinfunktiot ovat
rajoitettuja ja jatkuvia, missd jatkuvuus mittakomponentin suhteen
ymmarretadn jatkuvuutena 2-Wasserstein metriikan suhteen. Seuraamme
artikkelia Li, J. ja Min, H. Weak solutions of mean-field stochastic dif-
ferential equations (2017). Aloitamme palauttamalla mieliimme joitakin
keskeisia kasitteita stokastisesta analyysistd. Taman jalkeen esittelemme
polkuavaruuden, klassisen lokaalin martingaaliongelman ja funktionaa-
liset stokastiset differentiaaliyhtélot. Lisaksi esittelemme Wassersteinin
mittojen avaruudet ja funktioiden differentioituvuuden mittakompo-
nentin suhteen. Lopuksi osoitamme heikkojen ratkaisujen olemassaolon
odotusarvokentallisille stokastisille differentiaaliyhtéldille olettaen etté
kerroinfunktiot ovat rajoitettuja, mitallisia ja jatkuvia. Tamé tehdadn
nayttamaélla, ettd vastaavalla lokaalilla martingaaliongelmalla on ole-
massa ratkaisu.
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1 Introduction

Throughout the thesis we make the convention to use the abbreviation SDE
for stochastic differential equation.

This thesis deals with a type of SDEs called mean-field SDEs. How the
classical SDE
dX; = b(s, Xs)ds + o (s, Xs)dWj (1)

has coefficients depending on a time variable and a spatial variable, in the
mean-field case we have

dX; =b(s, Xs,Px,)ds + o(s, Xs, Px,)dWs. (2)

This means that in the mean-field case the coefficients are allowed to depend
on the law of the solution, which is a measure. This extension brings difficul-
ties, for example defining derivatives with respect to measure components
and applying existing theory of SDEs to the mean-field case. Typically one
can freeze the measure component and then use the corresponding result
in the classical SDE case to obtain results, which we will see later in this
thesis to be useful. However there is a degree of complexity that is added
and needs to be treated.

The above discussion raises the question why are we interested in mean-
field SDEs? To answer this question we will first attempt to give an answer
on why are we interested in classical SDEs. One of the first examples of
a classical SDE is the Ornstein-Uhlenbeck process (see [23]), given in the
differential form by

dXt = —bXtdt + O'th. (3)

The equation corresponds to the Langevin (see [17]) equation for the Brow-
nian motion of a particle with friction. Physics overall is a source of many
mathematical problems and the fields of SDEs and mean-field SDEs are no
exception to such problems. The theory of ordinary differential equations
and partial differential equations comes to a stop when trying to treat such
an equation, because of the random element involved; the integral fot odW
is a random variable. Examples exist in other disciplines as well, for exam-
ple in finance and economics the randomness of a particle is replaced with
the randomness of a value of a stock. In this approach the value of an asset
called a bond can be modeled by an ordinary differential equation, but the
value of other assets, called stocks, must be modeled by an SDE (see [16]).
Another example from the field of finance is the so-called Black-Scholes (see
[3]) option valuation formula, which is of fundamental importance in the
field of mathematical finance.

Coming back to the motivation of mean-field SDEs, we have again the roots



in physics. The interest began with the Boltzmann equations and modeling
them with mean-field SDEs, as done by Kac [15], McKean [20] and Vlasov
[26]. Mean-field SDEs are often called McKean-Vlasov SDEs based on these
contributions to the field.

The field of SDEs and stochastic analysis has been extensively studied
for almost a century now. The field began largely with It6’s contributions in
[13] and [14]. It6 studied SDEs with Lipschitz continuous coefficients, and
over time the existence of weak solutions to SDEs began to be more widely
known, first under just continuous coefficients, and then merely measurable
and bounded coefficients. The field started to be well-investigated until a
few decades ago mean-field SDEs brought many new problems. Various ex-
istence and uniqueness results for mean-field SDEs were achieved in articles
of Funaki [8] and Gartner [11], mostly relating to various assumptions on
the Lipschitz continuity of coefficients. Further interest was brought to the
context of mean-field SDEs via the concept of a mean-field game, that were
studied for example by Lasry and Lions in [18]. Carmona and Lacker [6]
found weak solutions to mean-field SDEs with measurable coefficients where
the diffusion coeflicient ¢ does not depend on the law of the solution and
the drift coefficient b is sequentially continuous in the measure component.

There are (at least) two main approaches to deal with mean-field SDEs,
the Lyapunov-type approach and the martingale problem approach. For the
Lyapunov-type approach the reader can consult for example [21], [12]. In
this thesis we take the martingale problem approach. The papers of Funaki
and Gértner used the classical local martingale problem (this originates
from Stroock and Varadhan, see [16]) to treat mean-field SDEs under their
assumptions.

We will look to investigate the existence of a weak solution to the equa-
tion
dX; =b(s, Xs,Px,)ds + o(s, Xs, Px,)dWs, (4)
under the assumption that the coefficients b and ¢ are bounded and con-
tinuous. For this case it is not sufficient to deal with the classical local
martingale problem, so we will look to extend the local martingale prob-
lem for our needs. As a motivation to the above equation we consider the
following system of interacting diffusion, studied by Chiang in [7]

. 1 1 & A
AXP = b(XP 3 G Yt o (XS b )W
j=1 j=1

X' =g, w0 € R 1< i <,

(5)

where W; are independent Brownian motions and J, denotes the Dirac mea-
sure at x € R%. This system models the behaviour of n weakly interacting



particles, similarly one can think in the context of mean-field games and
games about n players. The importance of our mean-field SDE (4) is that it
models the asymptotic behaviour of this large system of diffusions as n — oo,
i.e. when the number of particles (or players) becomes large.

Finally we note that the classical It6 formula is of fundamental impor-
tance in the study of SDEs and the field of mean-field SDEs is no exception.
However in the mean-field case there is the lack of measure derivatives, and
thus it has been extended for example the paper of Buckdahn et al. [4], to
contain the derivatives with respect to the measure variable.

The thesis is organized as follows. In the first section we recall some
classical stochastic analysis, including the Brownian motion, stochastic in-
tegration, the classical It6 formula, and then introduce the classical SDEs.
In the second section we fix some notations and setting for our future needs.
The third section is devoted to the path space

(C([0,T);RY), B(C([0, T]; RY))) (6)

and the classical local martingale problem. In the fourth section we in-
troduce the Wasserstein spaces. In the fifth section we consider measure
derivatives via a lifting to L? and then look to extend the It6 formula to the
measure dependant case. Finally, in the sixth section we consider mean-field
SDEs, extend the local martingale problem to the mean-field case and show
that solving the local martingale problem is equivalent to solving the mean-
field SDE. Finally the main theorem of the thesis considers the existence of
a weak solution to the mean-field SDE (4) under bounded and continuous
coefficients. Our treatment follows closely the treatment in [19].



1.1 Table of notation

Here we summarize some notations from the article that are used.

o Af(s,y) = X, bils,y) o (5, 9(9)+5 Lo e (0ir0in) (5, 9) 32 £ (5, 9(5))
where y € C([0, T];RY)

i (A”f)(& Y, V) = ch'lzl bi(57 Y, V)ayif(sv y)"‘% ch'l,j,kzl(aikajk)(sa Y, V)ayiyjf(sa y)
where (s,y,v) € ([0,7] x R? x Py(R?))

b .Af(S, Y, V) = (-’Zf)(svyv V)+Z;i:1 fRd(auf)i(Saya v, Z)bi(57 2 V)V(dz) +
%Zhhnwamrfwwwam%@w@awww>

o M = f(t,y(t)) — — 3 (05 + A" f(s,y(s))ds where
fec“([ T de R)

o Cf = f(t,y(t) — £(0,5(0) — [5(0s + A) f(5,y(s), 1u(s))ds where
f€C2([0,T] x R, R)

o CI(t,y, 1) = F(t,y(t), 1(0)) = £(0,4(0), u(0))— [y (Ds+A) (5, y(s), ju(s))ds
where f € Cp*'([0,T] x RY x Py(R?); R)



2 Classical stochastic analysis

In this section we will introduce some parts of the framework and central
objects from classical stochastic analysis that are used later or generalized
to fit the mean-field case. The main object of study in this section is the
stochastic integral fOT X:dW;. We first define what the process (Wt)te[o,T}
is and then discuss what it means to integrate a stochastic process against
this process. We will then recall the classical 1t6’s formula, which can be
thought of as the Fundamental Theorem of Calculus for stochastic integrals.
Finally at the end of the section we introduce the classical SDEs.

2.1 Filtrations and measurability

First we define a filtration and a stochastic basis. Let us fix a time horizon
T > 0. Here we only consider the time interval [0, 7] to fit the setting of the
thesis, but all of the following concepts could also be defined for [0, c0).

Definition 2.1. Let (2, F,P) be a probability space. A collection of o-
algebras (F¢)ejo,r) is called a filtration given that Fs C F; C F for all
0 < s <t<T. The quadruple (2, F,F = (F;);c(o,1), P) is called a stochastic
basis.

Definition 2.2. We say that the stochastic basis (2, F,F,P) satisfies the
usual conditions provided that the following is satisfied:

1. (Q,F,P) is complete.
2. Jy contains all F-null sets.

3. The filtration (F)¢eo,r) is right continuous, that is Fy = (5o Fite
for all t € [0,T).

We will recall also the concepts of progressive measurability and of an
adapted process:

Definition 2.3. Assume that X = (Xi)ico7], Xt : Q — R? is a stochastic
process on (2, F,P) and let F = (F),c(o,7) be a filtration.

1. We say that X is progressively measurable with respect to the filtration
F given that for all s € [0,7] the map (w,t) — X¢(w) from Q x [0, ]
to R? is measurable with respect to Fs ® B([0, s]) and B(R?).

2. We say that X is adapted with respect to the filtration F given that
for all ¢ € [0,T] we have that X; is Fi-measurable.



These concepts of measurability will be for the most part sufficient for
our needs. We will now consider the concept of a local martingale in finite
time. Often local martingales are considered in infinite time along with the
sequence of stopping times tending to infinity. The modification for a finite
time interval is as follows.

Definition 2.4. Assume a stochastic basis (2, F,F,P) satisfying the usual
conditions. We say an F-adapted process X = (X¢)icpo,7) is a local mar-
tingale given that there exists a non-decreasing sequence of stopping times
(Tn)nen, such that 0 < 7, < T for all n € N and lim,,—,oc P(7, = T) = 1 and
that X™ = (Xiar, )tefo,r] is a martingale for all n € N.

We will also need to estimate the expectation of a supremum of a process.
For this we have the Doob’s maximal inequality which we recall here. For
more information one can see [16, Theorem 1.3.8].

Proposition 2.5. Assume X = (Xi)cjo,7] is a continuous martingale and

p € (1,00). Then fort € [0,T] it holds

E X < (—2\'m|x,. 7
(sup |%l)" < (2) EIX (7)

2.2 Brownian motion and stochastic integrals

We shall next define the Brownian motion which is of fundamental impor-
tance in stochastic analysis and in the study of SDEs.

Definition 2.6. Let (2, F,F,P) be a stochastic basis. An adapted stochas-
tic process W = (Wi)sco,r1, Wi+ @ — R is called a standard (F¢)se(o,7)-
Brownian motion given the following is satisfied:

1. Wy = 0 holds P-a.s.

2. For all 0 < s <t < T the increment W; — Wy is independent from F.
This means the sets C' and {W; — Wy € A} are independent for all
C e Fs and A € B(R).

3. For all 0 < s <t < T the increment W; — Wy is normally distributed
with mean 0 and variance ¢t — s.

4. The map t — Wi(w) is continuous for all w € Q.

We call W a standard d-dimensional Brownian motion if instead of 3. we
have that for all 0 < s < t < T the increment W;—Wj is normally distributed
with mean 0 and covariance matrix (¢ —s)I4, where I is the identity matrix.



It is not a trivial question whether such a process even exists. It turns
out the existence in the d-dimensional case follows from the 1-dimensional
case. Here we have the following;:

Proposition 2.7. The standard Brownian motion exists.

This can be proven in multiple ways, for example Kolmogorov’s extension
theorem, see [16, Theorem 2.2.2].

Next we will turn to the problem of defining the stochastic integral
fOT XdWy, where (X¢)iepo,r] is a stochastic process. As with Riemann and
Lebesgue integration there is a problem of determining what functions, or
in our case processes, can be integrated. We will start by defining the inte-
grals of the so-called simple processes. Assume from now on that we have a
stochastic basis (2, F,F,P) that satisfies the usual conditions, and that we
have a 1-dimensional (F¢).e[o,r)-Brownian motion.

Definition 2.8. A stochastic process X = (Xt);c[o,7] is called simple, given
that there exists a partition P = {0 = t¢,...,t, = T} of the interval [0, T
and F;,-measurable random variables v; : 2 — R, i € {0,...,n—1} that are
uniformly bounded over €2, such that

n
w) = Z X(ti1,t;] (D) vi-1(w). (8)
i=1
We denote the class of simple processes by ﬁoT-

For the case of stochastic processes on [0,00) the simple processes are
defined with an increasing sequence that tends to infinity instead of a par-
tition, and countable set of random variables. We now define a stochastic
integral for simple functions.

Definition 2.9. For a process X given by Equation (8) and ¢t € [0,7T] we
define the stochastic integral of X with respect to W to be

/ XdW sz 1(w)(Wint; (W) = Wing,_, (w))- (9)

Notice that for a fixed t the integral is a random variable. Further on
we will drop the w from the notation of stochastic integrals for notational
convenience. In this way we get a linear operator that sends simple processes
to continuous, square-integrable martingales that start at zero. One also has
the It6 isometry which states that for 0 < s <t < T and a simple process
X it holds

/de /de )f /Xdu’]-' as.  (10)

8



Next we define a larger class of processes, which is still reasonably nice.
Its main property is that one can approximate processes in this new class
by simple processes in an appropriate metric. The definition is as follows.

Definition 2.10. Define E% to be the space of all progressively measurable
processes X = (Xt)se(o,7), Xt : 2 — R such that

|X|T:E(/OT 2ds) <, (11)

equipped with the metric
d(X,)Y):=|X =Y. (12)

One then defines the stochastic integral of a process in £ by the limit
(in L?)
/ X dW, = lim X( ) AW, (13)

n—oo

Where X(™ ¢ L’g is a sequence appr0x1mating X in L?. This sequence
exists, but we omit the proof, see [9, Proposition 3.1.11]. Furthermore
one can choose the version of fo XsdWy such that (fo X dW, )te[O 7) is a

continuous, L?-martingale that starts identically at zero, see [9, Proposition
3.1.12].

One can extend the class £7 slightly in a way that integration still makes
sense as follows

Definition 2.11. Define Cg’loc to be the class of all progressively measurable
X = (Xi)tejo,r) such that

]P’({w €0 /OT X2(w)ds < oo}) =1 (14)

The integral is defined by localizing the process in E Tlec with an in-

creasing sequence of stopping times such that the stopped processes are in

cl

Now we perform an extension of the stochastic integral to the case where
the integrator is the d-dimensional Brownian motion. To this end we assume
we have a d-dimensional (F¢).e(o,r)-Brownian motion W.

Definition 2.12. For a process Y = (Yi)eo,7), Y2 : @ — R4 such that

for each 4,5 = 1,...,d it holds Ytji € LT, we define the stochastic integral
of Y with respect to W to be

t d
/YSdW = (Z/ Yiawi, ... Z/ Yd’dW’ te[0,T]. (15)
0 i—1 J0



2.3 Ito’s formula

In this section we recall the classical It6 formula, which corresponds to the
fundamental theorem of calculus, but for stochastic integrals. Assume that
we have a continuous and adapted process X = (Xt)te[o,T] that can be
represented as

t t
X =120 +/ YsdW +/ Zsds, t € [0,T1], a.s., (16)
0 0

for Y € £I and Z progressively measurable and integrable for all w € Q.
Furthermore we recall the definition of C2([0,T] x R;R), [16, Remark
5.4.1, p.312].

Definition 2.13. A continuous function f : [0,7] x R — R belongs to
C12(]0, T] x R; R) provided that the partial derivatives 88—{, % and % exist
on (0,7) xR, are continuous and can be continuously extended to [0, 7] x R.

Then we have the following:

Theorem 2.14. For f € C12([0,7] x R;R) and X as above one has

t t
.60~ 10,30 = [ s xas+ [ s xovian,

taf 1 tan
-+ ) %(S,XS)ZSdS‘i‘i ) w

for te[0,T]a.s.

(5, X)Y2ds, (17)

It6’s formula extends also to f € C%2([0,7] x R%R) and processes X
which have a representation with respect to Y, Z : [0, T] x Q — R%*¢ R? and
Y is coordinate-wise in Eg and Z is progressively measurable and integrable
for every w € €, see for example [16, Theorem 3.3.6].

2.4 Classical SDEs

Next we want to make sense of the formal equation
dXt = O'(t, Xt)th + b(t, Xt)dt (18)

One has to interpret this as an integral equation because dW; does not make
sense as a derivative in the classical sense. This is because the set of w for
which the standard Brownian motion is nowhere differentiable contains a full
measure set. However towards this goal we defined the stochastic integral
with respect to the Brownian motion so we can define the following;:

10



Definition 2.15. Assume we have a stochastic basis (Q, F, (Ft):cj0,17: P)
along with an (F)sc[o,7] Brownian motion (W;),c(o,77- Assume zo € R and
o,b:[0,7] x R — R are continuous and bounded. A pathwise continuous
and adapted stochastic process X = (Xt)te[o,T} is a strong solution of the
SDE

dX; = o(t, Xy)dW + b(t, X¢)dt, with Xo = xo, (19)

if X() = X0 and

t ¢
X =20 —|—/ o(s, Xs)dWs +/ b(s,Xs)ds for te[0,T]a.s. (20)
0 0

Notice that for strong solutions we obtain an adapted solution given a
specific stochastic basis. One has the classical existence result for strong
solutions, see [16, Theorem 5.2.9]:

Proposition 2.16. If 0,b are uniformly Lipschitz in the space coordinate,
then there exists a strong solution to equation (19).

It turns out one can also take another approach to finding a solution to
equation (19). This is the concept of a weak solution.

Definition 2.17. Assume 0,b: [0,7] xR — R are continuous and bounded.
A weak solution of

dXt == O'(t, Xt)th + b(t, Xt)dt, with XO =X (21)

is a pair (Q,F, (Ft)ejo,m, P)s (X, WN/t)te[()’T] such that the stochastic basis
satisfies the usual conditions, the process X is continuous and F-adapted,
the process (Wi)icpo,1) is an (Ft)sefo,rj-Brownian motion and

t N ¢
X =z —I—/ o(s, Xs)dWs —I—/ b(s,Xs)ds for tel[0,T] a.s. (22)
0 0

In this approach we are more free with the particular stochastic basis
our solution process will be defined on. A straightforward verification shows
that strong solutions are weak solutions so the terminology makes sense.
These definitions also extend to the d-dimensional case, i.e. where
b,o:[0,T] x RY — R4 RIx4,

Finally to end this section we recall the useful Burkholder-Davis-Gundy
inequalities which are used in estimating norms related to integrals of Cg’loc
processes with respect to the Brownian motion by square functions. See for

example [16, Theorem 3.3.28].

11



Proposition 2.18. Assume p € (0,00). There exists constants ap,b, > 0
such that for any X = (X¢)iepo,r) € Eg’loc, it holds
T
/ X2dt
0

T
/ X2dt
0

The bound a, < ¢,/p for some absolute ¢ > 0 can be obtained for
p € [2,00). However we do not need this.

by < < ap (23)

t
sup ’ / X dBg
s€(0,7]'J0

p p p

12



3 The Setting

In this section we will fix some notation.

We denote by P(R?) as the set of probability measures on (R?, B(R?)).
Further we denote the law of the random variable X by Px. Fix a time
horizon T" > 0 and consider a stochastic basis (2, F,F,P) that satisfies
the usual conditions on which we have a d-dimensional (F¢).c[o,7) Brownian
motion W = (Wy)ycpo,r)- We assume that W is independent from Fo such
that

Fi=0(Ws:s€[0,t]) U Fo, (24)

so the filtration (Ft)cjo,r) is the natural filtration of W, augmented by

Fo. Furthermore we assume that for all u € Po(R?) there exists a random
variable ¢ € L%(Q, Fo,P; RY) with Pe = p.

The space L?(Q, F,P;RY) is defined in the usual way, equipped with the
inner product (§,7n)2 = E(£ - 1) and the norm given by this inner product.
Here - denotes the scalar product on R¢. We identify two random variables
in L2(Q, F,P;RY) if they are P-a.s. equal.

We assume assumptions made in this section hold for the rest of the
thesis.

13



4 The classical local martingale problem

In this section we will introduce the classical local martingale problem (for
more details see [16, Section 5.4, p.311-319]). It will be of fundamental
importance to the proof of our main theorem. We start by introducing the
path space and then move to functional SDEs and the corresponding local
martingale problems.

4.1 The Path space

In this section we define the space of continuous functions C([0, T]; R?) and
equip it with a c-algebra, and a compatible metric topology. Further we
will define the coordinate process on this space that will give us a natural
filtration on the space. The coordinate process also explains the name of
the space. The space of continuous, R?%valued functions on [0, 7] is denoted
by C([0,T];R?). We want to give this space a Borel o-algebra, but this
depends on the topology given to the space. To this end we equip the space
C([0,T]; R?) with the norm ||z| := supyefo,r]|#(¢)|- This norm corresponds
to the concept of uniform convergence. Now we also have a complete metric
space, which yields us the topology given by this metric, that is we have
the topology of open sets 7 given by the supremum norm. This allows us
to define the Borel o-algebra B(C([0,T]; R?)) to be the smallest o-algebra
that contains 7 i.e. B(C([0,T];R%)) = o(T). This makes the path space a
measurable space.

Next we want to define a certain process on the path space, known
as the coordinate process. To this end we define the coordinate process
y = Wepor) on (C([0,T];RY), B(C([0,T];RY))) by setting y(w) = w(?)
for any w € C([0, T]; R%). We also want to equip this space with a filtration,
we do this with the help of the coordinate process. To this end we define
on (C([0,T];R?), B(C([0, T]; R?%))) the filtration F¥ = (F)eejor) by F =
o(ys : s <t). We say this filtration is the one generated by the coordinate
process y = (Yt)efo,7]-

4.2 Functional SDEs and local martingale problems

We now turn to consider the equivalence of weak solution of a functional SDE
and the solution of the corresponding local martingale problem. For this we
assume that b : [0, 7] x C([0,T];R?) — R% and o : [0,7] x C([0,T]; R?) —
R4 are continuous with respect to the product topology and non-anticipating,

14



which is defined to mean that b(t, f) = b(t,s — f(s At)). The definitions
are as follows.

Definition 4.1. A weak solution of the functional SDE

t t N
X =€+ / b(s, Xpe)ds + / o(s, Xpo)dW, te[0,T],  (25)
0 0

is a six-tuple (ﬁ, F,F, P, W, X) such that the following is satisfied.

1. (Q,F, IPS) is a complete probability space and F = (Ft)o<t<r is a filtra-
tion on (92, F,P) that satisfies the usual conditions, recall Definitions
2.1 and 2.2.

2. X = (Xt)o<t<r is a continuous R?-valued process that is adapted to F

and W = (Wi)o<t<r is a d-dimensional Brownian motion with respect
to (F,P).

3. @(IJ(M(S,X#\S)‘ + |0 (8, X.ps)|[?)ds < 00) = 1 and Equation (25) is
satisfied P-a.s.

Definition 4.2. A solution to the local martingale problem associated with
A’ is a probability measure P on (C([0,T];R%), B(C([0,T];R%))) if for every
f € C%2([0,T] x R%R) the process

M = F(t,y(8) — £(0,5(0)) - /0 (9 + A) f(s,y(s))ds, te[0,T] (26)

is a continuous local martingale with respect to (FY, I@) where y = (y(t))sejo,
is the coordinate process on C([0,T];R?), the filtration FY is generated
by y and augmented by the P-null sets and made right-continuous, that
is FY = Nt o(FY UN), where N = {4 c C([0,T);R%): there exists
B € B(C([0,T);R%)), such that A C B and P(B) = 0}. Furthermore the
second order differential operator A’ is given by

d

A’f(s,y) = Zbi(svy)f(svy(s))

=1

2

J (27)
i,5,k=1

+ (0ikoj) (5:9)02.0, F(5,9(s)), v € C(0,T];RY).

Now we can state the relevant Lemmas concerning the equivalence of the
above concepts. See [16, p. 312-319).
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Lemma 4.3. The existence of a weak solution (ﬁ,]:,F,IP’,W,X) to the
functional SDE (25) with a given initial distribution u on B(C([0, T]; R%))
(i.e. the law of & is ) is equivalent to the existence of a solution P to
the local martingale problem (26) associated with A" given by (27) and with
@y(o) = p. The solutions are related by P=PoXx1.

Lemma 4.4. The uniqueness of the solution P of the local martingale prob-
lem (26) for a fived initial distribution Py = p, where p is a probability
measure on (Rci, B(R%)), is equivalent to the uniqueness in law for the Equa-
tion (25) with Px, = p.

To end the section, we introduce the concept of tightness and Prohorov’s
theorem. Recall that relative compactness for a family of probability mea-
sures means that every sequence of the elements of the family has a weakly
convergent subsequence. For more details see [2, Theorems 5.1, 5.2].

Definition 4.5. A family M of probability measures on a metric measure
space (S,S8) is tight if for every £ > 0 there exists a compact K C S such
that P(K) > 1 — ¢ for every P € M.

In our setting the metric measure space will be the path space
(C([0, T} RY), B(C([0, T|; R)). (28)

Theorem 4.6. Assume we have a family of probability measures M on a
metric measure space (S,S). If M 1is tight, then it is relatively compact. If
the space S is separable and complete and M is relatively compact, then it
1s tight.

What to note here is that the path space is separable and complete, so
we have equivalence of tightness and relative compactness for families of
probability measures on it.
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5 The Wasserstein spaces

In this section we will consider the spaces of measures with a finite given
moment. We make a standing assumption that p € [1,00). Furthermore we
denote by P,(R?) the space of probability measures y on (R B(R?)) with
Jralz[Pp(dz) < oco. We endow this space with the p-Wasserstein metric

W1, ) :=inf{ ([, Jo=alotaoan)"

(29)
p € Pp(R*) with p(- x RY) = 1, p(R? x =) = V},

for v, u € Pp(RY).

First of all we should justify the fact that the p-Wasserstein metric ac-
tually is a metric as we call it. For this we have the following, see [25,
Theorem 7.3]

Proposition 5.1. W), defines a metric on Pp,(R%).

We also have the useful monotonicity property for the moments Wp( ) =
1
(Jpalz[Pu(dz))?:
If 1<p<gq, then W,<W,. (30)

Later in this article we will consider the case p = 2. We also note the
following estimate that will be used later on:

Remark 5.2. W (Pe, P;) < E(|¢ — ¢[2)2 whenever &, ¢ € L3(Q, Fo, P;RY).

This remark follows straightforwardly from the definition of the 2-Wasserstein
metric as long as our o-algebra Fy is rich enough to support random vari-
ables with laws in Py(R?), which we assumed it to be, see [4, Proof of
Lemma 3.1].

For our future interest we will also formulate the following lemma re-
garding the compactness of a specific set in Po(R?):

Lemma 5.3. Consider for a fized C > 0 the set £ C Po(RY) defined as
&= {nePa(®Y: [ laltu(dr) < €} (31)
R4
Then & is compact.
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Proof. First we set BS := R?\ B(0,r). We will use the result that a subset
M C P2(R?) is relatively compact if and only if

lim sup sup |z|?pu(dx) = 0. (32)
r—oo  pueMJ B¢

For this result, see [25, Theorem 7.12]. Using this we can estimate using
Hoélder’s inequality for arbitrary » > 0 and v € £

[N
—~
w
w
~—

1
of(de) < (B ( [ laftuldn)” < ChuBot.
Be Be

Now we estimate v(B¢).

c 1 4 1
V(BT):/CdV:f,’A/CT dVSTjC (34)
Continuing from (33) we get
2 i/1\z, 1 C
< — = —
/ﬁm v(de) < C3 (7«4) 0% =5 =0, (35)
as r — 0o. We also have
9 C
sup [ |z|v(dz) < = — 0, (36)

ve€ J B

as r — 0o. This proves the relative compactness of £. We get compactness
by showing that £ is closed. This follows since the limit p of a weakly
convergent sequence (g )ken in € is still an element of £. O

We will later use the 2-Wasserstein space of probability measures on the
path space. This is a straightforward extension where one changes the space
R to C([0,T]; R?) and thus one integrates over C([0,T]; R?) and instead of
the Euclidean norm on R¢ we consider the supremum norm on C([0, T]; RY).
Precisely we let P,(C([0,T];R9)) to be the space of probability measures
p on (C([0,T);RY), B(C([0,T];R?))) such that fC([O,T];Rd) lyllPp(dy) < oo.
This space is further endowed with the p-Wasserstein metric

1

W) = int { ([ Iz~ ylI7p(dady))”
C([0,T[;RY) x C([0,T];R)

p € Pp(C([0, T);RY) x C([0, T);RY)) with p(- x C([0, T];RY)) = 4,
p(C(0, TRY) x ) = v},
(37)
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6 Measure derivatives

In this section we consider what it means to take derivatives with respect
to a measure variable. We also introduce a version of It6’s formula for the
law dependant case. We consider measure derivatives via a lifting to L? and
using the Fréchet differentiability structure in L?. To this end we recall the
notion of a Fréchet derivative. In this section we follow the framework of
Buckdahn et al., for more details refer to [4, Section 2].

Definition 6.1. We say that a function f : L?*(Q, F,P;RY) — R is Fréchet
differentiable at & € L2(, F,P; R?), if there exists a continuous linear map
Df(ﬁ) L2(Q, F,P;RY) — R (notice ¢ is not the input of the functlon) such
that f(£+n)— f(€) = Df(€)(n) +o(|n|.2) where n € L*(, F,P; RY) is such
that |n|zz — 0.

The notation o means that | f(& + 1) — f(€) — D(f)(€)(n)| 2 < &|n|p2 for
any € > 0 as long as |n|2 is sufficiently small. Using Definition 6.1 we define

the derivative of a function f : P(R?) — R, see [5, Definition 6.1]:

Definition 6.2. We say that a function f : P2(R?) — R is differentiable at a
probability measure j € Po(R?), if for the function f: L*(Q, F,P;RY) - R
defined by f(£) := f(P¢) there exists a ¢ € L?(Q, F,P;R?) with P; = p and
such that f is Fréchet differentiable at .

This definition explains what we mean by lifting the map to L?. Now
we can use the Riesz representation theorem in the Hilbert space L? to find
a P-a.s. unique random variable y € L*(Q, F,P; R%) such that Df(¢)(n) =
E(v-n) for all n € L?(Q, F,P;R?). For this random variable « it was shown
by Lions, see [5, Section 6.1], that there exists a Borel function g : R? — R4
such that v = g(¢) P-a.s. and g only depends on ¢ via it’s law P¢. Based on
the above we have

FPe) = f(Be) = f(&) — £(C)
DF(C)(& =) +o(l€ = Cl2) (38)
=E(g(¢) - (€= Q) + 0(|€ = {|12). & € L*(Q, F,P;RY).

Definition 6.3. We call the function 9, f(P¢,y) :== g(y), y € R?, the deriva-
tive of the function f : Po(R?) — R at P¢, ¢ € L*(2, F,P;RY).

Remark 6.4. Notice that 0, f(P¢,y) is P¢(dy)-a.e. uniquely determined.

With this notion of differentiation now in hand we can define the classes
of continuously differentiable functions and related notions that are needed
in the following. We will first define the class of C'-functions on Pa(R?), we
will then use this to define the subspaces of higher orders of differentiability.
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Definition 6.5. 1. We say that a function f : Po(R?) — R is of class
CY(Py(RY)), which we denote by f € CL(Py(R%)), if for all ¢ €
L2(Q, F,P;R?) there exists a Pe-modification of 9,,f (P, ) (which we
denote also by 9, f (P¢, -)) such that 9, f : P2(R?) xR? — R? is continu-
ous with respect to the product topology of the 2-Wasserstein topology
on P2(R%) and the standard Euclidean topology on RY. This modified
function is identified as the derivative of f.

2. The function f is said to be of class C;’I(PQ(Rd)), if fe Ol (Py(RY))
and 9, f : P2(RY) x R? — R? is bounded and Lipschitz continuous
(again with respect to the product topology, where we assume this is
the one given by the sum of the two metrics).

Comparing with the remark earlier we have that 0, f(P¢,-) is unique.
Further we denote 0, f(u, ) = ((Ouf)i(p, x))1<i<d-

Definition 6.6. 1. We say that a function f : Po(R?) — R is of class
C2(P2(RY)) if f € CY(P2(RY)) is such that 9, f(u,) : RY — R? is
differentiable for every u € P2(R?) and it’s derivative 9,0, f : P2(RY) x
R? — R? @ R? is continuous and jointly measurable.

2. The function f is said to be of class Cg’l given f € C%(P2(R%)) N
Cbl’l(Pg(Rd)) and the derivative 9,0, f : P2(RY) x R? — R? @ R? is
bounded and Lipschitz continuous.

Now we can use the above definitions to consider f defined on [0,77] x
R x Py(R?), in other words to the case where f depends also on a temporal
and a spatial variable.

Remark 6.7. For the following definition we assume that f, along with all
its appropriate derivatives are jointly measurable in all three variables.

Definition 6.8. 1. We say that a function f : R? x Py(RY) — R is of
class C2(R? x Py(R%)) if the following holds:

o f(x,-) € C?(P2(RY)) for all z € R? and f(-, u) € C*(R?) for every
JURS PQ(Rd).

o All derivatives 0y, f, agmf and O, f,0,,0,.f, 1 < k,l < d are
continuous over R? x Py(R?%) and R? x Py(R?) x R, respectively.

Furthermore we say that f is of class Cg’l(]Rd x Pa(RY)) if f € C?(RY x
P2(R%)) and all the derivatives are bounded and Lipschitz continuous.

2. We say that a function f : [0,7] x R? x Py(R?) — R is of class
CV2((0,T) x RY x Po(RY) if f(- 2, ) € C1([0,T)), for all (z,p) €
RY x Py(R?) and f(t,-,-) € C%(R? x Py(R%)) for all ¢ € [0, T).
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3. Finally we say that f is of class C;’Q’l([O,T] x R% x Py(R); R) if f €
CH2([0,T] x R x Py(R%);R) and all the derivatives are uniformly
bounded over [0, T] x R? x Py(RY) and Lipschitz in (z, i, %) uniformly
with respect to t.

We now finish the section by extending It6’s formula to the measure
dependant case. To this end we need to introduce some notations. We
denote (Q, F,P) @ (Q, F,P) to be the product of (Q, F,P) with itself. For
a random variable £ on (Q,F, IP’) we denote by ¢ it’s copy over (Q,F,P).
Furthermore the expectation E(- fQ )dP only acts on random variables
with a bar. This formalism extends to stochastic processes with the exten-
sion that (£5)s>0 denotes the copy process on (€2, F,P). Note that the copy
random variable and process share laws with the original random variable
and process.

Theorem 6.9. Assume 0 = (0,), v = (7s) are R -valued and b = (b,),
B = (Bs) are Re-valued progressively measurable stochastic processes such
that the following holds:

1. There exists a constant ¢ > 6 such that E[( fo (los|?+ |bs|? )ds)%] < 00.

2. fo (|vs|? + |Bs|*)ds < oo P-a.s.
Further assume F € C’bl’z’l([(), T] x R x Py(RY)). Then for the Ito-processes
X, :X0+/Otades+/Otbsds, t€[0,T], Xo € L*(, Fo,P)  (39)

t t
Y= Yo +/ vedWs + | Buds, te[0.T], Yo L2, Fo,B),  (40)
0 0

it holds that
F(tana}P}Xt) - F(O }/b)]P)Xo)

t
:/ O F(r,Y,,Px,) Za F(r,Y,,Px,) 5T+7 Z F(r,Y,,Px,)
0 1,5,k=1
& 1 d _
+E Z;@ W F)i(r Y, P Xo)be' + 5 ij )i (1Y, Py, Xo)o ol
K] =1

/ Z 0y, F(r, Yy, Px, W9 dW?, te0,T] a.s.
1,j=1
(41)

We omit the proof (the reader can consult for example [19, Appendix]).
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7 Mean-Field SDEs

We assume that b : [0, 7] x R? x Py(RY) — R? and ¢ : [0, T] x R? x Py(RY) —
R4 are continuous and bounded throughout this section. Formally we are
looking for a weak solution of the following mean-field SDE:

¢ t
Xt:£+/0 b(s,Xs,QXS)ds+/() o(s,Xs,Qx,)dWs, t€[0,T], (42)

where & € L2(Q, Fo, P; RY) obeys a given law Q¢ = v € Po(R?) and (Wt)elo,r)
is a d-dimensional Brownian motion with respect to Q.

Two other questions can be asked:

e Does uniqueness hold for the mean-field SDE under the conditions of
boundedness and continuity on the coefficients?

¢ Can we extend the result to coefficients b, o defined on [0, T]x C([0, T]; R%) x
Po(C([0, T]; R?))? Le. the coefficients are path-dependant.

The answer to both of these is yes, but we will not further explore these.
Both of these are considered in [19].

Next we define what is meant by a weak solution of Equation (42) and
a solution of the corresponding local martingale problem.

Definition 7.1. A six-tuple (Q, F,F,Q, W, X) is called a weak solution of
the mean-field SDE (42), given the following conditions are satisfied

1. (ﬁ,j—z ,ﬁ,@) is a stochastic basis that satisfies the usual conditions
(recall Definitions 2.1 and 2.2).

2. X = (Xt)te[O,T] is an R%valued continuous process that is adapted
to F and W = (Wit)iejo,m is a d-dimensional Brownian motion with
respect to (ﬁ,@).

3. Equation (42) is satisfied Q-almost surely.

Definition 7.2. A probability measurej@ is a solution of the local martingale
problem associated with the operator A if for every f € C; 2([0,T] x R%: R)
the process

CI(ty, ) == f(t,y(t))—f(an(O))—/O (Ds+A) f)(5,y(5), u(s))ds, ¢ € [0,T]
(43)
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is a continuous local (Fy,l/@)-martingale, where u(t) = @y(t) is the law of
the coordinate process y(t) on C([0,T];RY) at time ¢, the filtration F¥ is
generated by the coordinate process ¥y, completed with the P-null sets and
made right-continuous, see 4.2. The (second order differential) operator A
is defined by

d d
~ 1
(Af)(sa Y, V) = Z ayz’f(sv y)b’b(sv Y, V) + 5 Z a;-yj f(87 y)(aikUjk)(s, Y, V)'
i=1 i,j,k=1
~ (44
Here 05 + A denotes the pointwise sum of the operators 05 and A (notice
0sf does not depend on the measure v).

The local martingale problem and it’s solution above extend the case
where the coefficients b; and o;; only depend on (s,y) to the case where
they also depend on the probability measure v € Py(RY). With the above
extension we can also extend Lemma 4.3:

Lemma 7.3. The existence of a weak solution (ﬁ F,F,Q,B , X)) of Equation
(42) with given initial distribution v on B(R?) is equivalent to the existence
of a solution P of the local martingale problem associated with A given by
Definition 7.2 with Py(o) =v.

Proof. (a) We start with the sufficiency by assuming that we have a solution
P on (C([0,T];R?), B(C([0,T];R?))) of the local _martingale problem asso-
ciated with A. We then define the coefficients b(s,z) = b(s, x, P y(s)) and
G(s,x) = U(s,x,@y(s)). For these coefficients and all f € C12(]0, T] x R%; R)
the operator A is given by

d

Avf(sa y) = Z 8yif(5 Z yly o-zk&jk)(sa y) (45)

i=1 ij,k=1

l\')\»i

and we have that
M{ = f(ty(t) — £(0,5(0)) —/0 (05 + A)f(s,y(s))ds, te[0,T], (46)

is a continuous local martingale with respect to (FY, @) Now we notice that P
is a solution of the classical local martingale problem given in Definition 4.2,
and thus we can invoke Lemma 4.3 to get a weak solution (Q, F,F, Q, W, X)
of the SDE

t t
Xt:Xo—i—/ b(s,Xs)ds—ir/ 5(s, X)dW,, € [0,T). (47)
0 0
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We also notice (see [16, Proposition 4.6, p. 315]) that (€, F, Q) can be
chosen as an extension of the space

(Q, F,P) := (C([0,T];RY), B(C([0, T|; RY)), P).

—

48)

This is done in the following way: For a suitable probability space (Q, F,F =
(Ft),P), on which a d-dimensional (F, P)-Brownian motion is defined, (SNI, F. Q)
is the completed product space ((NZ,]?, Q) = ((AZ,]?, @) R (Q, F,P), equipped
with the smallest right-continuous and augmented filtration F = (ft)te[oﬂ“],
for which Fy @ F; C F; for all t € [0,T] (see the Appendix). Further-
more we extend every process Z adapted to F and defined on (SAZ,]? , @)
to a process Z that is defined on (ﬁ,f ,Q) and adapted to F by setting
Zy(@,@) = Z;(@), where (@,@) € Q,t € [0,T]. Now making the observa-
tion that Q(A x Q) = P(A) holds for all A € F we get for all T' € B(R%),

s € 10,7,

Qz (N =Q@ &) €O xQ: Z,@ ) €l)
—QU{@e: Z,@) eT} x Q) (49)
=P@eQ: Z,(®) eT) =Py (I).
Further we note that X = (X¢);c[o,7] can be chosen as the extension of the

coordinate process y = (y(t))e[o,r), in other words X;(&,w) = y(t,&) =
w(t), t €0,T].

Combining Equations (47) and (49) we obtain

~

t t
X; = Xo+ / b(s, , Py(s))ds + / o (s, Xs, Pys))dWs
0 0 (50)

t t
=Xy +/ b(s,z,Qx,)ds +/ o(s,Xs,Qx,)dW,, te€[0,T].
0 0

This gives that (€2, ]?,IF, Q, W, X)) is a weak solution of the mean-field SDE
(42).

(b)~V\@ then proceed to consider the necessity. To this end we assume
that (Q, F,F,Q, W, X) is a weak solution of the mean-field SDE

t

t
X, = Xo + / b(s, Xy, Q. )ds + / o(s, Xs, Qx.)AWs, t€[0,T], (51)
0 0

where for Xo € L?(€2, Fo,P) it holds Qx, = v and W = (Wt)eo,m 1s a

d-dimensional (F,Q)-Brownian motion.

We will show (Cf(t,, 14))tefo,7] is a continuous local (F¥, Qx )-martingale.
Here Qx denotes the law of X with respect to the probability measure Q.
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We first fix the law Qx,. Further defining b(s,z) = b(s,r,Qx,) and simi-
larly 7 (s, x) = o(s,z,Qx,) we have from (51) the solution (2, F,F,Q, B, X)
of the classical SDE

t t
Xt=X0+/ B(S,Xs)ds+/ (s, Xs)dBs, t€[0,T],
0 0

and then the classical local martingale problem gives us a probability mea-
sure P on (C([0,T];R%), B(([0,T];R?))) such that Py = v and P = Qx,,
and such that Mtf = f(t,y(t)) — f(0,y(0)) — fg(@s + A f(s,y(s))ds is a
continuous local (Fy,@)—martingale. Recalling the definition of the classi-
cal differential operator we have A'f(s,y) = .Zl/f(s,y,@y); so that Mtf =
ct (t,y,Q) is a continuous local martingale. This finishes the proof. ]

Using the extension given in Lemma 7.3 we can prove the following
Lemma:

Lemma 7.4. Let the probability P on (C([0, T};R%), B(C([0, T]; R%))) be a
solution of the local martingale problem associated with A given in Definition
7.2. Then for the operator A applied to functions f € CH>1([0,T] x R? x
P2 (RY); R) which is given by

d
(AN 0) = AN + 3 [ ()2l 2,0)0(d2)
=1

| (52)
52 [ 008,50 ) ) 5,2,
we have that for every f € CH21([0,T] x R? x Py(R?);R) the process
CI(ty, ) == f(t,y(t), p(t) — £(0,9(0), u(0))
(53)

- /0 (0 + A)f)(s,9(s), pls))ds, ¢ € [0,T],

is a continuous local martingale with respect to (Fy,I/P\’), where u(t) = @y(t) is
the law of the coordinate process on C([0,T]; R?) at time t and the filtration
FY is generated by y, completed and made right-continuous. Further, if
fe C'bl’z’l([O,T] x R x Py(R); R), then the process Cf is a martingale with

~

respect to (FY,P).

Proof. Assume we are given the solution P of the local martingale prob-
lem associated with A. We then have by Lemma 7.3 a weak solution
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(Q,F,F,Q, B, X) to the SDE

t t
Xt_X0+/ b(s,XS,QXS)der/ o5, Xo, Q. )dWs, t€[0,T], (54)
0 0

where Qx, = P. Now for an arbitrary f € C121([0,T] x RY x Py(R%); R),
the necessity part of the proof of the previous lemma gives precisely the
argument that shows C/ in (53) is a continuous local (F¥, P)-martingale.

Notice the same argument works, since the C changes according to
whether we have a function f that changes in the measure component, It6’s
formula Theorem 6.9 gives two extra terms, but they get absorbed by the
extension of the operator A O
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7.1 The Existence Theorem

Now we have the required ingredients from the prerequisites and Lemmas
7.3 and 7.4 to prove the main theorem of the thesis regarding the existence
of a weak solution to Equation (42):

Theorem 7.5. There exists a weak solution (SN), J:’-:,INF, @, B, X) of the mean-
field SDE (42).

Recall that we assume b, o are continuous and bounded where bounded-
ness and continuity in the measure variable is understood with respect to
the 2-Wasserstein metric.

Proof. We prove this by showing that the local martingale problem has a
solution and then invoking Lemma 7.3. To this end we partition the interval
[0,T] in the following way. For each n € N let ¢} = i727", where 0 < i <
2" then let P, := {t},...,t5%.}. We then define for any y € C([0,T]; R%)
and p € C([0,T]; Po(R%)) the non-anticipating functionals b(™(s,y, u) =

b(s,y(t7), u(t7)), 0™ (5,9, 1) = o(s,y(t}7), u(t})), where s € (t7,t7,,] and
0<i<2m

Now let (€2, F,F,P) be a stochastic basis and let W = (W4),¢[o,7) be a d-
dimensional (F,P)-Brownian motion. Furthermore let ¢ € L?(Q, Fy, P; R?)
be a random variable with the law P¢ = v.

We define now, for n > 1, the continuous, F-adapted and unique process
X = (Xt(n))te[o,T] by the Euler scheme

t t
x™ = Xt(g}’ +/tn b(s,ng),IP’XE;))ds+/tno(s,Xf;),IPX§;))dW5

(55)
xM=¢ te (], 0<i< 2l

We note that X (™ then solves the SDE

t t
X[ = 6 [ 606, X0 B dst [ 00 X, By)dWs, 01T,

(56)

Next we want to prove tightness for the laws of the processes X (™. To
this end we will next prove the inequality

sgI:l)IEHX,f") — X2 < Crupolt — 8™, m>1,0<s,t<T, (57)
n>
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where the constant C,, 7, does not depend on the process X (") To this
end assume s < t, and recall that b, o are bounded. We now compute, using
equation (56), the inequality (a + b)P < ¢p(aP + bP), valid for a,b > 0,p > 1,
and the Burkholder-Davis-Gundy inequality (recall Proposition 2.18), that

B[ X" — X2

t t
:EU/ b(”)(r,X("),PX(n>)dr+/a(”)(r,X("),]P’X(m)dWT

2m:|
t 2m t 2m
<E [sz(/ |b(")(T,X(")7]P’X<n))\dT> +sz</ \U(")(ﬂX("),wa)\dWr) ]

t 2m
< Cchgm‘t - S‘Qm + comE |:(/ codW, ) :|

< comp Tt — 5™ + comc®™V2mlt — s|™

= m,T,b,a|t - S|m,

(58)
which is what was desired.
We will next verify that for any € > 0 and any ¢ € [0,7] it holds
1 n
~supP( sup |Xt( ) x| > ) =0. (59)

O n>1  t<s<tts

To this end, fix e > 0 and let n > 1,0 > 0 be arbitrary. We estimate using
Markov’s inequality

E[Xx — x{M|2m)
52m

P(lx{" — x| > ¢) <

() () 2m (60)
B X Gy o

< sup

n>1 g2m

We will now perform a similar estimate on Esup,<,<; +(;\Xt(n) - X §n)\2m.
First of all we have supt§5§t+5\X§n) —X§n)| < 0cp+SUP< it ‘ fst Jﬁn)dWr‘.
By linearity we only need to estimate the expectation of the second term
(to the 2mth power). We have using the simple inequality for pth power’s
of sums and the Burkholder-Davis-Gundy-inequality that

2m

S
E‘ sup / o™ dw,
t<s<t+d Jt

2m

t+6 2m
<cp(e [opar)® (o)

< Cppecas™
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From this it follows that

a2
(E‘ sup |Xt(n) - XS(”)|2mD < by + (ngg;)ﬁcgég. (62)
t<s<t+d

Now using the above for m > 2 we get

m
supP( sup |X™ XM >e) <S¢ 63
nZI; (tSSSIt:)+6| ! Slze) = g2m b (63)

Now dividing both sides of the inequality by ¢ and letting § — 0 gives us
(59).

Denote P(™ to be the law of X (™. From this estimate and [2, Theorem
7.3 and Corollary p.82-83] it follows that the sequence (P(™),,cy is tight on
(C([0, T]; RY), B(C([0, T]; R))). Thus by Prohorov’s theorem, see Theorem
4.6, there exists a probability measure Q on

(C([0, TI;RY), B(C([0, T; RY))) (64)

and a subsequence (ng)$>, such that P(") — Q weakly as k — co. The
weak convergence along a subsequence implies that Qo) = v.

Now using the facts that X is a solution to Equation (56) and the
coefficients b, o are bounded along with Lemmas 7.3 and 7.4 we get that for
every f € C;’2’1([0,T} x R% x Py(R?);R) and n > 1,

Clly o (B, PEY) = F (1, (), PU)) = £(0,3(0), PU))

t (65)
- @+ Aoy B s, 1 0.7,
0

is an (F, P()-martingale such that ]P’SZ%) =P P¢ = v. Here

x{m =

d

A(n)f(&zuu) = Zayif(s,z(s,u(s)))bi(s,z(sn),,u(sn))

=1

d
by D0, (s =), m() o) (5, 2(50), lsn)
i,j,k=1
d

+Z/ } )(auf)i(s,Z(S),M(S)’y(S))bi(S’z(sn)»u(sn))u(dy)

i=1 C([0,T];R4
1 d
t3 > / 0z (9uf) (s, 2(5), 1(s), y(8))(Oirajn) (8, 2(sn), p(sn)) p(dy),
(66)
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(5,2, 1) € [0,T] x C([0,T];RY) x P2(C([0,T];R?)) and s,, = s,,(s) := t? for
ti <s<tl,and s, = s,(s) =T for s =T.

Now wa ) +0,T] x C([0, T}; RY) x Po(C([0,T]; RY)) — R is bounded
and contmuous thanks to the boundedness and continuity of b, 0 and f. Fur-
thermore Cb(">a(" (-,y, 1) is an (F, P(™)-martingale so that for any bounded,
continuous and non-anticipating function ¢ : [0,7] x C([0,T];R?) — R,
0<s<t<T,itholds (see Lemma 8.4)

0= Epwm) [(Cl{(n)o’(”) (t,y, P:E/n)) - Cz{(mg(n) (s, y,IP’?(Jn)))qb(s, y].  (67)

Now define Cf,(t,y,11) := F(t,y(t), n(t)) — F(0,5(0),1(0)) — [3(Ds +
A)f(s,y, u)ds, where Af (s, y w) = Af(s,y(s), u(s)) is deﬁned by (52). Fur-
thermore let F,(t,z) = c/ g (t ,z,IP’Z(,n)) and F(t,z) = Cbg(t,z,(@y).
Our main goal for the maJorlty of the remaining proof is to show that
F,(t,-) — F(t,-) uniformly on compact subsets of C([0,T];R?) along the
subsequence for which P(™) — Q weakly. For notational simplicity we iden-
tify the subsequence with the sequence itself. Now we note that for all
k> 2, supysy foorme [WIFP™ (dy) = sup,; Elsupyepo | X" ]
Here the second term can be estimated from above using the fact that X ™)
solves equation (55), the Burkholder-Davis-Gundy inequality and the fact
that b, are bounded. We skip this estimation as it is essentially identical
to the estimate we did earlier in the proof. Now note that P(") — Q in the
2-Wasserstein metric on Po(C([0,T];RY)) (Recall Equation (37) and [25,
Theorem 7.12]).

< 00.

We will now move to the uniform convergence on compact subsets. To
this end we take an arbitrary compact K C C([0,T]; R?). Since K is com-
pact, it is pre-compact so for any € > 0, there exists wy,...,wn € K,

m > 1, such that the closed balls B.(w;) := {g € C([0, T]|;R?) : |lg—w;|| < e},
i=1,...,m cover K, i.e. KC ", Be(w;).

Now we want to show that for the centers of these balls w; it holds
Fo(t,w;) = F(t,w;) for t € [0,T],1 < i < m. For this we recall that

Fo(towi) =C o (twi, PY)
= f(twi (), PY) = 1(0,wi(0), PY))) (68)

t
_ / (Ds + AW) f(s5,wi(s), BY) ),
0 e
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and similarly

F(t,w:) = CF, (t,wi, Q)
= f(t,wi(t), Qy(t)) — f(0,w;(0), Qy(O)) (69)

7A@+MﬂWM%%@m

From these definitions, for ¢ € [0,7],1 < ¢ < m after multiple applications of
the triangle inequality and by Itd’s formula Theorem 6.9 we get (we denote
7 to be the indicator function of the set in it’s subscript)

| Fo(t, wi) = F(t,w)
<|f(twilt), P“g))) - f(t, wz-<t>,<@y<t>>| +1£(0,wi(0), PU)) = £(0,wi(0), @y (o))l

/ 190 (5,0i(5), B ) — 0, f (s, 04(5), Qye)Ids
2"—1 d
+3 Dayjf(s,wi(s),P;?zpbj(s,w(t?w;’zz?))
=0 j=1
_8yjf($ wl( ) Qy(s) (8 wl( )7Qy(s))‘ [ty tﬁ_l)( )
2" 1
+ = Z Z 03 5 f (5, 0i(5), P ) (050 010) (3,3 (), P )
=0 j,kr=1
85 ykf(s wi(s)aQy(s))(JjTUkr)(sawi(s)aQy(s )| [t} tH_l)(S)
2"—1 d
(n) ny mw(n)
+ lz; jz;/C([&T];Rd)|(8,U«f)j(57wi(5)aPy(s))Z(S))bj(svwi(tl )7]P)y(t;l))
— (9uF); (5 wi(5), Qys), 2(5)bs (5, wi(5), Q)| L i, (5)a(d)
1< © (n) (n)
3 ; 5 [ P ol 0 EL 0D o))
0, (0 )3 (5, wi(5), Q) 2(5)) (0520k ) (5, i (5), @y () [Tigpap, ) (5)1(d2).

(70)

Denote this as a sum I, + 11, + II1, + IV, + V,, where

Ly = | F(t,wi(t), PU) = F(twi®), Qye)]
+1£(0,wi(0), PY0 ) = £(0,0:(0), Qo)) (71)

t
[ 100761 P = (o0 (5). Q.
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N

n_1 g

10y, £ (s, i), P b (s, wit]), P )

0 j=1
_8y]f(5>wl( ) @y(s) (5 wl( )’@y(s))‘z[t?,tﬁ_l)(s)a
12” 1 d
11, == o> jer

=0 j,kor=1

833 ykf(svwi(s)vQy(s))(UjTUkT‘)(&wZ( ) Qy )’ (7t L+1)(8)’
2"—1 d
1

(apopy )55, i(5), G2 =)y s, (7). B )

d
o j=17/C(0.T)RY)

— (9uf)i(s,wils), Qy(s), 2(5))bj (s, wi(s), Qys) | gy, ) ($)u(dz),
(74)

= (72)

;i yk S wl ) P;?i))(gjrakr)(svwi(t?)ﬂpggt)n))

and

2" 1

Z Z / (B (s, wi(s). BU) z(s))(aﬁakr)(s,wi(t;z),[p;ml

=0 j,kor=1 [OTRd)

0z (0 ) (5, wi(s), Qy(s)s 2(5))(4ronr) (s, wils), Qy(s)) [ Liep ap, ) (8)1(d2)-

(75)

We now want to show that I,, + 11, + III, + IV, +V,, — 0 when
n — 00, which amounts to showing that each of these terms goes to zero
separately, since each of them is non-negative. Here we restrict ourselves on
the term I'V,,, the other terms are treated similarly. We elaborate more on
this after we show that IV,, — 0 as n — oo. We use the following equality
ab — cd = b(a — ¢) + ¢(b — d) on the integrand in IV}, to get
21 d
Wam S0 [ ot P (@) (9, BT 2(5)
=0 j—1/C(0.TIR
= (0uf);(s,wi(s), Qy(s), 2(5))) + (Ouf) (s, wi(s), Qy(s), 2(5))
(b (s, wi (1), Py ) = by (5, 0i(5), Qy(e)) [T i, ()1 d2).
(76)
Which we can now estimate using the triangle inequality and the fact that
b; are bounded and all the derivatives of f are uniformly bounded to get

2"—1 d

<Y [ (IO sl B 2(5)) — (0 1(5): Qo

=0 j=1"C(0.T}RY)

—i—C"bj s,wi(t?),IF’szzm) —bj(s,wi(s), Qy(s) )‘)I[tf,tﬁl)(s)ﬂ(dz)
(77)
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Furthermore the derivatives (0, f); are Lipschitz in the measure component
so we further estimate

2"—1 d

IV, <C/ (Wa(Py) s Q) + 2 D lby(s,wilt) i)
=0 j=1 (78)

_bj(sawz( ) @y(s )| [t st ) ( ))dS

We are now looking to show that the last integral converges to zero as
n — o0o. To this end we show the following;:

1. W2<P;"§),@y(s>> < Wa(Py”, @), s € [0,T).

2. Wa(P' tn \Qye) < 275 +Wo(PYY,Q,), s € (t7,87,,], 0 <1< 2" —1.

The first item shows that the first term in the integral converges to zero as
n — oo since P — Q in the 2-Wasserstein metric on Py (C([0, T]; R%)).
The second item on the other hand when paired with the facts that b :
[0,T] x R? x Py(R%) — R? is continuous and w; € C([0, T]; R%) shows that
the second term in the integral also converges to zero as n — oo. Then by
the boundedness of the terms and the bounded convergence theorem one
concludes that IV,, — 0 as n — co. Now on to showing items 1 and 2.

For 1 we note that for any € > 0 and n > 1, there is a probability space
(€, F',P') and on it continuous stochastic processes y” = (y*'(s))sepo,r] and

y9 = (y9(s))sefo,r) such that IP’;JP = }P’én) and ]P’;Q =Qy and

N

e+ Wa (P, Q) > (E[ sup [y7(s) —y2(s)]"])>.
s€[0,T]

(79)

Now using the inequality from Remark 5.2 we obtain for all s € [0, 7] that

SIS

e+ Wa(PY, Q) > (E[ sup |y"(s) —y?(s)*])
sel0.7] (80)

1 n
> (E[ly" (5) — y2(s) ) = WalP[), Q).
From which item 1 follows by letting ¢ — 0.

For 2 we first use the triangle inequality on the Wasserstein space and
then the same inequality from Remark 5.2 along with the item 1 we just
proved to obtain

W2(]P)y(t?)7(@y(s)) < WQ(P (t")’P (s )) -+ WQ(P ’Qy )

(81)
< BX - XPR)E + o), Q).
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We now recall the equation (55) and use the same method as inequality (58)
on the expectation in the inequality above to obtain

Wa(Pl, Q) < C2F + Wa(B), Q). (52)

Which proves the second item. Thus as we mentioned before, by the bounded
convergence theorem the integral IV,, — 0 as n — co. V), is essentially ex-
actly the same, instead of invoking the properties of b, here we use the
properties of o, which both are assumed to be bounded and continuous.
Further we use the fact that 0.,(0,.f)x is Lipschitz in the measure compo-
nent, which is the same process. The terms 11, and II1, are in spirit the
same to each other, here we only need the boundedness and continuity along
with the items 1 and 2, so this also works. For the term I,, we need only the
continuity and boundedness properties of f and do not use the properties
of b,o.

Thus we are done with our task of showing that F),(t,w;) — F(t,w;) for
t € [0,T],1 < i < m for all centers w; of the balls covering K. Therefore
also for any € > 0, there exists n. > 1 such that for all n > n. we have
|Fy(t,w;) — F(t,w;)| <eforl<i<m.

We next want to show that we can control |F, (¢, w;) — Fy,(¢,w)| whenever
w,wy are contained in a small ball.

To this end we first note that since K is a compact set, and thus bounded
so we find an R > 0, such that X ¢ Bg(0) = {w € C([0,T];R?) : ||w| < R}.

Now notice again by the boundedness of b, o and a similar inequality as

inequality (58) that there exists a constant Cp > 0 such that E[|X§n) Y] < Cy
for s € [0,T],n > 1. Now we recall the subspace £ of Py(R%), defined by

£ = {nePyRY: /R Jal*utdr) < Col, (83)

which we showed to be compact in Lemma 5.3. Furthermore for any ¢t €

[0,T], n > 1 we have that IP’?(JT(LZ) € &, which follows by the bound on the
fourth moment we indicated above.

We now define the continuity modulus mp ¢ : Rt — RT for any § > 0
by

mpe(8) = sup{|y(s,z,v,2) —v(s,2",v,2)| : s € [0,T],v € E
z,2’ € R, such that |z|, |2'| < R, |z — 2/| < 6,2 € R? (84)
,-)/ € {b7 07 f7 8Sf7 8yf7 azyfa 8Mf7 8Z(auf)}}

This is done to control every term after estimating | F}, (¢, w;) — Fy, (¢, w)| with
the triangle inequality and the bounds for b, 0.
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Now we note by the facts that f € C;’Q’l([O,T] x R? Py(RY); R) and
(b,0) € Cp([0,T] x RY x Py(RY); RY x R¥*4) and that [0,T] x {z € R |z| <
R} x £ is a compact set as a product of compact sets we obtain the fact that
all v in the definition of the continuity modulus are uniformly continuous
on [0, 7] x {z € R% |z| < R} x €. This implies that mg ¢(§) — 0 as § — 0.

Now by the definition of F;, for any w,w; € K,n > 1 it holds
|Fu(t, 1) — Fu(t, )

<|f(twa(t), BY) — F(tw(), P

+17(0,w0(0), BY0)) — £(0,w(0), B

/ 191 (s,0(5), B ) — 0 (s, 00(5), BU) s

e’ / Z\ayzfswl D) = 8, f(s,00(s), B I ds
t
- Z!ayif(svw(8)7Pé?z))llbgn)(s,w(%Pé”)) — 5 (s, w(s), BYY)ds

+Co / Z 18y yiv; (s, (s )P;r(g)) aiy f(s’w(5)7P;2))’d5

,Jk 1
/ 5 By ), P o2 5,5, P
i,5,k=1

_UZ(IZ)(S,W(S),P?S”))MS-l—Cb/ /| Ouf)i(s,wi(s),P 8), 2)
— (@il w(s), B 2) [P <>ds

+C, 102 (0, 1) (s, 1(5), P 2)
/2§1/ H ! y(s)’
010 f)(s,w(5), B, 2)|PYY) (d2) s,
(85)

Here we did a similar trick as in estimating the integral IV,, earlier and then
exploited the boundedness of the coefficients b,o. However we notice that
all of these terms can be crudely estimated from above by the continuity
modulus for any w,w; € K C Bg(0) such that |w(s) —w| < e, s € [0,].
Thus it holds for these w, w; that |F),(t,w;) — Fy(t,w)| < Cmpe,e > 0. Now
for all w € K we find 4,1 < i < m such that w € B.(w;) and thus we obtain
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by a double application of the triangle inequality

|Fn(t7 W) - F(tv W)|
<2Cmpe(e) + 11%1%)7(;1|F”(t’wi) — F(t,w;)| (86)

<2Cmpe(e) +¢

for n > n.,w € K. The last term in the inequality goes to zero as ¢ — 0.
Therefore F,(t,-) converges uniformly on the compact set K to F(t,-) for
all t € [0,T].

We are now done with the main part of the proof. To conclude, we fix s <
t in [0, T]. We have for all non-anticipating ¢ € Cy([0,T] x C([0,T]; R%); R)
by the uniform convergence

0 :E[P(n) [(Cl{(n)a-(n) (t, ?J»Ip(n)) - Cif(n)o-(n) (Sa Y, ]P’(n)))qb(s, ?J)]
=Epen [(Fn(t,y) — Fu(s,y))d(s, y)]
— Eq[(F(t,y) — F(s,y))d(s,y)]
=Eql(CL,(t,9,Q) — C,(s,5,Q))6(s, )],

(87)

as n — oo along the (sub)sequence of n > 1 for which P(®) — Q weakly. Now
from this equation we can use the characterization for martingales against

integrals of continuous functions (Lemma 8.4) and thus we get that for any
fe ey ([0,T] x RY x Py(RY); R),

t
Cl(t) = f(t,y(t), Qyu) — f(0,5(0),Qyo)) — /0 (0s + A) f(s,y(5), Qys))ds
~(88)
is an (FY, Q)-martingale. Now due to the definitions of A and A, we
can invoke Lemma 7.3 to obtain a d-dimensional Brownian motion W =

(WS)SE[QT] defined on an extension ((NZ, .7?, @) of (C([0, T]; R%), B((C([0,T]; RY)), Q)

where X = y and F D FY is a suitable filtration. O

Thus we have established a weak existence result for the mean-field SDE
(42) under the condition of merely bounded and continuous coefficients b
and o.
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8 Appendix

Here we mention some of the technical results used before.

Remark 8.1. Recall first in the proof of Lemma 7.3 we claimed that there
exists a smallest right-continuous and complete filtration F = (]-N't)te[oyﬂ
for which ]?t®]:'t - j-v't. Here recall that the .7-/:15 denotes the Borel o-
algebra on the path space and F; is a o-algebra on a probability space on
which we have defined a d-dimensional Brownian motion. We elaborate the
construction of such a o-algebra. Denote G; := ]?t & Fi. The problem is
that (G )sejo,7) might not satisfy the usual conditions. However we can define
Fi = N>t 0(Gs UN). Each of the o-algebras o(Gs UN) is complete, and
defining the intersection of these o-algebras forces it to be right- contlnuous
this follows since (V,o; Fr = (Nyot Nesy 7(Gs UN) = Moy 0(Gs UN) =

Here N denotes the null-sets of the product probability measure PxP Where
the probability with a hat corresponds to the solution to the local martingale
problem. Clearly also Fi R F: C F.

Here we will also recall the following result from [16, p. 315] to represent
a solution of an SDE as the coordinate process against a certain stochastic
basis and a Brownian motion:

Proposition 8.2. Assume b : [0,T] x C([0,T};R%) — R% and o : [0,T] x
C([0,T);RY) — R4 gre progressively measurable and let

t
M = fy(1) - f(y(0)) —/ (A'f)(y)ds, t € [0,T]. (89)

0

Let P be a probability measure ~on (C([0,T7; RY), B(C([0,T];RY))) such that
M7 is a continuous local (FY, IP’) martingale for the choices f(x) = z; and
f(x) = xxj, 1 < 4,5 < d. Then there exists a d-dimensional Brownian

motion W = (Wy)ejo,m) defined on an extension (Q,F,P) of
(C((0. T} R, B((C([0. T RY)). B) (90)

such that (ﬁ,f,ﬁ,@, W, X)) is a solution to the functional SDE (25), where
X =y.

Here (A'f)(y) is defined as A'f(s,y) where f does not depend on s.
This is helpful as whenever we are investigating something and have a solu-
tion to the local martingale problem, we can represent this solution as the
coordinate process.

In the proof of Theorem 7.5 we used the following relation for martin-
gales:
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M = (Mi)ico,r) on C([0,T); R?) is a martingale with respect to FY if
and only if E[(M:(y) — Ms(y))é(s,y)] = 0 for any non-anticipating ¢ €
Cy([0,T] x C([0,T] x R%);R) and s < t. This result is not obvious, we will
first prove it when ¢ is measurable, and not continuous. This is a weaker
assumption since in our setting continuous functions are measurable.

Lemma 8.3. M = (M).c(o,] is a martingale with respect to F = (F)sc(0,1)
if and only if for 0 < s <t < T and any ¢ : @ — R bounded and Fs-
measurable function it holds

E[(M: — M;)¢] =0 (91)

Proof. Assume that M is a martingale. We get by a simple computation
using the tower property of conditional expectation and the fact that ¢ is
Fs-measurable ('take out what is known’ property)

E[(M; — Ms)¢] =E[E[(M; — M;)¢|Fs]]

_E[GE[(M, — M)\ E]] =0, a.s 52)

Where the last equality follows from the fact that M is a martingale.

Now assume that E[(M; — M;)¢] = 0 holds for all ¢ : Q — R, Fs-
measurable and bounded. Especially for A € F; it holds that E[(M; —
M;)Z 4] = 0. However upon rewriting we obtain

/ MydP = / M,dP (93)
A A
and thus E(M|Fs) = My a.s. which finishes the proof. O

We want to extend this characterization to the case where ¢ is assumed
to be continuous, this makes one direction of the above implications harder,
and the other easier. As every continuous function is measurable in our
setting, we obtain the first direction immediately. We now formulate the
result:

Lemma 8.4. M = (M;),c(o.1] is a martingale with respect to FY = (F}),ep01)
if and only if for 0 < s <t < T and any ¢ : [0,T] x C([0,T];R?) — R,
non-anticipating, bounded and continuous it holds

E[(M; — M;)¢(s,y)] = 0. (94)

Proof. We assume there exists A € B(C([0, s]; R%)) such that (the expecta-
tion is taken against Q on C([0, s]; R?))

E[(M; — My)Za] > 0. (95)
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By the regularity of probability measures on metric spaces (see [24, Theorem
1.2]), for any € > 0 we can find an open set G, such that A C G and
Q(G) < Q(A) + &. Thus we also have

E[(M, — M,)I¢] > 0. (96)

Now we can approximate the function Zg pointwise and in probability (with
respect to Q) by continuous functions ¢,. This can be done for example
by the usual distance function construction. Most importantly we find a
continuous function ¢ : [0, 7] x C([0, T]; R?) — R for which it holds

E[(M; — M;)¢] > 0, (97)

which is a contradiction. O
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