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1 Introduction

Quantum coherence, and the related mixing and oscillation of quantum states, plays an
important role in many interesting phenomena in particle physics and in the early uni-
verse. Examples include neutrino mixing and oscillations [1–9], particle scattering from
phase transition walls in baryogenesis [10–18], mixing of Majorana neutrinos in leptogene-
sis [19–21], and particle production after inflation or in phase transitions [22–24]. In these
applications a quantum field theoretical treatment of coherence is essential. Several differ-
ent types of coherence may be relevant depending on the problem: particle production is
driven by the particle-antiparticle coherence, and coherent mixing of left- and right-moving
particles can be the engine for creating the particle-antiparticle asymmetry during the elec-
troweak phase transition. Finally, coherence between different flavour states powers the
familiar phenomenon of neutrino oscillations as well as the particle-antiparticle asymmetry
generation in leptogenesis, which is the main topic of this paper.

The primary goal of this work is to develop a general and transparent formalism for
treating problems involving quantum flavour coherence. While our results are more gen-
eral, a large part of the development will be done in the context of (resonant) leptogenesis.
We will develop a series of implementations of quantum transport equations with differ-
ent levels of sophistication. At the most general level our formalism includes also the
particle-antiparticle coherences. From there we move by a well defined reduction process
to equations fully describing the flavour coherence separately in the particle and antipar-
ticle sectors. These equations are valid for arbitrary helicities and neutrino masses. We
also show how these equations can be further reduced to a helicity-symmetric density ma-
trix equation and eventually to the Boltzmann limit with a soundly motivated form for
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the CP-violating source in the leptogenesis application. This hierarchy of implementations
serves both to compare our results against the existing literature, and provides a “library of
methods” from where one can choose the one that is best suitable for the given application
at hand.

In the leptogenesis scenario [19] an initial lepton asymmetry nL gets converted to
the baryon asymmetry via the B + L-violating sphaleron processes [25] present in the
standard model (SM) [26–29]. Several versions of the leptogenesis mechanism exist [20,
21]. In standard thermal leptogenesis nL is generated by CP-violating out-of-equilibrium
decays of heavy Majorana neutrinos and the same basic mechanism carries over to resonant
leptogenesis. In the latter the neutrino masses are nearly degenerate however, which leads
to an enhanced efficiency. The enhancement is maximal when the timescale ∼ 1/∆m of
the flavour oscillations is comparable to the timescale ∼ 1/Γ of the change of the neutrino
abundances. In this case the flavour mixing has been found to be the dominant source of
the lepton asymmetry [20, 21]. Thermal leptogenesis can be well treated using standard
kinetic equations, but the resonant case needs a more refined treatment to correctly account
for the flavour mixing.

We will use the Schwinger-Keldysh closed time path (CTP) formalism [30, 31] to derive
Kadanoff-Baym evolution equations [32, 33] for the two-point correlation function of the
mixing fermions from first principles, using the two-particle irreducible effective action
(2PIEA) method [34, 35]. We specialize to spatially homogeneous and isotropic systems
and include the expansion of the universe, relevant for the leptogenesis application. The
central object for our study is the local Wightman function S<

k (t, t), which encodes the
statistical properties of the system including flavour diagonal and off-diagonal correlations.
The key element of our approach is finding a closed equation for S<

k (t, t). Our method
does not rely on restricted forms of the correlation function, such as the Kadanoff-Baym
or quasiparticle ansätze [33, 36]. Rather, it is based on the identification of a proper
background solution and a judicious approximation to compute the collision terms. This
makes it well suited for a study of dynamical mixing as all components of the correlation
function are treated on an equal footing. We point out that leptogenesis has already
been studied extensively using first principles methods [37–56] and resonant leptogenesis
in particular [57–71]. Technically our approach is closest to that of ref. [61].

Our formalism is a generalisation of the coherent quasiparticle approximation (cQPA)
first developed in [72–78] and further studied in [79]. The cQPA is a two-step approximation
where the structure of the Wightman function is solved first in a collisionless approximation
in the Wigner representation. This results in a spectral shell structure, including particle
and coherence shells, which is then used to solve the full dynamical equation. The present
method is not restricted to spectral structures as the equations are solved directly in the
two-time representation, which allows taking into account a finite width of the pole propa-
gators. If the width is neglected however, our equations are equivalent to cQPA equations.

Our main results include the quantum transport equations (5.7) and (5.15), the helicity
symmetric equations (8.1)–(8.3) and the Boltzmann equation source term (8.10) with the
CP-violating parameter (8.11). We provide an explicit implementation for a benchmark
model with two Majorana neutrinos and one lepton flavour including decay and inverse
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decay interactions, but generalising to more complicated fermion sectors and scattering
processes would be straightforward. Numerically all approaches are in good agreement in
the weakly resonant case, m � ∆m � Γ, and the helicity-symmetric equation is in good
agreement with the full master equation for all parameter values. However, when ∆m . Γ
the Boltzmann equation results depend strongly on the choice of the CP-violating source,
the precise form of which has been debated in the literature [55, 62, 66, 70]. Our result
agrees with ref. [62]. We show that the effective width that defines this source corresponds
to the off-diagonal damping of flavour coherence in the density matrix equations. We
also find that the Boltzmann equations equipped with this source are in best numerical
agreement with the full master equation results.

This paper is organised as follows: in section 2 we review the underlying CTP formalism
and examine the general structure of solutions. In section 3 we derive the transport equation
for the local correlation function S<

k (t, t) and the key approximation leading to a closure is
introduced in section 3.2. In section 4 we introduce the leptogenesis model, compute the
self-energy functions for the decay processes, find the adiabatic background solutions and
adapt the transport equations of section 3 to the leptogenesis case. We conclude the section
with renormalised master equations for leptogenesis, including an equation for the lepton
asymmetry and explicit forms for the source and washout terms. In section 5 we project
the neutrino master equation onto different frequency, helicity and flavour quantum states,
recasting it as a generalised density matrix equation, which we then further simplify by
averaging over the particle-antiparticle oscillations. In section 6 we generalise to the case
of an expanding universe and in section 7 we give detailed numerical results for the lepton
asymmetry in some benchmark cases. In section 8 we introduce further approximations,
first by dropping the helicity dependence and then reducing the master equation to a
density matrix equation in the quasidegenerate case and finally into a Boltzmann equation
in the decoupling limit, including a semiclassical source term. In section 9 we present
detailed comparisons to earlier work in the literature. Further details of the derivation are
presented in several appendices. Finally, section 10 contains our conclusions and outlook.

2 Kadanoff-Baym equations

For completeness and to introduce the notations, we start with a brief review of the CTP
formalism. The basic quantity of interest in the CTP quantum transport theory is the
contour-time ordered two-point correlation function. For flavoured fermions it is defined by

iSij,αβ(u, v) ≡
〈
TC
[
ψi,α(u)ψj,β(v)

]〉
, (2.1)

where C is a complex time contour and the expectation value is defined as a trace weighted
by the non-equilibrium density operator of the system. We will usually suppress the Dirac
(α, β) and flavour (i, j) indices when possible, as they follow the spacetime coordinates
u and v of the fermion field ψ. All products involving the two-point and self-energy
functions are thus implicitly matrix products in Dirac as well as flavour indices. In this
paper we consider the Schwinger-Keldysh path shown in figure 1 and parametrise the
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Re t

Im t

Ctin + iεF
tf

tin − iεF

Figure 1. Shown is the Schwinger-Keldysh closed time path C. Arrows show the direction of
increasing contour-time.

contour function (2.1) in terms of four real-time valued correlation functions: the Wightman
functions

iS<(u, v) ≡ 〈ψ(v)ψ(u)〉, (2.2a)
iS>(u, v) ≡ 〈ψ(u)ψ(v)〉, (2.2b)

and the retarded and advanced pole propagators1

iSr(u, v) ≡ 2θ(u0 − v0)A(u, v), (2.3a)
iSa(u, v) ≡ −2θ(v0 − u0)A(u, v). (2.3b)

Here A(u, v) ≡ 1
2〈{ψ(u), ψ(v)}〉 is the spectral function, which satisfies A = i

2(S> + S<) =
i
2(Sr − Sa). We also denote A = SA below. We also need the Hermitian part of the
pole propagators SH ≡ 1

2(Sr + Sa). The fermion self-energy Σ can be divided into real-
time components similarly and the various self-energy functions Σ<,>, Σr,a, ΣA,H satisfy
analogous relations.

With the leptogenesis application in mind, we now specialize to spatially homogeneous
and isotropic systems where the correlation and self-energy functions F ∈ {S,Σ} have
spatial translational invariance: F (u, v) = F (u0, v0;u− v). In this case it is convenient to
use the two-time representation

Fk(t1, t2) ≡
∫

d3r e−ik·rF (t1, t2; r), (2.4)

which is just the spatial Fourier transform and k is the Euclidean three-momentum vector.
The Schwinger-Dyson equation obeyed by the two-point function (2.1) can be cast into

four real-time Kadanoff-Baym (KB) equations for the real-time correlation and self-energy
functions. In the homogeneous and isotropic case and in the two-time representation (2.4)
they are given by [

(S−1
0,k − Σp

k) ∗ Spk
]
(t1, t2) = δ(t1 − t2), (2.5a)[

(S−1
0,k − Σr

k) ∗ Ssk
]
(t1, t2) = (Σs

k ∗ Sak)(t1, t2), (2.5b)

1A related parametrisation is Sab, where a, b = ± denote the CTP branches of the time arguments u0

and v0: + referring to the upper and − to the lower branch in figure 1. Then S< = −S+− and S> = S−+,
while S++ = ST and S−− = ST are the time-ordered and reverse time-ordered propagators. Note that
our definition of S< has an additional minus sign for fermions compared to what is often used elsewhere in
the literature.
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where p = r, a and s = <,>. The convolution appearing here is defined by

(Fk ∗Gk)(t1, t2) ≡
∫ ∞
tin

dt Fk(t1, t)Gk(t, t2), (2.6)

where tin is the initial time of the CTP, and we have taken the limit tf → ∞ for the final
time. We will eventually also take the limit tin → −∞ when deriving the kinetic transport
equations. Finally, the inverse free propagator in equations (2.5) is given by

S−1
0,k(t1, t2) ≡

[
iγ0∂t1 − γ · k −m(t1)

]
δ(t1 − t2). (2.7)

The time dependent, real mass matrix m(t), can be viewed as a singular contribution to
the Hermitian part of the self-energy, but with our immediate application to leptogenesis
in mind, it is useful to write it explicitly.

Later on we make frequent use of the Hermiticity relations of the propagators and the
self-energies. In the two-time representation we can write them as

S<,>
k (t1, t2)† = S<,>

k (t2, t1), (2.8a)

SA,Hk (t1, t2)† = SA,Hk (t2, t1), (2.8b)
Sr,ak (t1, t2)† = Sa,rk (t2, t1), (2.8c)

where we defined S<,> ≡ iS<,>γ0, Sr,a ≡ Sr,aγ0 and SA,H ≡ SA,Hγ0. The relations (2.8)
follow straightforwardly from the definitions (2.2)–(2.4). Note that Hermitian conjugation
exchanges the pole propagators in addition to their time arguments. Similar Hermiticity
properties hold among the self-energy functions (with S replaced by Σ in equations (2.8))
with the definitions Σ<,> ≡ γ0iΣ<,>, Σr,a ≡ γ0Σr,a and ΣA,H ≡ γ0ΣA,H. We will also need
the spectral sum rule, which in the two-time representation reads

2Ak(t, t) = 1 for any t. (2.9)

Equation (2.9) is a direct consequence of the canonical equal-time anti-commutation rela-
tions, and it can be also derived from the definitions (2.3), the analogous relations for the
self-energy functions and equations (2.5a) and (2.7).

The coupled integro-differential equations (2.5) would be difficult to solve even if the
self-energies were some externally given functions. The fact that self-energies are in gen-
eral functionals of the correlation functions Sr,a,<,>, makes (2.5) also non-linear and con-
sequently much more complicated. Our main goal is to find a tractable and efficient
approximation scheme for these equations, which still captures the relevant physics.

2.1 Formal solutions

Before introducing our approximations, it is useful to study some general properties of the
solutions. We start by rewriting (2.5) in an alternative, but equivalent form of Schwinger-
Dyson integral equations:

Spk = Sp0,k + Sp0,k∗Σ
p
k∗S

p
k, (2.10a)

Ssk = Ss0,k + Ss0,k∗Σa
k∗Sak + Sr0,k∗Σs

k∗Sak + Sr0,k∗Σr
k∗Ssk, (2.10b)

– 5 –
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where the free propagators Sp0 and Ss0 satisfy

S−1
0,k∗S

p
0,k = 1, (2.11a)

S−1
0,k∗S

s
0,k = 0, (2.11b)

and again p = r, a and s = <,>.2 We suppressed the now obvious coordinate dependencies
and used 1 to denote the functional identity matrix (i.e. the delta function in time vari-
ables).

We can turn (2.10) into formal solutions by iterating and rearranging the infinite series
solutions suitably (intermediate steps of the procedure are given in appendix A). The formal
pole propagator solutions are given by

Spk =
(
S−1

0,k − Σp
k

)−1. (2.12)

The Wightman functions Ssk can be broken into homogeneous and inhomogeneous parts:
Ssk = Sshom,k + Ssinh,k, where

Sshom,k ≡
(
1 + Srk∗Σr

k

)
∗Ss0,k∗

(
1 + Σa

k∗Sak
)
, (2.13)

Ssinh,k ≡ Srk∗Σs
k∗Sak. (2.14)

The inhomogeneous part Ssinh,k is a particular solution to the full KB equation (2.5b),
while the homogeneous part Sshom,k satisfies the same equation with the right-hand side
put to zero. Solutions (2.12)–(2.14) are still completely general, but indeed purely formal
because the self-energies in general depend on Sk.3 However, they provide important
insight as to how to define and set up approximative solutions and equations. For example,
if the self-energy functions are dominated by some known part, such as the equilibrium
contribution, they suggest how to split the pole-functions and the inhomogeneous part of
the Wightman function to a leading part and a perturbation, following schematically the
division Σk = Σeq,k + δΣk. We shall put this observation into good use in section 3 below.

2.2 Homogeneous solutions

We can gain further insight to the homogeneous solution (2.13), simplifying it further (still
in full generality) by using the KB equations. To this end we first substitute the inverse
free propagator (2.7) to equations (2.5) and write them explicitly as[

i∂t1 −Hk(t1)
]
Spk(t1, t2)− (Σp

k ∗ S
p
k)(t1, t2) = δ(t1 − t2), (2.15a)[

i∂t1 −Hk(t1)
]
Ssk(t1, t2)− (Σr

k ∗ Ssk)(t1, t2) = (Σs
k ∗ Sak)(t1, t2). (2.15b)

Here Hk(t) ≡ α · k + γ0m(t) is the free Dirac Hamiltonian with α ≡ γ0γ, and we used
the barred propagators S and self-energies Σ defined below equations (2.8). Using the pole

2It is easy to show, using (2.11a) and (2.11b) that any solution Ss to (2.10b) is also a solution to (2.5b).
3Of course, when one makes approximations, such as the 2PI expansion for the self-energy, the generality

of these equations is restricted. In particular, when using the 2PIEA-method, one also makes an implicit
assumption of Gaussianity of the initial state [62, 80]. This is not always warranted, but the nontrivial
correlations induced tend to be short lived, lasting only over t . O(1− 10)/m [81].
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Figure 2. Left panel: schematics of the propagation of the homogeneous correlation from the initial
condition set at (t1, t2) = (tin, tin) (red) and the extent of the non-local correlation around a local
solution defined at (t1, t2) = (t, t) (green, see section 3.2). The strength of the colour illustrates
the strength of the correlation. Outside the spheres, with |∆t| � 1/γk, points are no longer
correlated (with (tin, tin) and (t, t) respectively) because of the dissipation. Right panel: shown are
the particular time-contours of relevance for the local equation as discussed in section 3.3.

equation (2.15a) and its Hermitian conjugate in equation (2.13) then leads to

Sshom,k(t1, t2)

=
∫ ∞
tin

∫ ∞
tin

dt dt′ Srk(t1, t)
[
−i
←
∂t −Hk(t)

]
Ss0,k(t, t′)

[
i∂t′ −Hk(t′)

]
Sak(t′, t2)

= 2Ak(t1, tin)Ss0,k(tin, tin)2Ak(tin, t2)
= 2Ak(t1, tin)Sshom,k(tin, tin)2Ak(tin, t2). (2.16)

To get the second equality we integrated the derivative terms by parts, used equa-
tion (2.11b) and its Hermitian conjugate and the definitions (2.3). The only remaining
term in the expression is then the boundary term involving the initial time tin. Note that
it is essential in this derivation that tin is smaller than both t1 and t2. Finally, we used the
sum rule (2.9) at t = tin to identify Ss0,k(tin, tin) = Sshom,k(tin, tin).

The result (2.16) is exact and it shows that homogeneous solutions describe transients
evolving from initial conditions set at a finite initial time tin. Indeed, it is easy to show
that the spectral function is the unitary time-evolution operator for two-point functions in
the free theory limit: 2A0(t1, t2) = U(t1, t2), for which the spectral sum rule (2.9) imposes
the correct normalisation U(t, t) = 1. However, in dissipative systems this time-evolution
is no longer unitary. Dissipation shows up as a finite width of the pole functions in the
Wigner representation. Going to the Wigner representation, finding quasiparticle poles
and computing the corresponding quasiparticle widths γk, and transforming back to the
two-time representation, one could then obtain a more general Ak effecting an explicit
non-unitary decay of correlations in the relative time [79]: 2Ak(t1, t2) ∼ e−γk|t1−t2|.4 As

4In this qualitative explanation we do not explicitly account for flavour dependence. It is clear however,
that flavour dependent γk’s correspond to the widths of quasi-states in the locally diagonalised matter basis.
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a result, if the initial time is pushed to the past infinity, tin → −∞, all memory of the
initial conditions will vanish, leaving only the inhomogeneous solution. We illustrate this
phenomenon schematically in figure 2.

We find the homogeneous solutions of the form (2.16) to be very useful still in another
way, which is crucial to our scheme. We will return to this issue in section 3.2 below.

3 Local quantum kinetic equation

The main source of complexity in equations (2.15) comes from their non-locality and the
associated need for a complete accounting of the memory effects. Yet, all physical observ-
ables are expressible in terms of the local correlation function Sk(t, t), and moreover, we
have seen that dissipative processes in general wash out memory effects over time intervals
|∆t| ≥ 1/γk. This suggests to try to find an approximative equation that involves only the
local correlation function. Such an equation is easy to set up formally: we first use the
chain rule to write5

∂tS
<

k (t, t) =
[
(∂t + ∂t′)S<

k (t, t′)
]
t′=t

. (3.1)

Using this with the KB equation (2.15b) and its Hermitian conjugate together with the
Hermiticity relations (2.8) yields the equal-time equation

i∂tS<

k (t, t) =
[
Hk(t), S<

k (t, t)
]

+ (Σr
k ∗ S<

k )(t, t)− (S<

k ∗ Σa
k)(t, t)

+ (Σ<

k ∗ S
a
k)(t, t)− (Srk ∗ Σ<

k )(t, t). (3.2)

This equation is still exact, but of course not closed because it still involves the non-local
function S<

k (t, t′) with t 6= t′ explicitly in the interaction convolution terms Σr
k ∗ S

<

k and
S<

k ∗ Σa
k and implicitly within the self-energies. It also depends explicitly on the pole

functions Sr,ak (t1, t2). To make (3.2) self-contained, we need to supply it with enough
information of these particular correlations, without going back to the full KB equations.

3.1 Perturbation around the adiabatic solution

Let us first address the coupling between the Wightman functions and the pole functions.
This issue is intimately connected to finding a good approximation for the inhomogeneous
solution for the Wightman functions as is suggested by equations (2.12) and (2.14). We
start by formally dividing the correlation functions into some known adiabatic background
solution and a perturbation:

Sαk = Sαad,k + δSαk . (3.3)

where α = r, a,<,>. There is some freedom as to how to choose the adiabatic solutions.
For example, in a system near thermal equilibrium, the instantaneous thermal equilibrium
solutions would be an obvious choice. More formally, the adiabatic Wightman function
can be defined as a solution that reduces to the stationary solution of (3.2), when ignoring

5In order to get an equation for the local correlation function, it is essential that the derivative acts
on both time-variables. Otherwise the limiting procedure introduces other independent functions (first
moment of the propagator in the mixed representation) to the left hand side of the equation (3.2).
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all local time dependence.6 When Sαad,k fulfil this requirement, inserting the division (3.3)
into equation (3.2) leads to

i∂tδS<

k (t, t) ' [Hk(t), δS<

k (t, t)] + (Σr
k ∗ δS<

k )(t, t)− (δS<

k ∗ Σa
k)(t, t)

+ (Σ<

k ∗ δS
a
k)(t, t)− (δSrk ∗ Σ<

k )(t, t)
− i∂tS<

ad,k(t, t). (3.4)

The source −i∂tS<

ad,k(t, t) is the leading correction left from the terms involving the adi-
abatic solution in the full dynamical equation. Note that as the Wightman function can
contain also a homogeneous transient, δS<

k is not necessarily small even when the adiabatic
solution is an equilibrium solution.

The equal-time pole functions, on the other hand, can be taken to be purely adiabatic
with no dynamical perturbations: δSpk = 0. In the equal-time limit this condition is actually
strictly imposed by the spectral sum rule (2.9) and the relations (2.3) between the pole
functions and the spectral function. One can also show that ∂tSpad,k(t, t) = 0 exactly at
least in a non-interacting theory. This suggests that no perturbations in the pole functions
can be included in a truncation to the local limit. It is then remarkable, that in the
truncation scheme for the collision terms developed in the next section, the non-local pole
function perturbations vanish consistently with their vanishing equal-time counterparts.
This means that pole functions become entirely non-dynamical quantities that account
for the structure of the phase space only. With this information, equation (3.4) further
reduces to

i∂tδS<

k (t, t) '
[
Hk(t), δS<

k (t, t)
]
− i∂tS<

ad,k(t, t) +
[
(Σr

k ∗ δS<

k )(t, t)−H.c.
]
. (3.5)

This equation no longer depends explicitly on the pole functions. They only have limited
influence on (3.5) through the source function and the self-energy functions, as we shall
discuss below.

On the choice of the adiabatic solution. Explicit forms for the adiabatic solutions
are most conveniently given in the Wigner representation, which is defined as the Fourier
transform of the two-time representation (2.4) with respect to the relative time-coordinate:

F (k, t) ≡
∫ ∞
−∞

dr0 eik0r0
Fk
(
t+ r0

2 , t−
r0

2
)
. (3.6)

Here t = (t1 + t2)/2 is the average time coordinate and k0 is the internal energy conjugate
to the relative time coordinate r0 = t1 − t2. Note that we always take the limit tin → −∞
before calculating any Wigner transforms. We now define the adiabatic solutions with

6This corresponds to working to lowest order in gradients in the Wigner representation.
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instantaneous mass m(t) and self-energies as follows:7

Spad(k, t) =
[
/k −m(t)− Σp

ad(k, t)
]−1, (3.7a)

Ssad(k, t) = Srad(k, t)Σs
ad(k, t)Saad(k, t). (3.7b)

There still is significant freedom left in these solutions related to the choice of the self-
energy functions Σα

ad. For example, one might choose to ignore or include the Hermitian
part ΣH

ad of the pole self-energy functions, leading to solutions either with vacuum or
quasiparticle dispersion relations. Moreover, if one neglects the finite width, setting ΣAad =
0, the corresponding solutions become spectral (either vacuum or quasiparticle). This is the
choice made in the derivation of cQPA-formalism [72–79], as well as in the usual Boltzmann
theory [82]. If one includes a finite width however, the adiabatic part of the solution spreads
out in phase space, with a consequent change in the source term in the equation (3.5) for
the perturbation δS<

k . One can even include corrections from the perturbations δS<

k in
the self-energies, without changing the basic structure of the equation for the perturbation
δS<

k itself. The point is that the validity of all these approximations is controlled by the
coupling constant expansion.

3.2 Local approximation

The division into an adiabatic background and the perturbation simplified the original
equal-time equation considerably. However, the problem of closure still remains: our equa-
tion describes the evolution of the perturbation only along the diagonal t1 = t2 in figure 2,
but the collision integrals depend on δS<

k (t1, t2) everywhere in the two-time plane. In a
system with dissipation, these memory effects are suppressed however, and there is hope
that a strictly local description can be found. We use the evolution of the homogeneous
perturbation (2.16) as our guiding principle to reach this goal.

Indeed, imagine first that we somehow have found the correct solution δSsk(t, t) along
the diagonal. For t1,2 not too far from the time t, the true non-local solution δSsk(t1, t2)
should be correlated with δSsk(t, t), and even reasonably well approximated by a homo-
geneous solution similar to equation (2.16), with the initial time tin replaced by the local
time t. Even when we do not know the local solution beforehand, we can parametrise the
non-local solution with the local one. Specifically, we make the local ansatz

δSsk(t1, t2) = 2Ak(t1, t)δSsk(t, t)2Ak(t, t2) for any t. (3.8)

Note in particular that the spectral function is not a dynamical quantity in (3.8); following
the discussion of the previous section, the generalised time evolution operator 2Ak(t1, t2)
is a non-dynamical adiabatic solution that can be computed to the desired accuracy inde-
pendently from the local correlation function δSsk(t, t). We stress that the ansatz (3.8) will

7More precisely, we should replace the self-energies Σ(k, t) in equations (3.7) by their “out-versions”
defined below equation (3.9). This is important when the self-energy depends on the perturbation δS itself
and may thus contain rapidly oscillating coherence functions [76, 77, 79]. However, this phenomenon is not
relevant for us in this paper where we eventually will average over such fast fluctuations and both definitions
correspond to the same local correlator in the two-time representation.
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only be used in the convolution terms describing the interactions. Indeed, if taken to hold
universally for all t, it would generally be too restrictive and in contradiction with the local
equation of motion (3.5).

cQPA and Boltzmann theory limit. It should be stressed that the ansatz (3.8) is
an exact relation in free theory and for spectral quasiparticles, where the full solution is
homogeneous and the free spectral function is the unitary time evolution operator. Indeed,
we can derive the cQPA-correlation function [77, 79], and eventually the Boltzmann theory
limit directly from (3.8). First choosing t = (t1+t2)/2 and then Wigner-transforming (3.8),
one finds (here we write the results explicitly for S< but analogous results hold for S>)

δS<(k, t) =
∫ dp0

π
2Ain,k(p0, t)δS<

k (t, t)2Aout,k(2k0 − p0, t), (3.9)

where Aout(k, t) ≡ e
i
2∂t∂k0A(k, t) and Ain(k, t) ≡ e−

i
2∂t∂k0A(k, t). This form is still valid

for any adiabatic solution for the spectral function. Working to lowest order in gradients
and using the free adiabatic spectral function,

A(0)
kij(k

0, t) = π sgn(k0)
(
/k +mi(t)

)
γ0 δ(k2 −m2

i )δij , (3.10)

equation (3.9) reduces to the spectral form

δS<
ij(k, t) = 2π

∑
h,±,±′

PkhP
±
ki δS

<

khij(t, t)P
±′
kj δ

(
k0 ∓ 1

2ωki ∓
′ 1

2ωkj
)
, (3.11)

where the helicity and energy projection matrices are defined by

Pkh = 1
2
(
1 + hĥk

)
, P ski = 1

2

(
1 + s

Hki
ωki

)
, (3.12)

with ĥk ≡ α · k̂ γ5, Hki = α · k + γ0mi and ωki =
√
|k|2 +mi

2. The helicity and energy
indices both take values h, s = ±. It is easy to show that the projectors PkhP

±
kiγ

0P±
′

kj form a
complete basis of matrices consistent with homogeneity and isotropy (this will be elaborated
further in section 5.1). In the spectral limit the adiabatic solutions and the perturbations
can be combined on the common shell functions. Expanding the corresponding full S<

k (t, t)
in this basis (for the precise definition of Pss′khij see equation (5.2) below), we can rewrite
equation (3.11) as

S<
ij(k, t) = 2π

∑
h,±

(
P±±khijf

m,±
khij δ(k

0 ∓ ωkij) + P±∓khijf
c,±
khijδ(k

0 ∓ 1
2∆ωkij)

)
, (3.13)

where ωkij ≡ (ωki+ωkj)/2 and ∆ωkij ≡ ωki−ωkj . This is the flavoured cQPA-propagator,
up to normalisation, derived in [77] and it carries information of all coherence structures
consistent with homogeneity and isotropy in the spectral limit.

If one ignores all coherence information, equation (3.13) reduces to a generalised
KB-ansatz

S<
ij(k, t) =

∑
h

Pkhf
m,sgn(k0)
khii 2A(0)

kij(k
0, t) sgn(k0), (3.14)
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which corresponds to the Boltzmann theory limit with distribution functions that are diago-
nal in flavour and helicity. The extra sgn(k0) factor could be absorbed to normalisation, but
the present normalisation will be more convenient later. Moreover, if one imposes the ther-
mal equilibrium Kubo-Martin-Schwinger (KMS) condition for the cQPA Wightman func-
tions, S>(k, t) = eβk0

S<(k, t), which now is equivalent to S<
ij(k, t) = 2A(0)

kij(k0, t)fFD(k0),
the distribution function further reduces to the thermal Fermi-Dirac distribution: fm,±khii =
±fFD(±ωki) (cf. [79]).

3.3 Local transport equation

For us, the most important utility of the local approximation (3.8) is that it allows closure
in equation (3.5), reducing all interaction convolutions containing the non-local function
δS<

k (t, t′) to simple matrix products involving only the local function δS<

k (t, t). For example,

(Σr
k ∗ δS<

k )(t, t) =
∫ ∞
tin

dt′Σr
k(t, t′)δS<

k (t′, t)

'
[∫ ∞
tin

dt′Σr
k(t, t′)2Ak(t′, t)

]
δS<

k (t, t)

≡ Σr
eff,k(t, t)δS<

k (t, t), (3.15)

where we introduced the effective self-energy Σr
eff,k. We remind that the spectral function is

adiabatic A ≡ Aad in these expressions, consistent with our approximation scheme. While
the effective self-energy

Σr
eff,k(t, t) =

(
Σr
k ∗ 2Ak

)
(t, t) (3.16)

is still a convolution, it can be computed at any time during the solution based only on
the local solution itself, or independently of it, depending on the approximation one uses
for the adiabatic functions, as discussed in section 3.1.

We now use the local approximation (3.8) to obtain closure in equation (3.5). This
amounts to using (3.15) and its Hermitian conjugate with (3.16) in equation (3.5), resulting
in the local equation of motion

∂tδS
<

k (t, t) + i
[
Hk(t), δS<

k (t, t)
]

= −∂tS<

ad,k(t, t)−
(
iΣr

eff,k(t, t)δS<

k (t, t) + H.c.
)
. (3.17)

Equation (3.17) is our final quantum kinetic equation (QKE) for non-equilibrium evo-
lution of mixing fermions. The non-local memory integrals have been truncated by the
local approximation, so it is an ordinary (matrix) differential equation for the local non-
equilibrium correlation function δS<

k (t, t). Equation (3.17) still describes both flavour and
particle-antiparticle coherence effects of the mixing fermions. It also takes into account
quantum statistical effects of the thermal medium (within the weak coupling expansion),
and it can accommodate thermal corrections to the dispersion relations via the effective
self-energy and the adiabatic source term. We have shown that (3.17) encompasses the
coherent cQPA-formalism and consequently the usual Boltzmann theory including also
semiclassical corrections [79], but it is a more general formulation in that it is not re-
stricted to the spectral limit. We will apply this equation in the leptogenesis setting to
describe the evolution of the right-handed Majorana neutrinos in the next section.
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On the accuracy of the local ansatz. Despite its wide range of applicability, the
ansatz (3.8) should eventually break down if the system develops significant temporal
correlations (a memory) over large time intervals. When would this happen and how
large would the corrections be? Ultimately one would like to compare the results obtained
using the local equation (3.17) with a numerical solution of the full non-local two-time
equations (2.15), but we can get a good idea of the size of the memory effects by studying
their origin in the Wigner representation.

We first note that the Wigner transform (3.6) encodes all dependence on the relative
time r0 = t1− t2 at constant average time slices t = 1

2(t1 + t2) in the frequency components
Sk(k0, t) (see the right panel of figure 2 for illustration). In the weak coupling limit this
information gets concentrated on narrow shells in frequency space and eventually to spectral
solutions when widths are neglected. The non-local information relevant for equations (3.5)
and (3.17) is contained in the convolution integrals that can be expressed as follows:

(Σr
k ∗Gk)(t, t) =

∫
dt′Σr

k(t, t′)Gk(t′, t) =
∫ dk0

2π Σr
out
(
k + i

2∂t, t
)
G(k, t), (3.18)

where G = δS< in (3.5) and G = A in (3.17).8 Clearly, for a fixed t the non-local informa-
tion of Gk(t′, t) contained in the two-time convolution (along the contour t2 = t) is fully
encoded in the gradients in the Wigner representation, since G(k, t) only contains infor-
mation along the contour 1

2(t1 + t2) = t. This correspondence is schematically illustrated
by the blue arrows in figure 2.

Finally then, the validity of the local approximation (3.8) boils down to the smallness
of the gradient corrections and assuming that δS(k, t) has a similar phase space structure as
the adiabatic solution. In the leptogenesis application gradient corrections are controlled by
the Hubble expansion and hence they are small since H/T � 1. The phase space structures
of the adiabatic solution and the perturbation δS(k, t) should be similar because the latter
is created by the former. Also, both solutions become spectral when the width is zero, so
this approximation becomes good also in the weak coupling limit.

4 Leptogenesis

We now apply our methods to study lepton asymmetry production in the early universe.
Leptogenesis has different variants, including the original thermal leptogenesis [19], reso-
nant leptogenesis [83, 84] and the freeze-in, or Akhmedov-Rubakov-Smirnov (ARS) lepto-
genesis [85]. For more discussion see e.g. [20, 21]. Our methods apply, with minor modifica-
tions, to all these variants, but we will focus to the resonant scenario in the minimal model
with two heavy Majorana neutrinos coupled to a single light SM lepton doublet and a Higgs
doublet. Generalisation to more neutrino flavours, or more SM lepton flavours necessary

8There is one subtlety if we take G = δS< as in equation (3.5). In this case one has to account for the
gradient operator in the argument of Σr

out, when it acts on the rapidly oscillating coherence solutions in
δS<. This ensures that the coherence shell contributions get computed on correct frequency shells in the
cQPA-formulation (see e.g. [79]). One of the nice features of the ansatz (3.8) is that it fully automatises
this resummation, also when evaluating higher loop self-energy functions [77]. Indeed, the issue clearly does
not arise when G = A, because A is an adiabatic function.
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e.g. for low scale leptogenesis [86, 87] and the ARS-mechanism, would be straightforward.
We will also only include the decay and inverse decay interactions, neglecting the 2 → 2
scattering processes. This limits the range of validity of our predictions, but our goal is not
the maximal phenomenological reach, but the accuracy of the quantum transport formula-
tion and detailed comparisons between different approximations. Again, generalisation to
more complex interactions would be straightforward.

In principle all particle species involved in the problem could be treated on the same
footing in the CTP-context, resulting in a network of local transport equations. However,
a number of simplifying approximations can be made for the SM fields. For example we
can neglect the decay widths of the lepton and Higgs fields and assume that they are in
kinetic equilibrium due to the SM gauge interactions. To first order, we can also neglect the
chemical potential of the Higgs field, which then decouples from the dynamics. The lepton
chemical potential µ` is essential of course, but we can assume µ`/T to be small, which
allows us to neglect the backreaction of µ` to the dynamics of the Majorana neutrinos.
We can then solve the coupled neutrino and lepton equations consecutively instead of
simultaneously. For neutrinos we will use the local transport equation (3.17) with full
phase space structure and flavour coherence information. Since we are only accounting
for one-loop self-energies, we include only the indirect or ε-type self-energy contribution
to the CP-violation. Including the direct ε′-type contribution would require a two-loop
self-energy calculation, but we refrain from doing this, because the indirect contribution is
dominant in the resonant regime.

In summary, the objective of this section is to derive an explicit local quantum transport
equation for the mixing Majorana neutrinos, coupled with an equation for the particle-
antiparticle asymmetry of the SM lepton doublet. We will compute explicitly all self-energy
functions and the adiabatic background solutions for the neutrinos, as well as the source
and washout terms for the lepton asymmetry equation. We will work consistently to the
leading order in the coupling constant expansion and discuss the renormalisation procedure
necessary for the loop calculations.

4.1 The minimal model

Our model contains two singlet Majorana neutrino fields Ni, coupled to an active lepton
SU(2)-doublet ` and the complex scalar Higgs doublet φ via chiral Yukawa interactions:

L =
∑
i

[1
2N i(i/∂ −mi)Ni − y∗i (`φ̃)PRNi − yiN iPL(φ̃†`)

]
+ ` i/∂ `+ (∂µφ†)(∂µφ). (4.1)

We work in the mass basis for the Majorana neutrinos, where mi are the lepton number
violating real Majorana masses. The lepton and Higgs fields are assumed to be massless
as leptogenesis must take place in a high temperature in the electroweak symmetric phase.
Finally, the SU(2)-conjugate Higgs doublet is defined by φ̃ ≡ εφ∗ where ε is the anti-
symmetric 2× 2 matrix with ε12 = 1. The CP-violating phases necessary for leptogenesis
are contained in the complex coupling constants yi.

– 14 –



J
H
E
P
0
9
(
2
0
2
1
)
1
1
9

The CTP propagators of the neutrino, lepton and Higgs fields are given by

iSij(x, y) ≡
〈
TC
[
Ni(x)N j(y)

]〉
, (4.2a)

iS`,AB(x, y) ≡
〈
TC
[
`A(x)`B(y)

]〉
, (4.2b)

i∆AB(x, y) ≡
〈
TC
[
φA(x)φ†B(y)

]〉
, (4.2c)

respectively, with the various real-time propagators defined as in section 2.9 Here we have
explicitly marked the SU(2)-doublet indices (A,B = 1, 2) of the lepton and Higgs prop-
agators and the Majorana flavour indices (i, j) of the neutrino propagator. Because of
the SU(2) symmetry the lepton and Higgs propagators are diagonal in the SU(2)-indices:
S`,AB ≡ S` δAB and ∆AB ≡ ∆ δAB. In the following we work directly with the diagonal
elements S` and ∆. On the other hand, the Majorana fields Ni satisfy the Majorana con-
dition

Ni = N c
i ≡ CNT

i , (4.3)
where C is the unitary and antisymmetric charge conjugation matrix. An important con-
sequence of the condition (4.3) is that the neutrino propagator is constrained by

S(x, y) = CS(y, x)TC−1. (4.4)

Note that here the transpose acts on all of the flavour, Dirac and CTP indices of the
propagator.

4.2 Self-energy functions

We calculate the self-energies in the 2PIEA formalism, where the self-energies are defined
as functional derivatives of the non-trivial part Γ2 of the effective action with respect to
the propagators. The non-trivial part Γ2 contains contributions of vacuum diagrams with
two or more loops. The two-loop contribution (see figure 3a) arising from the Yukawa
interaction in the Lagrangian (4.1) is given by

iΓ(2)
2 = cw

∑
i,j

y∗i yj

∫∫
C

d4x d4y tr
[
PRiSij(x, y)PLiS`(y, x)

]
i∆(y, x). (4.5)

Here cw = 2 is a multiplicity factor from the trace over the SU(2)-doublet indices, and C
denotes integration over the CTP.

To calculate the Majorana neutrino self-energy we need to take the functional derivative
of Γ2 with respect to the neutrino propagator S. As the propagator is constrained by the
Majorana condition (4.4), its functional derivative is defined by

δSij,αβ(x, y)
δSkl,γδ(w, z) = δikδjlδαγ δβδ δ

(4)(x− w)δ(4)(y − z)

+ δilδjkCαδC
∗
βγδ

(4)(x− z)δ(4)(y − w), (4.6)

where the flavour and Dirac indices have been indicated explicitly. For an unconstrained
Dirac particle the second term on the right-hand side of equation (4.6) would not be present.

9The real-time components of the complex scalar propagator are defined similarly to equations (2.2)
and (2.3): for example the Wightman functions are ∆<(u, v) ≡

〈
φ†(v)φ(u)

〉
and ∆>(u, v) ≡

〈
φ(u)φ†(v)

〉
.

The only difference to the fermionic case is that the bosonic spectral function is a commutator of the fields,
rather than an anti-commutator, and we use the standard sign convention ∆< = ∆+− for bosons.
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∆

S`

Sij

(a)

∆

S`

+
∆

S`

(b) Neutrino self-energy.

∆

Sij

(c) Lepton self-energy.

Figure 3. Shown on the left (a) is the 2PI two-loop vacuum diagram in theory (4.1). The
corresponding 1PI diagrams contributing to the Majorana neutrino (b) and lepton (c) self-energies
are shown on the right.

The one-loop Majorana neutrino self-energy Σij (figure 3b), calculated using equa-
tions (4.5) and (4.6), is then given in direct space by

iΣij(x, y) ≡ δΓ2
δSji(y, x) = cw

[
yiy
∗
jPLiS`(x, y)PRi∆(x, y)

+ y∗i yjPRCiS`(y, x)TC−1PLi∆(y, x)
]
. (4.7)

The lepton self-energy (figure 3c) is calculated similarly, and the result for the SU(2)-
diagonal element is

iΣ`(x, y) =
∑
i,j

y∗i yjPRiSij(x, y)PLi∆(y, x). (4.8)

From these it is straightforward to calculate the real-time self-energies by inserting the
CTP indices (which follow the spacetime arguments) and using the relations of the different
propagators. Later we need the following neutrino self-energy functions (given now in the
Wigner representation):

iΣ<,>
ij (k, t) = cw

∫ d4p

(2π)4

[
yiy
∗
jPLiS<,>

` (p, t)PRi∆<,>(k − p, t)

− y∗i yjPRCiS>,<
` (−p, t)TC−1PLi∆>,<(p− k, t)

]
, (4.9)

ΣH
ij(k, t) = cw

∫ d4p

(2π)4

[
yiy
∗
jPLS

H
` (p, t)PRi∆F(k − p, t)

+ yiy
∗
jPLiSF

` (p, t)PR∆H(k − p, t)

+ y∗i yjPRCS
H
` (−p, t)TC−1PLi∆F(p− k, t)

+ y∗i yjPRCiSF
` (−p, t)TC−1PL∆H(p− k, t)

]
, (4.10)

where we defined the statistical propagators SF ≡ 1
2(S> − S<) and ∆F ≡ 1

2(∆> + ∆<).
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4.3 Tree level propagators

In order to calculate the self-energies further we now introduce the tree level equilibrium
approximations for the lepton and Higgs propagators S` and ∆. We assume that the
diagonal elements of the SU(2)-symmetric lepton and Higgs correlators are given, in the
Wigner representation, by

SA`,eq(k) = π sgn(k0)PL/k δ(k2), ∆Aeq(k) = π sgn(k0) δ(k2), (4.11a)
SH
`,eq(k) = PL/k PV

( 1
k2
)
, ∆H

eq(k) = PV
( 1
k2
)
, (4.11b)

iS≶` (k, t) = 2SA`,eq(k)fFD
(
±(k0 − µ`)

)
, i∆≶eq(k) = ±2∆Aeq(k)fBE(±k0), (4.11c)

where PV denotes the Cauchy principal value and µ` is the lepton chemical potential.
The ± sign in equations (4.11c) corresponds to the ≶ sign (+ for < and − for >). The
Fermi-Dirac and Bose-Einstein phase space distribution functions are

fFD(k0) = 1
eβk0 + 1

, fBE(k0) = 1
eβk0 − 1

, (4.12)

where β = 1/T and we assume a common temperature T for both ` and φ. Note that the
time-dependence of the lepton Wightman functions S<,>

` (k, t) in (4.11c) comes solely from
the chemical potential µ` = µ`(t).

Similarly to the Majorana neutrino correlation function, it is convenient to split the
lepton Wightman functions into the equilibrium and non-equilibrium parts,

S<,>
` (k, t) ≡ S<,>

`,eq(k) + δS<,>
` (k, t), (4.13)

where S<,>
`,eq(k) is given by equation (4.11c) with µ` = 0 and the non-equilibrium parts

satisfy δS>

` = −δS<

` . It then suffices to consider e.g. δS<

` only, for which we define the
non-equilibrium lepton distribution

δf<

` (k0) ≡ fFD(k0 − µ`)− fFD(k0) ' −f ′FD(k0)µ`. (4.14)

Here we also assumed that the lepton chemical potential µ` remains small during lep-
togenesis. We can now split the Majorana neutrino self-energies (4.9) and (4.10) using
equation (4.13):

Σ(k, t) = Σeq(k) + δΣ(k, t), (4.15)

where Σeq is the thermal equilibrium part with vanishing µ`, and δΣ is proportional to δS`
and hence linear in µ` in the approximation (4.14).

Using equations (4.9)–(4.12), (4.14) and (4.15), together with ΣA ≡ i
2(Σ> + Σ<), we

can calculate all the needed Majorana neutrino self-energies. We parametrise them as

ΣAeq,ij(k) = cw
(
yiy
∗
jPL + y∗i yjPR

)
/S
A
eq,µ(k), (4.16a)

ΣH(T )
eq,ij (k) = cw

(
yiy
∗
jPL + y∗i yjPR

)
/S

H(T )
eq,µ (k), (4.16b)

iδΣ<,>
ij (k, t) = cw

(
yiy
∗
jPL − y∗i yjPR

)
δ /S

<,>
µ (k)βµ`, (4.16c)
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where the various Sµ functions are calculated explicitly in appendix B. Due to homogeneity
and isotropy there are only two independent functions S0(k) ≡ a(k0, |k|) and Si(k) ≡
b(k0, |k|)k̂i (for all i = 1, 2, 3) for each Σ. Note that we give only the temperature dependent
part ΣH(T )

eq of the dispersive self-energy ΣH
eq(k) in equation (4.16b). The vacuum part

ΣH(vac)
eq and its on-shell renormalisation are presented in section 4.8. The renormalisation

of the Majorana neutrinos is not trivial because they mix and are unstable. Nevertheless,
the relevant outcome for this paper is simple: the renormalised (vacuum part) Σ̂H(vac)

eq does
not contribute to our results in the leading order approximation considered in this work.

4.4 Adiabatic neutrino solutions

Now that we have specified the self-energy, we can calculate the adiabatic solutions (3.7)
for the neutrino which are needed in the kinetic equation (3.17). Working to the lowest
order approximation we only take the equilibrium part of the neutrino self-energy (4.15)
into account:

Spad(k, t) =
[
/k −m(t)− Σp

eq(k)
]−1, (4.17a)

Ssad(k, t) = Srad(k, t)Σs
eq(k)Saad(k, t). (4.17b)

We are implicitly assuming that all quantities have been renormalised, so the pole self-
energy Σp

eq appearing here is actually the on-shell renormalised pole self-energy Σ̂p
eq given

by equations (4.44) and (4.51). Furthermore, using the KMS relation Σ>
eq(k) = eβk0Σ<

eq(k)
and the exact identity A = SrΣASa, which holds in direct space as a convolution and as
a simple product to zeroth order in gradients in the Wigner representation, we can write
the Wightman functions (4.17b) as

iS<

ad(k, t) = 2Aad(k, t)fFD(k0), (4.18a)
iS>

ad(k, t) = 2Aad(k, t)
(
1− fFD(k0)

)
. (4.18b)

In perturbative expansions it is more convenient to use the form (4.18) than equa-
tion (4.17b). For example, a naive coupling constant expansion of the pole propagators
in equation (4.17b) would appear to give a O(y2

i ) result, whereas the right-hand side of
equation (4.18) obviously gives the correct O(1) result. In other words, a consistent ex-
pansion of the Wightman function (4.17b) requires resumming the pole propagators, which
the identity A = SrΣASa implements automatically in equations (4.18).

Given the adiabatic solution, we can now compute the source term −∂tS<

ad,k(t, t) in
equation (3.17). To this end, we employ the inverse Wigner transform

Fk(t1, t2) =
∫ dk0

2π e−ik0(t1−t2)F
(
k,
t1 + t2

2
)

(4.19)

to calculate the two-time representation function S<

ad,k(t1, t2) from the Wigner representa-
tion (4.18a). Utilising Cauchy’s integral theorem to perform the k0-integral, we can write
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the two-time representation as

S<

ad,k(t1, t2) =
∫ dk0

2π e−ik0(t1−t2)i(Srad − Saad)(k, t)fFD(k0)

'
∑
p=r,a

θ(−spr0)
poles∑
k0

e−ik0r0
fFD(k0) Resk0

[
Spad(k, t)

]
, (4.20)

where the k0-sum is taken over the poles of Spad(k, t), and sp = −1, 1 for p = r, a, respec-
tively. We also used the short-hands r0 ≡ t1 − t2 and t ≡ (t1 + t2)/2. The corresponding
result for S>

ad,k follows by replacing fFD(k0) above with fFD(−k0) = 1−fFD(k0). Note that
we neglected any branch cuts in equation (4.20) and kept only the residue contributions of
the single particle poles, but otherwise the result is general. Also, the poles of fFD(k0) at
the imaginary axis do not contribute due to the KMS relation.

Leading order approximation. Equation (4.20) is written with a general adiabatic
pole function, but it will be eventually sufficient to compute it to lowest order in gradients
and in the coupling constants. In this case we can use the free tree-level solution with
vacuum dispersion relations for the adiabatic pole propagators Spad(k, t) in equation (4.17a),
given by

S
p(0)
ad,ij(k, t) =

/k +mi(t)
k2 −m2

i (t)− isp sgn(k0)ε
δij . (4.21)

The small imaginary part with ε > 0 ensures the correct boundary conditions for p = r, a.
Inserting this solution into equation (4.20), calculating the residues and taking the limit
ε→ 0+ yields the leading order result

S
<(0)
ad,kij(t1, t2) =

∑
s=±

e−is(t1−t2)ωki

2sωki
fFD(sωki)(/ksi +mi)γ0δij . (4.22)

Here /ksi ≡ sωkiγ
0 − γ · k and ωi ≡

√
|k|2 +mi

2, and the time-dependent masses mi(t)
are evaluated at the average time t = (t1 + t2)/2.10 Note that the lowest order adiabatic
pole and Wightman functions are diagonal in the mass basis in agreement with [63]. We
emphasize that in our approach the off-diagonal corrections to the adiabatic propagators
are not required to leading order, as we do not need to calculate the homogeneous solution
non-dynamically from equation (2.16), as was done in e.g. [62]. Instead, corrections from
the full adiabatic pole propagators are already taken into account in the source term of
our dynamical equation (3.17) (see also equation (3.4)). More discussion about these
corrections is given at the end of section 4.5.

Setting t1 = t2 ≡ t in equation (4.22) we then get the equal-time adiabatic func-
tion S<

ad,k(t, t) needed in the kinetic equation (3.17). The result may also be cast into a
compact form

S
<(0)
ad,kij(t, t) =

∑
s=±

fFD(sωki)P skiδij , (4.23)

10The leading order result (4.22) can be obtained also by substituting the tree-level spectral function (3.10)
directly into the first line of equation (4.20) and performing the integration with the delta function, without
resorting to the residue formula. Including a finite width requires using the more general formula however.
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where the energy projection matrix P ski was defined in equation (3.12). To calculate the
time-derivative in order to get the source term −∂tS<

ad,kij(t, t) for equation (3.17) is now a
simple matter, once the time-dependent masses mi(t) are specified. Equation (4.23) is also
needed to calculate the initial values for the (local) non-equilibrium Wightman function
δS< ≡ S< − S<

ad once the initial value for the full function S< has been specified.

4.5 Effective neutrino self-energy

We now calculate the effective self-energy (3.16), which appears in the local kinetic equa-
tion (3.17) for Majorana neutrinos. We use the general result for a convolution in terms of
the Wigner representation correlation functions:

(Fk ∗Gk)(t1, t2) =
∫ dk0

2π e−ik0(t1−t2) e−
i
2 (∂F

t ∂
G
k0−∂

F
k0∂

G
t )
F (k, t)G(k, t)

∣∣∣
t=(t1+t2)/2

=
∫ dk0

2π e−ik0(t1−t2)Fout(k, t)Gin(k, t)
∣∣∣
t=(t1+t2)/2

, (4.24)

where Fout(k, t) and Gin(k, t) were defined below equation (3.9). The first line of equa-
tion (4.24) is the inverse Wigner transform of the Moyal product (often denoted by
♦). When the gradients are small we may further approximate Fout(k, t) ' F (k, t) and
Gin(k, t) ' G(k, t). We will again assume an adiabatic, equilibrium self-energy function and
expand to zeroth order in gradients. The general result is then similar to equation (4.20):

Σr
eq,eff,k(t1, t2) =

∫ dk0

2π e−ik0(t1−t2)Σr
eq(k)i(Srad − Saad)(k, t) (4.25)

'
∑
p=r,a

θ(−spr0)
poles∑
k0

e−ik0r0Σr
eq(k) Resk0

[
Spad(k, t)

]
. (4.26)

On the last line we again kept only the residue contribution from the poles of the propa-
gator and neglected contributions from possible branch cuts. To calculate the leading tree
level approximation we will again use the free pole propagators like in equations (4.22)
and (4.23). The calculation proceeds as before and one finds the lowest order coupling
constant result

Σr(0)
eq,eff,kij(t, t) =

∑
s=±

Σr
eq,ij(ksj)P skj . (4.27)

Corrections resulting from resummed pole propagators could be included by using the
residue formula (4.26) with complex poles, but as will be argued below, their effect would
be formally of higher order (∼ O(y4

i )) in the coupling constants.

Beyond the leading approximation. To improve on the leading approximation in
coupling constants used above, one should solve the complex k0-poles from the determinant
of Spad(k, t), keeping the self-energy corrections and use them to calculate the residues in
equations (4.20) and (4.26). This is in principle straightforward, but laborious because
the block-wise inversion of equation (4.17a) results in complicated formulae due to the
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flavour mixing. We will not implement these corrections in this paper, because we use the
weak coupling approximation where these corrections should be small. We give details of
the inversion procedure in appendix C for completeness however, and note that a similar
analysis was presented in [62], with a non-relativistic approximation for the self-energy.
It should also be noted that these higher order corrections to (4.23) and (4.27) remain
parametrically small also in the maximally resonant regime where ∆m21/m ∼ |y|2. We have
verified this explicitly in a generic power counting expansion of the formula (4.20) where
∆m21/m and |y|2 are expanded simultaneously, under the assumption that the difference
of the full k0-poles to the corresponding free theory poles is O(y2). To get the correct
perturbative result it is also crucial to start from the resummed form of equation (4.18a).

The self-energy corrections to the pole propagators can be divided into dispersive cor-
rections due to the Hermitian self-energy and dissipative ones due to the antihermitian
self-energy part. The main effect of the latter was already discussed qualitatively in sec-
tion 2.2. While the actual formulae are very complex, it is easy to see that the main quali-
tative effect of evaluating (4.20) at a complex pole is to introduce complex damping terms
∼ e−γii|t1−t2| into equation (4.22). Such factors represent the dissipation in the relative
time coordinate, but eventually do not affect the source term in the local equation (3.17).
Indeed, the only effect on the source, and likewise on the self-energy convolutions (4.26)
appearing in (3.17), from a finite width then amounts to shifts ∼ y2

i to the energy shells
where these terms are evaluated. In the weak coupling limit such corrections should be
small, which we have verified numerically.

The dispersive corrections could be more interesting. Including Hermitian self-energy
corrections would lead to new real-frequency poles for the adiabatic functions. Combining
the vacuum Hamiltonian in equation (3.17) with the effective Hermitian self-energy evalu-
ated at these poles, would give rise to an effective matter Hamiltonian for the quasistates.
The effective Hamiltonian would in general be no longer diagonal in the mass basis and
the energy difference between the matter eigenstates would be a function of time, similar
to the case of mixing light neutrinos in the early universe [3, 4, 7]. Such a dynamical mod-
ification of the energy level splitting could be relevant for resonant leptogenesis, although
the analysis of ref. [65] (performed in a simplified setup) does not suggest that the effect
is quantitatively significant.

4.6 Lepton transport equation

The equation for the lepton asymmetry can be derived from the KB equations (2.5) for the
lepton propagator. However, as the lepton is massless and we use the tree-level spectral
approximation for its propagator, the lowest order adiabatic source term in equation (3.4)
vanishes. To derive the leading source for the lepton asymmetry, it is convenient to use
a different but equivalent formulation of the KB equations (see e.g. equations 17 and 18
in [73]). The appropriate form of the equation where the finite width and dispersive
contributions have been neglected is

(
S−1
`,0,k ∗ S

≶
`,k

)
(t1, t2) = ±1

2
(
Σ>

`,k ∗ S
<

`,k − Σ<

`,k ∗ S
>

`,k

)
(t1, t2). (4.28)
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The corresponding local equation for the local correlation function of the lepton can be
derived in the same way that we derived equation (3.2). The result is

i∂tS<

`,k(t, t) =
[
α · k, S<

`,k(t, t)
]
− i

2
(
Σ>

`,k ∗ S
<

`,k − Σ<

`,k ∗ S
>

`,k

)
(t, t)

− i
2
(
S<

`,k ∗ Σ>

`,k − S
>

`,k ∗ Σ<

`,k

)
(t, t), (4.29)

where α ·k is the free Hamiltonian for the massless lepton. We also remind here that equa-
tions (4.28) and (4.29) are formulated for the diagonal element S` of the SU(2)-symmetric
lepton correlator (4.2b). This equation could be solved as such, coupled with the local equa-
tion for the mixing Majorana states. However, in practice we can make several further ap-
proximations, eventually converging to a simple scalar equation for the lepton asymmetry.

Lepton asymmetry. The lepton asymmetry we are interested in this work can be related
to the chiral current density of the left-handed leptons, which is defined by

jµ` (x) ≡
〈
`A(x)γµPL`A(x)

〉
, (4.30)

where an implicit summation over the SU(2)-index is assumed. Since we consider a spatially
homogeneous and isotropic system, the current depends only on the time x0 = t and it can
be further related to the local two-time Wightman function. Using definitions (2.2), (2.4)
and (4.30), we then get

jµ` (t) = cw

∫ d3k

(2π)3 tr
[
γµPLiS<

`,k(t, t)
]
. (4.31)

Because no asymmetry can exist in thermal equilibrium [88], we can define the lepton
asymmetry density n`−n` as the zeroth component of the non-equilibrium part of the cur-
rent:

n` − n` ≡ δj0
` (t) = cw

∫ d3k

(2π)3 tr
[
PLδS

<

`,k(t, t)
]
. (4.32)

We can further relate the asymmetry to the chemical potential of the tree-level lepton
propagator. Using equations (4.11c), (4.12), (4.13) and (4.19) we calculate the trace on the
right-hand side of equation (4.32). The result, written in terms of lepton and anti-lepton
phase space distributions, is

n` − n` = cw

∫ d3k

(2π)3

(
fFD(|k| − µ`)− fFD(|k|+ µ`)

)
, (4.33)

where cw = 2 is the weak isospin multiplicity factor. There is no additional spin multiplicity
factor because of the chiral projection, i.e. only one spin state couples to the Majorana
neutrino and develops an asymmetry in the massless limit. A standard calculation of the
integral gives the relation between the asymmetry and the chemical potential:

n` − n` = cwT
3

6π2

[
π2
(µ`
T

)
+
(µ`
T

)3]
' cwT

3

6
(µ`
T

)
, (4.34)

where in the last step we used the linear approximation for µ` like in equation (4.14).
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Lepton asymmetry equation. We can get the equation of motion for the lepton asym-
metry (4.32) by using the split (4.13) in equation (4.29), taking the trace over spinor indices
and integrating over momentum. The trace of the commutator term vanishes due to the
Dirac structure of the tree level propagator, so that we are left with

∂t(n` − n`) = −cw
2

∫ d3k

(2π)3 tr
[
(Σ>

`,k ∗ S
<

`,k)(t, t)− (Σ<

`,k ∗ S
>

`,k)(t, t)
]

+ H.c. (4.35)

Substituting the two-time representation of the lepton self-energy (4.8) to the right-hand
side then yields

∂t(n` − n`) =− cw
2
∑
i,j

y∗i yj

∫ d3k

(2π)3
d3p

(2π)3

∫
dt′

× tr
[
PRiS>

pij(t, t′)PLi∆<

eq,p−k(t′, t)iS<

`,k(t′, t)−
(
>↔ <

)]
+ H.c. (4.36)

This equation can actually be expressed using the already calculated Majorana neutrino
self-energy (4.9). Indeed, because of the trace and the equal time arguments it is just
a matter of combining the terms differently in the right-hand side of equation (4.36) to
rewrite the integral in terms of the Majorana neutrino correlation function and the chirally
projected Majorana self-energy ΣL, which results in:

∂t(n` − n`) = 1
2

∫ d3k

(2π)3 Tr
[
(Σ>

L,k ∗ S
<

k )(t, t)− (Σ<

L,k ∗ S
>

k )(t, t)
]

+ H.c. (4.37)

One should note that the trace is now taken over both the Majorana neutrino flavours
and the Dirac indices and we defined the barred chiral Majorana neutrino self-energy as
Σ<,>

L ≡ γ0PLiΣ<,>. Also note that the lepton doublet multiplicity cw is now included in
the neutrino self-energy.

Results similar to (4.37) are already known in the literature [62], but the novelty of our
approach is in the use of the local approximation of section 3 to evaluate the convolution
integrals. This is now straightforward because equation (4.37) is written explicitly in terms
of the Majorana neutrino propagator. We first use equations (3.3) and (4.15) to split the
neutrino Wightman functions and self-energies into the equilibrium and non-equilibrium
parts. Then we invoke the local approximation (3.8) to compute convolution integrals
with the perturbations δS<,>, along with the constraint δS>

k (t, t) = −δS<

k (t, t), which is
imposed by the sum rule. Finally, we write the convolution integrals involving S<,>

ad in the
Wigner representation using equation (4.24) and expand consistently to the leading order
in coupling constants and gradients to obtain:

∂t(n` − n`) '
∫ d3k

(2π)3 Tr
[
ΣAL,eq,eff,k(t, t)δS<

k (t, t) + δΣAL,eff,k(t, t)δS<

k (t, t)

+ 1
2

∫ dk0

2π
(
δΣ>

L(k, t)S<

ad(k, t)− δΣ<

L(k, t)S>

ad(k, t)
)]

+ H.c. (4.38)

The first term on the right-hand side of equation (4.38), proportional to ΣAeq, does not
contain the lepton chemical potential µ`. It is therefore the source term for the lepton
asymmetry. The remaining terms, proportional to δΣα, are linear in µ` ∝ n` − n` (in the
approximation (4.14)) and so they contribute to the washout.
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4.7 General leptogenesis equations

To summarise, we use the local equation (3.17) with equilibrium self-energies to solve the
evolution of the Majorana neutrinos and equation (4.38) to subsequently calculate the
lepton asymmetry. Our coupled equations for leptogenesis therefore read

∂tδS
<

k (t, t) + i
[
Hk(t), δS<

k (t, t)
]

= −∂tS<

ad,k(t, t)−
(
iΣr

eq,eff,k(t, t)δS<

k (t, t) + H.c.
)
, (4.39)

∂t(n` − n`) = SCP + δW +Wad, (4.40)

where the CP-violating source term SCP and the washout terms δW and Wad of the lepton
equation are given by

SCP =
∫ d3k

(2π)3 Tr
[
ΣAL,eq,eff,k(t, t)δS<

k (t, t) + H.c.
]
, (4.41)

δW =
∫ d3k

(2π)3 Tr
[
δΣAL,eff,k(t, t)δS<

k (t, t) + H.c.
]
, (4.42)

Wad =
∫ d4k

(2π)4
1
2 Tr

[
δΣ>

L(k, t)S<

ad(k, t)− δΣ<

L(k, t)S>

ad(k, t) + H.c.
]
. (4.43)

The washout terms are proportional to the lepton asymmetry n` − n` via equation (4.34).
The adiabatic source term −∂tS<

ad,k(t, t) of the neutrino equation (4.39) is calculated from
equation (4.23), and the effective self-energy Σr

eq,eff,k(t, t) is given by equation (4.27). We
expect Wad to be the dominant washout term because it is proportional to the adiabatic
functions, as opposed to δW which depends on the non-equilibrium perturbation δS< only.

Equations (4.39)–(4.43) are fully general apart from our using the local ansatz (3.8)
to compute the collision terms and the simplifications made in the reduction of the SM
sector. The effective self-energies in the lepton source and washout terms (4.41)–(4.43) are
all calculated expanding consistently to the leading order in gradients and in the coupling
constant expansion (more precisely: they are first order in |yi|2, ∂tm and ∂tµ` combined).
This is the most compact form of the equations relevant for the leptogenesis problem.
They correspond to an initial value problem for a set of coupled first order equations which
is straightforward to solve numerically by discretising the momentum variable. We shall
recast these equations into a set of coupled Boltzmann-like equations for the generalised
phase space functions in section 5, after a short discussion of the issue of renormalisation.

4.8 Vacuum on-shell renormalisation

So far we have implicitly assumed that we are working with finite, renormalised quantities.
The renormalisation procedure is slightly intricate due to the flavour mixing. For com-
pleteness, we perform the one-loop vacuum renormalisation in our model, following the
on-shell method of ref. [89]. This is sufficient for our purposes since we do not consider
gauge interactions [90, 91]. In this section we denote renormalised quantities by a hat. The
renormalised pole self-energies Σ̂p

eq,ij(k, t) can be written in terms of the unrenormalised
functions and the counterterms as follows:

Σ̂p
eq,ij(k, t) = Σp

eq,ij(k)− (/k −mi)(PL
1
2δZ

L
ij + PR

1
2δZ

R
ij )

− (PL
1
2δZ

R
ji
∗ + PR

1
2δZ

L
ji
∗)(/k −mj) + δmiδij . (4.44)
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The complex conjugation is here understood element-wise and not in the matrix sense.
The mass counterterms δmi are diagonal in the vacuum mass basis, but the wave function
renormalisation factors δZL,R

ij are in general flavour matrices [89]. Because our neutrinos
are Majorana fields, the counterterms for different chiralities are related by

δZLij = δZR
ij
∗. (4.45)

Because of the Hermiticity of the counterterm Lagrangian, only the dispersive part of the
self-energy Σp

eq = ΣH
eq + ispΣAeq contributes to renormalisation. The absorptive parts are

finite as such and can be understood as being computed in terms of renormalised parameters
throughout. Also thermal corrections are purely finite and may be split from the vacuum
parts according to equations (B.1a) and (B.2) given in appendix B. Renormalisation is
then associated only with the vacuum part of the Hermitian self-energy function ΣH(vac)

eq .
The on-shell renormalisation conditions which guarantee that there is no mixing in the

external legs, that mi are the renormalised masses and that the residue of the diagonal
propagator is unity, are given by [89, 92, 93]

Σ̂H(vac)
eq,ij (k)usj(k)→ 0, when k2 → m2

j , (4.46a)

usi (k)Σ̂H(vac)
eq,ij (k)→ 0, when k2 → m2

i , (4.46b)
1

/k −mi
Σ̂H(vac)

eq,ii (k)usi (k)→ 0, when k2 → m2
i , (4.46c)

usi (k)Σ̂H(vac)
eq,ii (k) 1

/k −mi
→ 0, when k2 → m2

i , (4.46d)

where usi satisfies (/k − mi)usi (k) = 0 when k2 = m2
i . Note that there is no summation

over repeated indices here. The dimensionally regularised vacuum self-energy is given by
ΣH(vac)

eq,ij (k) = cw(yiy∗jPL + y∗i yjPR) /SH(vac)
eq (k) with

/S
H(vac)
eq (k) = −

/k

32π2

(1
ε

+ 2− log
∣∣∣∣k2

µ2

∣∣∣∣)+O(ε), (4.47)

where 1/ε ≡ 1/ε − γE + log(4π), D = 4 − 2ε is the spacetime dimension, γE is the Euler-
Mascheroni constant and µ is the renormalisation scale parameter. Using these results we
find the following counterterms for the Majorana neutrinos:

δZR
ij
i 6=j= cw

32π2
2mj

m2
i −m2

j

(
mj yiy

∗
j +mi y

∗
i yj
)[1
ε

+ 2− log
(
m2
j

µ2

)]
, (4.48a)

δZR
ii = − cw

32π2 |yi|
2
[1
ε
− log

(
m2
i

µ2

)]
, (4.48b)

δmi = cw
32π2mi|yi|2

[1
ε

+ 2− log
(
m2
i

µ2

)]
, (4.48c)

where i 6= j in the first equation. The corresponding renormalised vacuum self-energy is

Σ̂H(vac)
eq,ij (k, t) = cw

[
PL/k

(
yiy
∗
j c

H
ij − y∗i yjdH

ij

)
+ PL

(
yiy
∗
jmi − y∗i yjmj

)
dH
ij

+ PR/k
(
y∗i yjc

H
ij − yiy∗j dH

ij

)
+ PR

(
y∗i yjmi − yiy∗jmj

)
dH
ij

]
,

(4.49)
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with

cH
ij = 1

32π2 log
∣∣∣∣ k2

m2
i

∣∣∣∣− mj

mi
dH
ij , dH

ij = 1
32π2

mimj

m2
i −m2

j

log
(
m2
i

m2
j

)
. (4.50)

The full renormalised pole self-energy (4.44) can now be written as

Σ̂p
eq,ij(k, t) = Σ̂H(vac)

eq,ij (k, t) + ΣH(T )
eq,ij (k) + ispΣAeq,ij(k). (4.51)

Note that the renormalisation procedure associated with the processes relevant for
leptogenesis is not affected by the expansion of the universe. Indeed, as long as curvature
effects are not relevant for the physical processes involved, renormalisation can be car-
ried out in the local orthonormal coordinate system, which is locally a Minkowski space.
We shall introduce the extension of our equations to the expanding Friedman-Robertson-
Walker spacetime in section 6.

5 Non-equilibrium distribution functions

The local correlation function δS<

k (t, t) is a matrix in both Dirac and flavour indices and its
components have a complicated time dependence involving many different scales. These
scales reflect the complicated phase space structure of the underlying Wigner function
δS<

k (k0, t), and they ultimately arise from the different physical phenomena the correla-
tion function describes. In particular, the vast difference between the particle-antiparticle
oscillation time ∼ 1/ωk and the flavour oscillation time ∼ 1/∆m makes equation (4.39)
challenging for studying resonant leptogenesis as such. To overcome this problem we will
parametrise δS<

k (t, t) in terms of phase space distribution functions δf ss′khij , and derive their
coupled equations of motion. The benefit of this parametrisation, first introduced in [77],
is that each phase space function δf ss

′
khij describes separate, clearly defined physics with

characteristic time-dependence. This allows us to isolate the physics that we are interested
in and to write simplified and yet accurate versions of equation (4.39), that are amenable
to efficient numerical solution.

5.1 Projection matrix parametrisation

Since we consider a spatially homogeneous and isotropic system, we can construct δS<

k (t, t)
using only 8 of the 16 basis elements of the full Dirac algebra. The basis matrices of this
subalgebra commute with the momentum representation of the Dirac helicity operator,

ĥk ≡ α · k̂ γ5, (5.1)

where k̂ ≡ k/|k| is the unit three-momentum vector. As mentioned above, we will use
the parametrisation introduced in [77], and which we already used in the spectral solu-
tion (3.13):

δS<

kij(t, t) =
∑

h,s,s′=±
Pss′khij δf ss

′
khij(t), (5.2a)
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with
Pss′khij ≡ N ss′

khij PkhP
s
kiγ

0P s
′
kj . (5.2b)

Here Pkh and P ski are the helicity and energy projection matrices defined in equation (3.12)
and are labelled by helicity h = ±1, neutrino flavour i, j and the energy sign indices s, s′ =
±1. These matrices obviously satisfy the completeness relations Pk+ +Pk− = P+

ki+P
−
ki = 1

and it is easy to show that they also satisfy the idempotence and orthogonality relations
PkhPkh′ = δhh′Pkh and P skiP s

′
ki = δss′P

s
ki. It can also be shown that for any given k, i, j, the

four different matrices P skiγ0P s
′
kj (with s, s′ = ±1) span the same set as {1, γ0,γ · k̂,α · k̂}

which commute with the helicity operator ĥk. Thus the eight matrices PkhP skiγ0P s
′
kj (with

h, s, s′ = ±1) in equation (5.2) can be used as a basis for the entire homogeneous and
isotropic Dirac subalgebra.

The normalisation factors N ss′
khij , which in part define the perturbations δf ss′khij , can

be chosen freely in (5.2). The choice which gives the most symmetric relations between
the phase space distribution functions and the correlation function as well as between
the different distribution function components, and leads to simplest source terms in the
evolution equations is11

N ss′
khij ≡ tr

(
PkhP

s
kiγ

0P s
′
kjγ

0)− 1
2 =

√
2ωkiωkj

ωkiωkj + ss′(mimj − |k|2) . (5.3)

With this choice the phase space distributions are also correctly normalised in the thermal
limit. Note that despite the fact that the definition (5.3) involves the helicity projector,
N ss′
khij does not depend on helicity. It is also symmetric in the energy and flavour indices.

We can invert the parametrisation (5.2) to express the phase space distribution functions in
terms of the matrix form of the correlation function. Using (5.3) this relation reads simply

δf ss
′

khij = tr
[
Ps′skhji δS<

kij(t, t)
]
. (5.4)

That is, with the normalisation (5.3), Ps′skhji is a “correctly normalised” projection operator
in our basis.

The basis spanned by Ps′skhji can be used to define generalised distribution functions for
any local correlation function. Below we need the adiabatic distribution functions, which
can now be defined analogously to (5.4):

f ss
′

ad,khij ≡ tr
[
Ps′skhji S<

ad,kij(t, t)
]
. (5.5)

Substituting here the leading order S<

ad,k(t, t) given by equation (4.23) (i.e. the free case)
we get

f ss
′

ad,khij ' sfFD(sωki)δss′δij . (5.6)

This shows that the parametrisation (5.2) with the normalisation (5.3) naturally matches to
the Fermi-Dirac distribution in the free theory (up to a sign for negative frequency states).

11In the massless limit (5.3) becomes singular. This is a technical problem similar to the one encountered
with massless spinors, and it can be avoided by using a different normalisation. Alternatively one can
use (5.3) with finite masses, and take the limit mi → 0 at the end of the calculation when needed.
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5.2 Generalised density matrix equation

Using the parametrisation (5.2) with the normalisation (5.3) for δS<

k (t, t) in equation (4.39)
we can derive an equation for the non-equilibrium distribution functions δf ss′k,hij(t). The
calculation is complicated by the fact that also the normalisation factors and the energy
projection operators depend on time due to the time dependent masses mi(t), but the final
master equation is structurally very simple:

∂tδf
ss′
khij =− i(sωki − s′ωkj)δf ss

′
khij − ∂tf ss

′
ad,khij

+ ss′
|k|
2
( ṁi

ω2
ki

f−s,s
′

khij + ṁj

ω2
kj

f s,−s
′

khij

)
−
∑
l,η

[
Csηs

′

khiljδf
ηs′

khlj +
(
Cs
′ηs
khjli

)∗
δf sηkhil

]
. (5.7)

Here ṁi ≡ ∂tmi and we combined fk = fad,k + δfk in the second line, with the adiabatic
distribution functions fad,k defined in equation (5.5), and the collision term is given by

Csηs
′

khilj ≡ i tr
[
Ps′skhji Σr

eq,eff,kil(t, t)P
ηs′

khlj

]
. (5.8)

Equation (5.7) describes all particle-antiparticle and flavour-coherence effects in the
local limit and includes helicity. This universality is reflected in the large number of
indices, which may appear overwhelming at first. However, all terms in (5.7) have simple
interpretations. For example the first term on the right-hand side corresponds to the
Hamiltonian commutator term in equation (4.39). It falls into this simple form because
HkiP

s
ki = P skiHki = sωkiP

s
ki. The Hamiltonian term causes oscillations in the off-diagonal

components and its simple form is pivotal in distinguishing the relevant time scales. For s =
−s′ the oscillations are very fast. These oscillations are essential e.g. for vacuum particle
production, but they can be a problem if one is interested only in flavour oscillations, which
correspond to s = s′ but i 6= j, and usually evolve much more slowly. In the next section we
derive an effective equation for flavour oscillations by averaging over the fast oscillations.

The second line in equation (5.7) arises from the time dependence of the basis matri-
ces Pss′khij in the parametrisation (5.2). The precise form of these terms depends on the
normalisation, and the choice (5.3) turns out to give the most compact form. These terms
are again essential for vacuum particle production, but they can be neglected in the lepto-
genesis application. The source terms ∂tf ss

′
ad,khij result from the projection of the adiabatic

matrix source in (4.39). Lastly, the collision terms Csηs
′

khilj can in general be separated into
dispersive and absorptive parts, just by using Σr = ΣH − iΣA, and consequently we define

Csηs
′

khilj ≡ C
H,sηs′
khilj + CA,sηs

′

khilj . (5.9)

The dispersive term CH,sηs′
khilj can be broadly characterised as a generalised matter Hamilto-

nian. It is of course a very general structure, but e.g. in the case of ordinary light neutrino
mixing it can be shown [94] to exactly reproduce the neutrino effective potential in matter.
It could be interesting for resonant leptogenesis as well, because it would make the energy
splitting ∆ωk between the neutrinos a dynamical quantity. We will not consider the dis-
persive corrections numerically in this paper, but also this topic will be pursued elsewhere.
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Finally, the absorptive part CA,sηs
′

khilj of the collision term contains both flavour-diagonal
and off-diagonal damping rates, and importantly for leptogenesis, cross couplings between
the diagonal and off-diagonal distribution functions. These cross coupling functions to-
gether with the CP-violating flavour oscillation are the mechanism which generates the
lepton asymmetry.

5.3 Lepton source and washout terms

It is easy to write also the CP-violating source term and the washout terms of the lepton
equation using the parametrisation (5.2) and normalisation (5.3) for the Majorana neutrino
correlator. For the source term (4.41) and the washout term (4.42) we get, respectively,

SCP =
∑

h,s,s′,i,j

∫ d3k

(2π)3 tr
[(
PRΣAeq,eff,kji + (ΣAeq,eff,kij)†PR

)
Pss′khij

]
δf ss

′
khij , (5.10)

δW =
∑

h,s,s′,i,j

∫ d3k

(2π)3 tr
[(
PRδΣAeff,kji + (δΣAeff,kij)†PR

)
Pss′khij

]
δf ss

′
khij . (5.11)

For the washout term (4.43), we again expand the adiabatic Wightman functions to leading
order to get the O(y2

i ) result

Wad =
∑
s,i

∫ d3k

(2π)3
1
2 tr

[
PR
({
δΣ>

ii(ksi), fFD(sωki)P ski
}
−
{
δΣ<

ii(ksi), fFD(−sωki)P ski
})]

.

(5.12)
Expanded forms of equations (5.10)–(5.12) are given in appendix F, where we use the
leading order approximation (4.27) for the effective self-energies and perform the traces.

5.4 Mass shell equations

As stated above, the most important benefit of the parametrisation (5.2) is that it allows to
separate the physics corresponding to different time scales. In particular we can distinguish
the mass shell functions corresponding to s = s′ (but including the flavour coherences
i 6= j) from the fast oscillating coherence shell functions for which s 6= s′.12 For a graphical
illustration see figure 2 in [77]. We denote these functions by

δfm,±k ≡ δf±±k , (5.13)
δf c,±k ≡ δf±∓k . (5.14)

Indeed, from equation (5.7) we see that for δf c,±khij the Hamiltonian term is proportional
to ∓i(ωki + ωkj) = ∓2iωkij , corresponding to very fast particle-antiparticle oscillations
(zitterbewegung). For the mass shell solutions δfm,±khij the Hamiltonian term is proportional
to ∓i(ωki − ωkj) = ∓i∆ωkij , corresponding to flavour oscillations for i 6= j, at a frequency
which is suppressed for large |k| or a small mass difference |mi −mj |. This is the case of
interest for resonant leptogenesis.

12This naming scheme follows the earlier cQPA notation [77] and the one we already used in (3.13),
although in our current treatment the phase space structures are not a priori restricted to a spectral form.
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If particle-antiparticle oscillations are much faster than the flavour oscillations, we
can drop the coherence functions δf ck in equations (5.7), since their effect on the flavour
oscillations averages out.13 This results in a much simpler coarse-grained master equation
for the mass shell functions:

∂tδf
m,s
khij = − is(ωki − ωkj)δfm,skhij − ∂tf

m,s
ad,khij

−
∑
l

[
Cssskhiljδf

m,s
khlj +

(
Cssskhjli

)∗
δfm,skhil

]
. (5.15)

Equation (5.15) still holds complete information of flavour mixing and the helicity degree of
freedom in the local limit. In particular it contains as limiting cases the familiar Boltzmann
theory, light neutrino density matrix formalism and the cQPA-formulation of the generic
flavour and spin dependent problem. It also agrees with or encompasses a number of
other quantum transport approaches in the literature, of which we give a more detailed
comparisons in section 9.

Removing the coherence shell solutions greatly facilitates the numerical solution, in
particular for quasi-degenerate Majorana neutrinos. In addition, a number of relations hold
between different components of δfk, which further simplify the numerical task; we will
give these relations in appendix D. In the following sections we will solve equations (5.15)
numerically using the leading order expansion (4.27) for the effective self-energies in the
collision terms functions. Detailed expressions for Cssskhilj are given in appendix E.

Hierarchical limit. Let us briefly comment on the validity of our master equations in
the hierarchical limit of leptogenesis [20, 42], where ∆m/m ∼ O(1). The general master
equation (5.7) is of course applicable also in this limit. However, the condition ∆ωkij �
2ωkij might hold only to a limited degree (see footnote 13), so that neglecting the coherence
shell functions δf ck might not be warranted, possibly reducing the accuracy of the mass-shell
equations (5.15). However, using equation (5.7) to model this case would be numerically
very challenging, because due to the large hierarchy H � m, both oscillation time scales
are very fast compared to the heavy neutrino decoupling time. Luckily, due to the very
same reason, one can in this case work in the decoupling limit (see section 8 below) and
derive an effective Boltzmann equation for the lepton asymmetry. To our knowledge the
contribution from the coherence shell functions δf ck has never been included, however. This
could be done by starting from the master equation (5.7) and it would indeed be interesting
to study the size of these corrections.

13We can formally justify this as follows. First, generically δfc±
k (t) = A±k (t) exp(∓2iωkt), where A±k (t) are

some functions that vary only in the flavour scale. Next, take the convolution of (5.7) with some appropriate
normalised weight function W , e.g. the Weierstrass transform with W (t, t′) ∼ exp(−(t − t′)2/2σ2), where
we can choose 1/∆ωk � σ � 1/2ωk. This has no effect on the mass-shell contributions, because they do
not vary significantly over the time σ. However, the terms involving the coherence solutions behave as∫

dt′W (t, t′)D±k (t′)δfc±
k (t′) ∼ D±k (t)δfc±

k (t) exp
(
−2(ωkσ)2),

where D±k represents whatever term that is multiplying the coherence solution. Because ωσ � 1, these
terms are extremely suppressed and completely drop from the averaged mass-shell equations.
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6 Expansion of the universe

So far all our equations have been formulated in the flat Minkowski spacetime, but we
eventually need to work in the expanding Friedmann-Lemaître-Robertson-Walker (FLRW)
background. In this section we show how the generalisation to an expanding universe can
be done by a simple reinterpretation of all variables in the comoving frame. We finish this
section by rewriting our master equations explicitly in the expanding universe in terms of
the scaled inverse temperature.

6.1 Lagrangian in curved spacetime

First we need to generalise the Minkowski Lagrangian (4.1) to curved spacetime:

L =
√
−g
{ 2∑
i=1

[1
2N i(iγµ∇µ −mi)Ni − y∗i (`φ̃)PRNi − yiN iPL(φ̃†`)

]
+ ` iγµ∇µ`+ (∂µφ†)(∂µφ)− ξRφ†φ

}
. (6.1)

Here g ≡ det(gµν) is the determinant of the metric and ∇µ is the covariant derivative given
by the spin connection. We also added the non-minimal coupling of the Higgs field φ to
the scalar curvature R and the factor

√
−g originates from the volume form of the curved

spacetime action integral. We then assume a spatially flat FLRW metric

ds2 = gµν dxµ dxν = a(η)2(dη2 − dx2), (6.2)

where a = a(η) is the dimensionless scale factor and the conformal time η is defined by
dt = a(η) dη. With the metric (6.2) the contracted covariant derivative in equation (6.1)
becomes

γµ∇µ = 1
a

(
γ0∂0 + γ ·∇ + 3

2
a′

a
γ0
)
, (6.3)

where ∇ is the usual flat spatial derivative vector, ∂0 = ∂/∂η and a′ ≡ ∂a/∂η.
Using equations (6.2) and (6.3) with

√
−g = a4 and scaling all fermion fields ψ accord-

ing to ψ → a−3/2ψ and the Higgs field as φ→ a−1φ, the Lagrangian (6.1) is transformed to

L =
2∑
i=1

[1
2N i

(
iγ0∂0 + iγ ·∇− ami

)
Ni − y∗i

(
`φ̃
)
PRNi − yiN iPL

(
φ̃†`
)]

+ `
(
iγ0∂0 + iγ ·∇

)
`+ φ†

[
−∂2

0 + ∇2 − a2
(
ξR− a′′

a3

)]
φ, (6.4)

where the scalar curvature is given by R = 6a′′/a3. From the Lagrangian (6.4) we see
that the only effects of the expanding universe compared to the Minkowski theory (4.1)
are that the time variable is replaced by the conformal time η, spatial coordinates become
the comoving ones, neutrino masses are multiplied by the scale factor a and the Higgs field
gets a geometric mass term. This mass term vanishes for a conformal coupling ξ = 1/6 or
when the universe is radiation-dominated: a(η) ∝ η, which is the case to a high accuracy
in leptogenesis. We shall thus continue to assume that the Higgs field is massless.
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The comoving frame. Based on the above, all expressions and equations in the ear-
lier sections given in the Minkowski background remain valid also in the expanding flat
spacetime when we make the replacements

t→ η, k→ kcom, T → Tcom, mi(t)→ a(η)mi, (6.5)

where kcom ≡ ka is the comoving momentum, Tcom ≡ Ta is the comoving temperature
of the relativistic SM heat bath and mi are the physical constant masses. Note that the
phase space distribution functions f are dimensionless scalars and have the same values in
both physical and comoving variables.

We assume that the universe is dominated by relativistic SM particles, which are kept
in equilibrium by fast gauge interactions, and that the universe expands adiabatically. In
the absence of entropy production the physical temperature then scales as T ∝ a−1, so that
Tcom remains constant. The comoving momentum kcom is also constant, as the physical
momentum redshifts as k ∝ a−1. We can also write the Hubble parameter as

H(T ) =
(4π3

45 g∗
)1/2 T 2

mPl
, (6.6)

where mPl is the Planck mass and g∗ is the effective number of relativistic degrees of
freedom, which is g∗ = 110.25 when including all SM fields and two massless Majorana
neutrinos. Note that the scale factor can now be written as a(η) = H(Tcom)η. The entropy
density is given by s = 2π2g∗T

3/45. Overall, the leptogenesis equations retain the same
form they had when formulated with a generic time dependent mass term in the Minkowski
background, when using the replacements (6.5) and scaling the equations by appropriate
powers of the scale factor a.

6.2 Final master equation in expanding space time

For the numerical implementation it is convenient to formulate the equations using dimen-
sionless variables. The most relevant temperature scale for leptogenesis is around T = m1,
where m1 is the mass of the lightest Majorana neutrino. We thereby use the variables

z = m1
T

, xi = mi

m1
, κ = |k|

T
, (6.7)

with
d
dt = zH

d
dz = H1

z

d
dz , (6.8)

where H1 ≡ H(m1) is the Hubble parameter (6.6) evaluated at T = m1. The z-parameter
is directly proportional to the scale factor so it serves as the time evolution parameter.
Due to the constraints (D.9) there are only four independent mass shell functions for the
two mixing Majorana neutrinos. We choose them as follows:

δfkh ≡
(
δfm,+kh11, δf

m,+
kh22, Re δfm,+kh12, Im δfm,+kh12

)
. (6.9)

We can now formulate the k-dependent neutrino equation (5.15) as a vector equation for
the components (6.9). Including also the lepton asymmetry equation (4.40), our final
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master equations written using the dimensionless variables are

dδfkh
dz =

(
∆ω̃k − C̃kh

)
δfkh −

dfad,kh
dz , (6.10)

dYL
dz = S̃CP + (δW̃ + W̃ad)YL, (6.11)

where YL ≡ (n` − n`)/s, and we used (4.34) to relate the lepton chemical potential to the
asymmetry. The dimensionless tree level oscillation coefficient ∆ω̃k and the collision term
coefficient C̃kh of the neutrino equation, as well as the CP-violating lepton source term
S̃CP and the washout term coefficients W̃ (with W = δW,Wad) are given by

∆ω̃k ≡
z∆ωk
H1

, C̃kh ≡
z Ckh
H1

, (6.12)

S̃CP ≡
z SCP
sH1

, W̃ ≡ 6zW
cwH1µ`T 2 . (6.13)

Equations (6.10) and (6.11) are formally analogous to the momentum dependent Boltz-
mann equations, which we present in equations (G.5) and (G.6) of appendix G. The differ-
ence is that the quantities ∆ωk and Ckh in equations (6.10) and (6.12) are 4× 4 matrices
consisting of the coefficients for different components of the column vector δfkh. To avoid
confusion with earlier notation, we denote these components (when needed) with brack-
eted indices: for example δfkh[3] = Re δfm,+kh12, and Ckh[12] is the coefficient of δfkh[2] in the
equation of δfkh[1]. The matrix ∆ωk corresponds to the tree level flavour oscillation term
and its only non-vanishing elements are ∆ωk[34] = −∆ωk[43] = ωk1 − ωk2. The collision
term coefficient matrix is given by

Ckh =


2 Re(C+

111) 0 2 Re(C+
121) 2 Im(C+

121)
0 2 Re(C+

222) 2 Re(C+
212) −2 Im(C+

212)
Re(C+

211) Re(C+
122) Re(C+

112 + C+
221) − Im(C+

112 − C
+
221)

− Im(C+
211) Im(C+

122) Im(C+
112 − C

+
221) Re(C+

112 + C+
221)

 , (6.14)

where C+
ilj ≡ C+++

khilj were defined in equation (5.8). Explicit expressions for the collision
terms C+++

khilj are given in appendix E, computed using self-energies in the leading order
expansion (4.27) and explicitly written in appendix B. Finally, explicit expressions for the
lepton source and washout terms can be found in appendix F.

7 Numerical results

In this section we solve numerically the system of equations (6.10) and (6.11) for the Majo-
rana neutrino distribution functions δfkh and the (normalised) lepton asymmetry density
YL in the case of two Majorana neutrinos and one lepton flavour. We start by considering
possible initial conditions. Then, before going to the discussion of the final lepton asym-
metry and its dependence on model parameters, we establish the time scales relevant for
the problem and study the momentum dependent neutrino distribution functions.
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7.1 Initial conditions

While we took tin → −∞ for the CTP to calculate the interactions, we can of course choose
any finite time t = t0 (or z = z0) as the starting point of our calculation with arbitrary
initial conditions for the correlation functions. In particular, we will consider both vacuum
and thermal initial conditions for the Majorana neutrinos, while we assume that the lepton
and Higgs distributions stay in local equilibrium in the common SM plasma temperature T .
In both cases we assume a vanishing initial lepton asymmetry: YL(t0) = 0.

Vacuum initial conditions. Here we assume that at t = t0 the Majorana neutrinos
are decoupled and thus effectively in zero temperature (e.g. if only the SM particles get
reheated after inflation). The full local neutrino correlator is then given by

S<

kij(t0, t0) = S<

ad,vac,kij(t0, t0) ' P−ki(t0)δij , (7.1)

which is calculated from (4.23) by taking the limit T → 0. For the non-equilibrium part
we then get, using equations (3.3) and (7.1),

δS<

k (t0, t0) = S<

ad,vac,k(t0, t0)− S<

ad,k(t0, t0). (7.2)

Note that this perturbation is not necessarily small as it measures the deviation of the full
correlator S< (now initially in vacuum with zero temperature for the Majorana species)
from the adiabatic equilibrium correlator S<

ad (with the high temperature T of the SM
particle species). For the mass shell functions the initial condition (7.2) with (7.1) becomes

δfm,+khij (t0) = −fm,+ad,khij(t0) = −fFD(ωki)δij , (7.3)

δfm,−khij (t0) = −δij − fm,−ad,khij(t0) = −fFD(ωki)δij , (7.4)

where we used equations (5.4) and (5.6).

Thermal initial conditions. Here we assume that also the Majorana neutrinos are in
local thermal equilibrium with the SM particles at t = t0, corresponding to some high
initial temperature T0 � mi. The full local neutrino correlator is then given by

S<

k (t0, t0) = S<

ad,k(t0, t0) (7.5)

which trivially implies that δS<

k (t0, t0) = 0 and that all non-equilibrium distribution func-
tions vanish initially: δfm,±khij (t0) = 0. Note also that in this case the Majorana neutrinos
deviate from equilibrium only due to the dynamical source term −∂tfad.

7.2 Physical scales and parameters

The minimal leptogenesis mechanism is mainly controlled by four time scales, corresponding
to the expansion rate of the universe H, the Majorana neutrino decay rate Γ, and the
oscillation frequencies ∆ωkij and 2ωkij . We already discussed the role of the flavour and
zitterbewegung oscillations in section 5.4, finding that the latter may be relevant in the
hierarchical limit, but can be safely ignored when ∆ωkij � 2ωkij . We work in this limit
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here, but the question of the relative sizes of the three slow time scales H−1, Γ−1 and ∆ω−1
kij

still remains. The resonant leptogenesis mechanism turns out to be most efficient when all
these scales are roughly comparable.

Indeed, if H � ∆ωkij , there is no time for flavour oscillations to develop, while for
H � ∆ωkij the source terms ∼ H become suppressed. Also, in the very strong washout
limit, Γ� H the asymmetry is suppressed by thermalisation due to interactions, whereas
for Γ� ∆ωkij , the magnitude of CP-violation is suppressed, since the source in the asym-
metry equation is proportional to the couplings yi. Additionally, if Γ� ∆ωkij the flavour
oscillations become over-damped [69], analogously to light mixing neutrino systems [3, 4, 7].
This leaves us to seek parameters in the range Γ ∼ ∆ωkij ∼ H for maximal resonant en-
hancement.

Benchmark parameters. Our simple leptogenesis model has 5 physical input param-
eters: the magnitudes of the two Yukawa couplings y1 and y2, their relative CP-violating
phase θ12, the lighter Majorana neutrino mass m1 and the relative mass-squared difference
∆m2

21/m
2
1 ≡ (m2

2 −m2
1)/m2

1. We define the Yukawa phase as

sin(θij) ≡
Im(y∗i yj)
|yi||yj |

. (7.6)

We use the following set of benchmark values as a baseline:

|y1| = 0.06,
|y2| = 0.1,

θ12 = π

4 , (7.7a)

m1 = 1013 GeV, m2
2

m2
1

= 1 + |y1|2 + |y2|2

16π ≈ 1.00027. (7.7b)

In addition one has to define the number of effective relativistic degrees of freedom g∗ and
the initial temperature T0 where we start the calculation. For these we use g∗ = 110 and
z0 = 10−2. For the benchmark parameters this corresponds to the initial temperature
T0 = m1/z0 = 1015 GeV and the Hubble expansion rate H1 ≡ H(m1) ≈ 1.428× 108 GeV.

Some more comments are still in order. First, we have chosen a high mass scale
1013 GeV for the lightest Majorana neutrino, typical for traditional thermal leptogene-
sis [20]. However, it can be seen that all terms in equations (6.12) and (6.13) scale either
as ∼ Γ/H1 or ∼ ∆m/H1, so that the dynamics does not depend on the mass scale m1
as long as Γ/H1 is kept constant (and if ∆m ∼ Γ). More precisely, the dynamics can be
effectively characterised by three parameters: the washout strength parameters

Ki ≡
Γ(0)
i

H1
∼ |yi|

2

m1
mPl (7.8)

and the number of flavour oscillations in a Hubble time: N12 ≡ |∆m12|/(2πH1). Using
Γ(0)
i = |yi|2m1/(8π) (see appendix G.1), we find that in the benchmark case Ki ∼ O(10)

(corresponding to strong washout) along with N12 ≈ 1.5.
These estimates agree qualitatively with what is previously known from the semiclassi-

cal Boltzmann approach, where the CP-asymmetry parameter εCP
i ∝ sin(2θ12) is resonantly
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Figure 4. Shown are select intermediate functions of the Majorana neutrino equation (6.10). On
the left: the adiabatic distribution function κ2fm,+

ad,kh11 ' κ2fFD(ωk1) (top) and the source term
−κ2∂zf

m,+
ad,kh11 (bottom). On the right: the collision term coefficient functions C̃kh[11], which is the

same for both helicities (top), and the helicity-odd combination (C̃k,+1[14] − C̃k,−1[14])/2 (bottom).

enhanced for ∆m ∼ Γ. The CP-violating angle θ12 was chosen to be maximal in this sense
in the benchmark case, but it can be used to adjust the value of the final asymmetry down-
wards, as it affects the results mainly as an overall scaling factor with only a small impact
on the dynamics.

7.3 Neutrino distribution functions

Solving the master equations (6.10) accurately requires of the order of hundred discrete
momentum variables. Thousands of collision integrals C+++

khilj are then needed at each
time-step, each of which contains a one-dimensional integral. It is clear that these cannot
be feasibly computed during the evaluation. Fortunately, to the order we are working,
they can be computed and fitted before solving (6.10). Moreover, the source terms in the
neutrino equation (6.10) are localised in momenta and temperature, which facilitates the
fitting process.

In the left panels of figure 4 we show heat maps of the flavour diagonal adiabatic
distribution function (5.6) (top) multiplied by a phase space factor, κ2fm,+ad,kh11, and the
corresponding source term (bottom) −κ2 dfm,+ad,kh11/ dz as a functions of z = m1/T and
κ = |k|/T . Both functions are indeed localised around |k| ' T in momentum and the
source term is also localised around z ' 1, while the distribution function fFD(ωk1) exhibits
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exponential fall off to zero in the same region. Plots for fm,+ad,kh22 are qualitatively similar,
with the fall off region moving according to the value of m2.

In the right panels of figure 4 we show heat maps of C̃kh[11] = 2 Re(C+++
kh111) z/H1

and (C̃k,+1[14] − C̃k,−1[14])/2 = Im(C+++
k,+1,121 − C

+++
k,−1,121) z/H1, given by equations (6.12)

and (6.14). The former is the damping rate for the flavour-diagonal distribution function
δfkh11, and the latter is the helicity-odd part of the function which couples the flavour
diagonal distribution to the off-diagonal distribution Im(δfkh12). The diagonal damping
rate is the same for both helicities in our leading order approximation. Note that the colour
bar scales in the figure are logarithmic for both positive and negative directions separately,
except for a small region around zero (up to one tick in both directions), where linear
scaling is used.

Figure 4 was created using the benchmark resonant leptogenesis parameters given in
subsection 7.2. Note that we have dropped the dispersive self-energy ΣH everywhere, as
was discussed earlier. All other components of C+++

khilj are qualitatively similar to the ones
shown here. In particular, the helicity even parts of the off-diagonal coupling functions
2 Re(C+++

kh121) and 2 Re(C+++
kh211), which are important for leptogenesis, have similar forms to

the diagonal damping rates, and in the quasi-degenerate case m1 ' m2 also their scales
are similar. Also, when ΣH is dropped, the diagonal damping rate Ckh[ii] is actually just
the momentum and temperature dependent decay rate of the Majorana neutrinos. This is
because the leading order Majorana neutrino self-energy ΣA used in this work corresponds
only to the decay and inverse decay processes.

In figure 5 we show similar heat maps of some non-equilibrium distribution func-
tions δfm,+khij , obtained from a numerical solution of equation (6.10), using the same bench-
mark parameters as in figure 4. In the top row we show the helicity-even parts of the
flavour-diagonal and off-diagonal functions: κ2(δfm,+k,+1,11 + δfm,+k,−1,11)/2 (left panel) and
κ2 Im(δfm,+k,+1,12 + δfm,+k,−1,12)/2 (right panel). In the bottom row we show the corresponding
helicity-odd parts, κ2(δfm,+k,+1,11− δf

m,+
k,−1,11)/2 (left panel) and κ2 Im(δfm,+k,+1,12− δf

m,+
k,−1,12)/2

(right panel). We will later see that the helicity-even part of Im(δfm,+kh12) gives the main
contribution to the CP-violating lepton source term. The results show that the off-diagonal
components are localised around z ' 1 and complete approximately one period of flavour
oscillation before being exponentially suppressed (the blue colour indicates negative and
the red colour positive values). The localisation around |k| ' T is due to the phase space
factor κ2 together with the exponential suppression at high momenta. The negative values
of the h-even diagonal distribution (top left panel), extending to very small z result from
the vacuum initial conditions used here. The other independent components of δfm,+khij are
again qualitatively similar to the ones shown here.

7.4 Results on lepton asymmetry

Having now established the scales of the problem and that the numerical solution of the
neutrino correlation function is under control, we turn to study the lepton asymmetry
evolution. Because of the smallness of the lepton chemical potential µ`, we can solve
the equations (6.10) and (6.11) sequentially. The neutrino equation is solved first and its
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Figure 5. Shown are select components of the numerical solution δfm,+
k,hij of the Majorana neutrino

equation (6.10) with vacuum initial conditions. Left and right sides show the flavour-diagonal
function δfk,h11 and the off-diagonal function Im(δfk,h12), respectively. Top row features the
helicity-even combination (δfk,+1 + δfk,−1)/2 and the bottom row the helicity-odd combination
(δfk,+1 − δfk,−1)/2 of the corresponding functions. All functions have been scaled by κ2.

solutions δfkh are used to calculate the lepton source term S̃CP and the washout term
coefficients δW̃ and W̃ad according to equations (6.13), (F.1a), (F.2a) and (F.3). These are
then used to solve the lepton equation (6.11). Note that equation (6.10) does not couple
helicities or momenta so we can solve each mode δfkh separately. In practice we reformulate
the neutrino equations in terms of the helicity-even and helicity-odd combinations (δfk,+±
δfk,−)/2, which are more convenient for the calculation of SCP and δW , as described in
appendix F.

Benchmark case. In section 7.3 we presented some intermediate results for the phase
space functions δfkh using the vacuum initial condition (7.3) and the benchmark parameter
values (7.7). In figure 6 we show the source term S̃CP and the washout term coefficients
W̃ad, δW̃ of the lepton equation (6.11) as functions of z for the same parameters and initial
conditions. We find that dividing the dimensionless momentum κ = |k|/T to 100 bins in
logarithmic scale between 10−2 and 104 already ensures that the results are not sensitive
to the cutoff or the discretisation. Indeed, one can see from figures 4 and 5 that the largest
contributions come from the range κ ∈ [0.1, 10]. In figure 6 we also compare the results
from our full quantum kinetic equations (QKEs) (6.10) and (6.11) to those following from
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Figure 6. Numerically calculated CP-violating source term S̃CP(z) and the washout term coeffi-
cients W̃ad(z) and δW̃ (z) of our main lepton equation (6.11) (solid line), Boltzmann equation (G.6)
(dashed line) and rate equation (G.20) (dotted line). We used the benchmark parameter values (7.7)
and vacuum initial conditions.

the traditional semiclassical Boltzmann equations (BEs) given in (G.5) and (G.6) and the
corresponding momentum integrated rate equations (REs) (G.19) and (G.20). The latter
two sets of equations are well known, but we provided them explicitly for completeness.
Also, we wrote all equations using a similar notation, which greatly facilitates the com-
parisons. Both BEs and REs require an externally provided CP-violating parameter εCP

i .
At this point we are using εCP

i corresponding to the “mixed” regulator (G.24) [83, 84] (see
also e.g. [95]). Other regulators will be discussed in detail below.

It turns out that both the BEs and the REs significantly overestimate the source term
S̃CP in the relativistic region z . 1. The QKE-source starts to grow and changes the sign
later, but all sources start to converge for z & 2. On the other hand, the washout terms
W̃ad and δW̃ have only minor differences. As expected, W̃ad is by far the dominant of the
two. It also appears to be identical in the full QKE and in the BE approach, and indeed
it is: this term originates from the flavour-diagonal equilibrium part of the Majorana
neutrino distributions, which we have calculated to the zeroth order in gradients in the
QKEs. The function δW̃ , which is proportional to the non-equilibrium perturbation δf ,
is approximately two orders of magnitude smaller and could be neglected with practically
no effect on the final asymmetry. Also, there is no corresponding function δW̃ in the
leading order rate equations (G.19) and (G.20) because in the Boltzmann approach this
part results from the Pauli blocking and stimulated emission factors, which are dropped
from the rate equations.

In figure 7 we show the lepton asymmetries YL as a function of z in the benchmark
case. Left panel corresponds to the vacuum initial conditions used above. The asymmetry
behaves as expected from the source term S̃CP shown in the left panel of figure 6. While
the YL(z)-evolution obtained using the BE or the RE deviate strongly from that found
using the full QKE, the final asymmetries differ by less than a factor of 2. In the right
panel we show the case with thermal initial conditions for the Majorana neutrinos. The
early evolution of the asymmetry is of course very different from the vacuum case, but
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Figure 7. Numerical solutions for the lepton asymmetry YL(z) from our main equation (6.11)
(solid line), Boltzmann equation (G.6) (dashed line) and rate equation (G.20) (dotted line). We
used the benchmark parameter values (7.7). The left (right) panel has vacuum (thermal) initial
conditions for the Majorana neutrinos. The final values of the asymmetries are shown as insets.
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Figure 8. Numerical solutions for the lepton asymmetry YL(z), with the same setup and mass
difference as figure 7 except |y1| = 0.01. The final values of the asymmetries are indicated on the
corresponding graphs.

the final asymmetries are identical with both initial conditions. This behaviour is due to
the strong washout assumed in the benchmark case (K1 ≈ 10.0 and K2 ≈ 27.9), which
efficiently erases the early evolution of the lepton asymmetry. The final asymmetry then
mostly depends on the source at the very end of the integration range, where the S̃CP
computed using different methods were found to agree better.

In figure 8 we show for comparison similar plots in the weak washout case, with |y1| =
0.01, corresponding to K1 ≈ 0.279. The left panel again corresponds to the vacuum and the
right panel to thermal initial conditions. Now the early evolution deviates less in different
approaches. Also, as expected, the final asymmetries are no longer the same for vacuum
and thermal initial conditions. The differences between the BE and RE predictions and
our QKE results for the final asymmetry also remain significant. These results show that
the lepton asymmetry evolution and its asymptotic value depend in an essential way on
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the model parameters. Also, it is clear that to obtain accurate results, one should use the
full QKEs instead of the less accurate BE- or RE-approaches.

Varying mass difference. In the top panels of figure 9 we show the asymptotic lepton
asymmetry as a function of (m2

2−m2
1)/m2

1 ≈ 2∆m21/m1, keeping other benchmark param-
eters fixed. We again compare the full QKE results with the BE and RE predictions, now
for four different CP-asymmetry parameters εCP

i that have been discussed in the litera-
ture [61, 62, 66, 70, 95, 96]. The different choices, which we denote as ‘mixed’, ‘difference’,
‘sum’ and ‘effective’ vary in how the resonance near m1 = m2 is regulated. Explicit forms
for the εCP

i -parameter and the regulators are given in appendix G.3. All approaches give
qualitatively similar ∆m21-dependence with a single maximum at ∆m21 ∼ Γ. However,
a more close look reveals significant quantitative differences between the full QKE results
and the BE and RE approximations, as well as between using different regulators in the
latter two approaches.

The location of the resonance peak is approximatively given by ∆m2
21 = |m1Γ(0)

1 ∓
m2Γ(0)

2 | for the difference and sum regulators in the Boltzmann approaches. We have shown
these locations in the top-right panel of figure 9, denoting them by ∆max

diff. and ∆max
sum . The

BE and RE results using different regulators fall either above or below the correct QKE-
result shown by the solid blue line, varying by an almost order of magnitude for ∆m21 . Γ.
The effective sum regulator given in [70] (see equation (8.13) below) is designed to work
in the strong washout case; it is thus not surprising that it works best in our benchmark
case. On the other hand, for ∆m21 > Γ, where we enter the rapid flavour oscillation
regime, all results converge. This is expected, since the regulators become irrelevant in
the CP-parameter (G.23) and the diagonal elements decouple from the off-diagonals in the
QKEs in this limit (we will show this explicitly below). We also observe that the BEs
always give a slightly lower final asymmetry than do the REs, as was also observed in [97].
The difference between the BE and RE results is smaller, however, than the difference
arising from using different regulators and eventually the correct QKEs. That is, treating
the quantum physics part of the problem correctly is more important than the momentum
dependence of the phase space distributions.

The situation gets even more interesting when we begin to vary the couplings. In
the bottom panels of figure 9 we show the results for hierarchical (left panel) and for
almost degenerate (right panel) Yukawa couplings. In the left panel the washout is weaker,
K1 ≈ 0.279 and K2 ≈ 27.9, whereas in the right panel the washout is strong, K1 ≈ 22.6.
The different CP-asymmetry regulators now lead to even more dispersion in the BE and
the RE results when ∆m21 . Γ. In the hierarchical case using the mixed regulator leads
to two peaks at ∆m21 ' Γ1 and ∆m21 ' Γ2, corresponding to the different regulators used
for the two Majorana neutrinos in this case. The full QKE result, again shown by the solid
blue line, shows no such structure. Also the effective regulator is somewhat less accurate
here. In the right panel, with almost degenerate Yukawas, the mixed and sum regulators
are in better agreement with the QKEs, but the difference regulator has an extra spurious
enhancement because the regulator vanishes and the CP-asymmetry is unbounded in the
double limit m2 → m1 and Γ2 → Γ1.
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Figure 9. Shown is the asymptotic lepton asymmetry YL as a function of the relative mass-
squared difference ∆m2

21/m
2
1 for different Yukawa couplings. The Boltzmann equation (BE) results

are shown with four different regulators for εCP
i . The dotted and dash-dotted lines show the rate

equation results for the corresponding BE results. The top-right panel shows the region highlighted
in red in the left. The bottom panels have hierarchical (left) and almost degenerate (right) Yukawa
couplings. Other parameters have the benchmark values and vacuum initial conditions were used.

The main take-home message from this section is that the Boltzmann equation and
the rate equation approaches are inaccurate and strongly sensitive to the choice of the
regulator in the resonant and quasidegenerate region ∆m21 . Γi. The Boltzmann approach
reproduces the full QKE results accurately in all cases only in the region ∆m21 > Γi when
the regulator is already negligible and one is approaching the hierarchical mass limit. Also,
the most accurate regulator over varying coupling strengths is the sum regulator of [62].
We shall show below how the sum regulator indeed consistently emerges when we reduce
the QKEs to BEs in the helicity-symmetric decoupling limit.

Flavour oscillation. Let us look more closely at the role of the flavour oscillations in
resonant leptogenesis. In the left panel of figure 10 we show the evolution of the helicity-
even part of the off-diagonal Majorana neutrino phase space function Im(δfm,+kh12) with
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Figure 10. Flavour oscillation of Im(δfm,+
k,h12)(z) (helicity-even component) and S̃CP,k(z) for a

single k-mode, with ∆m21 = 0.01m1. Other parameters have the benchmark values, and vacuum
initial conditions were used. On the right we show the single k-mode as well as the integrated
lepton asymmetry source from the full QKEs and the BEs.

|k| = 3T and ∆m21 = 0.01m1. This is a case with rapid flavour oscillations corresponding
to N12 ≈ 110. The modes of this δf -component in the range |k|/T ∼ 0.1–10 give the
dominant contribution to the integrated lepton source term. In the right panel we plot
the contribution S̃CP,k of the same mode to the lepton source term, normalised according
to S̃CP ≡

∫
d3k/(2π)3S̃CP,k/T

3. Both the mode and its contribution to the lepton source
display a strong oscillation pattern with a quickly dying amplitude. This decay of the
oscillations is precisely the reason for the emergence of the semiclassical limit (shown as
the green dash-dotted line) from the QKEs. We will make this explicit in equation (8.8)
below. We show also in the right panel the full integrated source term from the QKEs
(dotted line) and from the Boltzmann approach with the sum regulator (dash-dot-dotted
line). Even in the QKE-result all oscillations are smoothed out in the integrated source,
due to the phase differences between different modes.

8 Helicity-symmetric approximation

In this section we will derive a series of approximations to the QKEs (5.15) (or equiva-
lently (6.10)), eventually reducing them to the semiclassical Boltzmann limit. This process
also leads to a simplified source term in the asymmetry equation (4.40), which eventually
reproduces the CP-asymmetry parameter with the sum regulator.

Looking more closely at equations (4.41) and (F.1a), one can see that the lepton
asymmetry is sourced mainly by the helicity-even combination of the imaginary part of
the off-diagonal function δfkh12 in the non-relativistic or mildly relativistic case. Based
on this observation, we drop the tracking of the helicity asymmetry in the equations for
δfkhij . We can then write a simpler set of equations for the h-even part, which we denote
simply by δfkij henceforth, and a simpler form for the lepton source term SCP including
only Im(δfk12). We will also work with vacuum dispersion relations, setting ΣH ≡ 0. The
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resulting helicity-symmetric equations are

∂tδfk11 = −Γk11 δfk11 − ∂tf
(0)
ad,k11 − Γk12 Re(δfk12), (8.1)

∂tδfk22 = −Γk22 δfk22 − ∂tf
(0)
ad,k22 − Γk21 Re(δfk12), (8.2)

∂tδfk12 = −Γk12 δfk12 − i∆ωk12 δfk12 −
1
2
(
Γk21 δfk11 + Γk12 δfk22

)
, (8.3)

and

SCP = −2 Im(y∗1y2)
Re(y∗1y2)

∫ d3k

(2π)3
(
Γk21 + Γk12

)
Im
(
δfk12

)
, (8.4)

where Γk12 ≡ (Γk11 + Γk22)/2 and Γkil ≡ 2 Re(C+++
khilj )|ΣH→0 with C+++

khilj given by equa-
tion (E.1). Note that all Γkil are now real so the diagonal functions δfkii couple directly only
to Re(δfk12). The diagonal damping rate admits the factorisation Γkii = (mi/ωki)Γ

(0)
i Xki

where mi/ωki is the time dilation factor, Γ(0)
i = |yi|2mi/(8π) is the tree-level vacuum de-

cay width of the Majorana neutrino and Xki is the thermal quantum statistical correction
factor, which obeys Xki → 1 when |k|/T → ∞ (see equation (G.7)). The damping rate
Γk12 in the off-diagonal equation, given by the average of the diagonal rates, agrees with
the flavour coherence damping rate found in the density matrix formalism for mixing neu-
trinos [3, 4, 7]. This is an expected result, as the two phenomena are of course closely
related. Indeed, if we further assume that Γk21 ' Γk12, we can write equations (8.1)–(8.3)
in a simple density matrix form:

∂tδfk = −∂f (0)
ad,k − i[Hk, δfk]− 1

2{Γk, δfk}, (8.5)

where Hk ≡ diag(ωk1, ωk2). A similar equation has been used earlier to study light neutrino
mixing in the early universe [3, 6–8] and in the resonant leptogenesis context it was first
derived in [61].14

The helicity-symmetric equations (8.1)–(8.4) provide an excellent approximation to
the full QKEs with helicity-even initial conditions, as can be seen in figure 11 where we
compare the two for our benchmark parameters. This is so because the neutrino source
terms are helicity-symmetric and the helicity-asymmetry is only generated by loop effects.
Also, it is evident from (F.1a) that the contribution to the source from the helicity-odd
δfmk -function is thermally suppressed compared to the one coming from helicity-even part.
This shows that resonant leptogenesis is dominated by the helicity-independent flavour
mixing, although this conclusion partly relies on the fact that the asymmetry is mostly
generated in the non-relativistic regime T . m1. Helicity would play a more important
role if the Majorana neutrinos were relativistic when the asymmetry is generated, like in
some low scale leptogenesis scenarios [86]. Indeed, equations similar to (8.5), but keeping
the helicity degree of freedom, were recently used to study leptogenesis [69, 86, 98]. Our
full QKEs (5.7) as well as the mass-shell equations (5.15) are more general than (8.5) and
the helicity dependent equations in [86, 98, 99]. Note in particular, that for more than two

14In the quasidegenerate limit and restricted to two neutrino flavours, it is easy to generalise equation (8.5)
to include helicity as in [61]. We do not write such an equation explicitly here, because it would be but a
further special case of our general QKE (5.15) for the flavour mixing problem.
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Figure 11. Comparison of the full results (solid line) to the helicity-symmetric approximation
(dotted), decoupling limit (dash-dotted) and Boltzmann results with the sum regulator (dashed).
We show the results for the lepton asymmetry source term (left) and the lepton asymmetry itself
(right) as functions of z. The benchmark parameters with vacuum initial conditions were used.

Majorana neutrino flavours the collision terms in (5.15) cannot in general be reduced to
the canonical form for a density matrix equation.

Decoupling limit. Equations (8.1)–(8.4) still incorporate all essential flavour mixing
consistent with full resummation of the interaction terms. Now we simplify these equa-
tions further in the case where the flavour oscillations are fast (∆m21 � Γ). We use
the same reasoning as in section 5.4 (see footnote 13) to argue for dropping the flavour
off-diagonal terms in the diagonal equations (8.1) and (8.2). We call this approximation
the decoupling limit. The diagonal equations, written with the expansion of the universe,
are then identical to the semiclassical Boltzmann equation (G.5). The washout term can
also be approximated with the Boltzmann version or even with only the Wad contribu-
tion (G.10). Because the flavour-diagonal functions now decouple from the off-diagonal
ones, they can be solved independently and their solutions can be treated as external
sources to the off-diagonal function δfk12.

Assuming that initially δfk12(t0) = 0 (a non-zero initial value could be easily added as
a special solution to the homogeneous equation), the off-diagonal differential equation (8.3)
can be integrated to give

δfk12(t) = −1
2

∫ t

t0
du
(
Γ21δf11 + Γ12δf22

)
k
(u) exp

[
−
∫ t

u
dv
(
Γ12 + i∆ω12

)
k
(v)
]
. (8.6)

Substituting this into equation (8.4) we then get a closed formula for SCP which now defines
the source term in the semiclassical Boltzmann equations; indeed comparing to the Boltz-
mann formula (G.8), this improved form shows that the combination Im(y∗1y2) Im(δfk12)
acts as an effective dynamical CP-asymmetry parameter.

In the quasidegenerate case m1 ' m2 (i.e. at this point we assume the weakly resonant
regime Γ � ∆m21 � m1) we can further approximate Γkij ' Re(y∗i yj)Γkjj/|yj |2 and
Γk11/|y1|2 ' Γk22/|y2|2. Then we can write the lepton source term into an even more
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suggestive form:

SCP(t) ≈
∑
i=1,2
(j 6=i)

Γ(0)
i gi

∫ d3k

(2π)3

(mi

ωki
Xki

) Im
[
(y∗1y2)2]
|y1|2|y2|2

× 1
4

∫ t

t0
du
(
Γjj(δf11 + δf22)

)
k
(u) Im exp

[
−
∫ t

u
dv
(
Γ12 + i∆ω12

)
k
(v)
]
. (8.7)

This result shows that the lepton asymmetry is cumulatively sourced by the non-equilibrium
perturbations in the diagonal mass-shell functions δfii(u), such that past contributions are
suppressed by the flavour coherence damping rate Γ12. We show the approximation (8.7) for
SCP (with the diagonal solutions δfii calculated from the ordinary Boltzmann equations)
and the resulting lepton asymmetry by the red dash-dotted lines in figure 11. Even though
in the figure we used the benchmark parameters where ∆m21 ' Γ, equation (8.7) is still
a relatively good approximation to the full QKEs, in particular at early times z . 1.
However, when z & 1 it deviates from the full result, and at late times z � 1 the asymmetry
coincides perfectly with the Boltzmann result (see below) instead, shown by the dashed
line in figure 11.

8.1 Boltzmann limit

To get an even closer comparison to the existing literature, we now make stronger ap-
proximations to evaluate the time integrals in equation (8.7) analytically. Indeed, if one
assumes that the source functions are roughly constant, one can take them outside the
u-integral.15 If one further assumes that Γk12 and ∆ωk12 are constants (we take Xki → 1
in Γkii, assuming Γkii ' (mi/ωki)Γ

(0)
i , and neglect the Hubble expansion for the mass and

momentum), one can perform the integrals to get

Im
∫ t

t0
du exp

[
−
(
Γ12 + i∆ω12

)
(t− u)

]
' −∆ω12

(∆ω12)2 + (Γ12)2

[
1− e−Γ12(t−t0)

(
cos
[
∆ω12(t− t0)

]
+ Γ12

sin
[
∆ω12(t− t0)

]
∆ω12

)]
. (8.8)

A similar expression was also found in [57], but without the exponential damping factor in
the oscillating term. This is important, because now we see that taking the limit t0 → −∞,
the oscillating part is damped to zero.16 We already saw this effect in figure 10: while the
source was there computed using the full QKE, the strongly damped rapid oscillation we
observed corresponds to the second term in equation (8.8).

15This is consistent if the damping time is much shorter than the time of variation of the diagonal δfii-
functions, which is given by the Hubble time. That is, an approximation of the type of equation (8.9) is
valid in the strong damping limit: Γ12 � H.

16Authors of ref. [57] argued that the second term in (8.8) vanishes due to averaging out over oscillations,
but this is not the correct explanation; note that (8.8) is valid even in the limit ∆ω12 → 0. Also, a similar
expression and including the damping, albeit with a different damping factor (Γ11 − Γ22)/2 (giving rise to
the ‘difference’ regulator), was found in [61].
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Substituting (8.8) back to equation (8.7) and dropping the damped oscillating term,
one finds

SCP(t) ≈
∑
i=1,2
(j 6=i)

Γ(0)
i gi

∫ d3k

(2π)3

(mi

ωki
Xki

)1
2
(
δf11 + δf22

)
k
(t)

×
Im
[
(y∗1y2)2]
|y1|2|y2|2

1
2

[ −∆ω12Γjj
(∆ω12)2 + (Γ12)2

]
k

. (8.9)

This form already greatly resembles the Boltzmann result (G.8) with the constant CP-
asymmetry parameter (G.23). It is now also clear that the CP-asymmetry is regulated
by the coherence damping rate Γ12 in the degenerate limit m2 → m1. We also note that
dropping the damped oscillating term is the main reason why the BE approach tends to
initially overestimate the asymmetry. This effect is clearly visible in figures 6, 7 and 11.

We can go even further and extract the CP-asymmetry parameter by using again the
quasidegeneracy m2 ' m1, whereby ∆ωk12 ' ∆m2

12/(2ωki), and taking into account the
time dilation factor in the damping rate Γkii = (mi/ωki)Γ

(0)
i . The result (8.9) can then be

written as

SCP(t) ≈
∑
i=1,2

Γ(0)
i gi ε

CP
i,sum

∫ d3k

(2π)3

(mi

ωki
Xki

)1
2
(
δf11 + δf22

)
k
(t), (8.10)

where (for j 6= i)

εCP
i,sum =

Im
[
(y∗1y2)2]
|y1|2|y2|2

(m2
2 −m2

1)miΓ(0)
j

(m2
2 −m2

1)2 +
(
m1Γ(0)

1 +m2Γ(0)
2
)2 . (8.11)

Equation (8.10) is still different from the Boltzmann result (G.8) in its dependence on
the flavour-diagonal functions δfii. But using the quasidegeneracy argument once more to
approximate (m1/ωk1)Xk1 ' (m2/ωk2)Xk2, it can finally be written exactly in the same
form as (G.8).

Strong washout limit. In articles [64, 66, 70] the strong washout limit was considered,
where one assumes that the diagonal rate parameters are large separately. In this limit
one can find an approximative late-time solution by putting all derivative terms to zero on
the left-hand side of equations (8.1)–(8.3). One can then solve all distribution functions
algebraically, and eventually the CP-violating source term (8.4) takes the form

SCP ≈
Im(y∗1y2)
Re(y∗1y2)

∫ d3k

(2π)3
(
Γ21 + Γ12

)
k

(
Γ21δf11 + Γ12δf22

)
k

×
[

−∆ω12

(∆ω12)2 + (Γ12)2
(
1− Γ12Γ21

Γ11Γ22

)]
k

. (8.12)

No other approximations have yet been made at this point. In the quasidegenerate limit
this source then has the same form as (8.9) except that the off-diagonal backreaction to the
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Figure 12. Comparison of the effective sum regulator with the other results in the weak washout
case with |y1| = 0.01 and |y1| = 0.02. In the left panel we took ∆m2

21/m
2
1 = (0.012 +0.022)/(16π) ≈

10−5 near the resonance maximum. We used vacuum initial conditions in both panels, and other
parameters have the benchmark values (7.7).

diagonal functions is taken into account by a modification of the regulator term Γ12.17 This
approximation can be again reduced to the Boltzmann equation with yet another effective
CP-asymmetry parameter, similar to equation (8.11), but with(

m1Γ(0)
1 +m2Γ(0)

2
)2 −→

(
m1Γ(0)

1 +m2Γ(0)
2
)2 sin2 θ12. (8.13)

Here we used the fact that in the single lepton flavour and quasidegeneracy limit Γk12Γk21 '
cos2 θ12 Γk11Γk22, where the Yukawa phase θ12 was defined in equation (7.6). The re-
sult (8.13) agrees with the effective sum regulator defined in [70].

We have shown the results using this effective sum regulator in figure 9 as the black
dashed line. This is indeed the best approximation in the strong washout limit. On the
other hand, this approximation does not work well outside the strong washout case. We
show in figure 12 the case where both Yukawa couplings are small, corresponding to the
washout strength parameters K1 ≈ 0.28 and K2 ≈ 1.1. In this case the regulator (8.13) is
worse than the simpler sum-regulator we found in the decoupling limit. These examples
show that using different approximations one can accommodate the most relevant quantum
effects in different parametric regions. However, no approximation remains quantitatively
accurate throughout the parameter space.

Summary. We have used a series of controlled approximations to reduce the Majorana
neutrino QKEs and the lepton asymmetry source term to the Boltzmann limit. The de-
coupling limit CP-asymmetry parameter (8.11) corresponds to the sum regulator (G.26) in
agreement with [62–64]. The previous work used some extra assumptions about the model

17The diagonal distributions in equation (8.12) contain no backreaction from the off-diagonals, and techni-
cally they correspond to the late-time approximations δf (L)

kii ≡ −∂tf
(0)
ad,kii/Γkii. However, we have improved

this approximation by using here the decoupled diagonal distributions, i.e. the usual diagonal distributions
δfkii solved from the Boltzmann equations. This gives the same late-time limit, but a more accurate early
time evolution.
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parameters however, and their validity in the doubly degenerate limit have been ques-
tioned [96]. Our derivation is very different and does not rely on these assumptions. We
also find a clear origin and interpretation for the regulator, corresponding to the flavour
coherence damping in the neutrino equation. Our numerical work confirmed that the
sum-regulator is indeed the most accurate in the Boltzmann approach in the sense that
it provided qualitatively best results in all regimes, as can be seen in figures 9 and 12,
while the effective sum regulator (8.13) is the most accurate one in the late time limit
in the strong washout case. As a byproduct, we demonstrated quantitatively how the
quantum oscillations are suppressed and the semiclassical limit arises in the hierarchical
strongly damped limit ∆m21 � Γ12 � H. Beyond this case, the BE approach does
not provide highly accurate results and QKEs are needed. However, we found that the
helicity-symmetric QKEs give a very accurate final asymmetry throughout the resonant
leptogenesis parameter range.

9 Comparison to earlier work

Leptogenesis has been studied extensively before [37–71], and many of the results presented
here have been found in some form previously. In this section we will provide a more in-
depth comparison of our results and other studies based on first-principles CTP methods,
which we believe are most closely similar to ours.

In several studies of leptogenesis based on the CTP method (e.g. [46, 62, 65, 68, 100])
the non-equilibrium part of the Majorana propagator is identified with a homogeneous
transient, while the inhomogeneous part is taken to be the thermal equilibrium solution.
In this approach the only non-equilibrium source is in the initial conditions, as there is no
dynamical source for the asymmetry generation. Such approaches have been used to model
the lepton asymmetry generation during the initial approach of the Majorana neutrinos
to equilibrium [46, 100]. Our formalism contains this effect, which shows up as the initial
negative YL dip in the left-hand side panels in figures 7 and 8. However, as these figures
show, a moderate washout can erase this asymmetry. This restricts the use of pure transient
methods to the weak washout case.

A very careful analysis using the transient approach was given in [62]. In particular
off-diagonal pole propagators, which are crucial for the evolution of the non-equilibrium
initial state in the two-time approach, were calculated in detail. These results are similar
to our (4.17a). However, in our approach where the local correlator is evolved dynamically,
it is sufficient to compute the pole propagators to a leading order approximation. In [62] it
was also found that the sum regulator (G.26) is a reasonable choice for the CP-asymmetry
parameter (G.23) in the Boltzmann approach. The Hubble expansion was not included
in [62], but the issue was later addressed in [63, 64]. Our derivation is more general, and
does not impose restrictions on Yukawa couplings [62, 63] or on the size of the deviation
from equilibrium [64]. Our derivation also reveals the physical origin of the sum regulator
as corresponding to the flavour coherence damping rate.

The approach in [61] (see also [66, 69]) is similar to ours, but it relies heavily on the
Wigner space representation. The neutrino correlator S<

k is also expanded in a different
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basis, used earlier in the EWBG context [12, 13] and in the cQPA approach [72–78]. In
this basis the division of S<

k into components with a characteristic time dependence is
obscured, making it difficult to separate the particle-antiparticle and flavour coherence
effects. Ref. [61] then used several approximations in integrating the particle-antiparticle
coherences, in reduction to the spectral shell limit and a restriction to the quasidegenerate
case, that we do not need to make. On the balance, the final QKE of [61] agrees with
our equation (8.5) in the quasidegenerate limit (and includes the small backreaction to
the neutrino equation from the lepton chemical potential, which we omitted.) Overall our
derivation is more general and displays a hierarchy of QKEs, which separate the different
physical scales. We also provide detailed numerical examples and comparisons, with the
Hubble expansion included.

In [67] resonant leptogenesis was studied in the interaction picture method [101], using
the double momentum representation, and it was found that the lepton asymmetry source
term contains two distinct contributions from mixing and oscillations.18 These results
suggest that the usual Boltzmann approach, which contains only the mixing contribution,
potentially captures only half of the actual late time lepton asymmetry. The findings of [67]
were supported by an analysis [68] performed in a simplified non-equilibrium setup in the
weak-washout regime. Both articles found that the mixing contribution is mainly due to the
flavour diagonal functions and the oscillation contribution mainly due to the off-diagonal
functions in the Majorana neutrino correlator. Ref. [68] found also another contribution
resulting from the interference of the mixing and oscillation terms, which tends to cancel
the other contributions in some cases. These results have been further discussed in [55].

Our results do not support these findings. Indeed, our result for the lepton asymmetry
converges to the usual Boltzmann result in the weakly resonant case (see figure 9) and
a difference by a factor of two should be clearly visible. It is then curious to note that,
similarly to refs. [67, 68], our lepton asymmetry source (F.1a) also contains two distinct
contributions from the flavour diagonal and off-diagonal phase space functions. However,
in our case the flavour-diagonal contribution is helicity suppressed as explained in section 8.
This helicity dependence may thus be the source of the discrepancy, especially given that
refs. [67, 68] are based on scalar toy models where the effective Majorana states do not
have Dirac structure. Also, while the results of [67] were essentially reproduced with true
Majorana neutrinos in [96], that analysis was based on a semiclassical approach, which
again may not necessarily implement the correct helicity structure.

Finally, flavour coherent equations similar to ones used to study light neutrino mixing
in the early universe in [2–8], were used to study leptogenesis in [86, 98, 99]. We showed
how these equations arise from our more general formalism. We also showed that a further
reduction to even simpler, but very accurate helicity-even equations (8.5) is possible in the
resonant leptogenesis case. Our formalism is also self-contained giving explicit expressions
for all self-energies involved.

18Note that the ‘mixing contribution’ in [67] contains both of the traditional ε and ε′ type CP-violation
sources. The oscillation part is an additional contribution. The oscillation contribution is also different
from the ARS mechanism [67].
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10 Conclusions and outlook

We have developed a general and comprehensive formalism for problems involving quantum
coherence effects in spatially homogeneous and isotropic systems with mixing fermions. Our
methods are applicable to various problems ranging from vacuum particle production to
neutrino physics and resonant leptogenesis, which we used as an example and a platform
for the more detailed developments of the method. In particular we concentrated on a
benchmark model with two Majorana neutrinos and one lepton flavour including decay
and inverse decay interactions.

Our method uses the CTP formalism [30, 31] and the 2PIEA methods [34, 35]. An
essential part in our derivation of tractable quantum kinetic equations including coherence
was finding a closed equation for the local correlation function S<

k (t, t). This required a
method to evaluate collision integrals which contain the full correlation function S<

k (t1, t2).
We explained how this can be done when the system has dissipation. Two key elements
in the process were the identification of proper adiabatic background solutions and the
ansatz (3.8) to parametrise the perturbation δS<

k (t1, t2) in terms of the local correlation
function in the collision terms. However, no assumptions were made to restrict the spin
or the flavour structure of the local correlator, which makes it well suited for studying dy-
namical mixing. Another essential element was the use of the projector basis (5.2), which
provides a clean separation of physics related to different time scales, e.g. the particle-
antiparticle oscillations and the flavour oscillations. Our formalism can be seen as a gen-
eralisation of the cQPA method developed in [72–78] and further studied in [79].

Our main results include the quantum kinetic equation (5.7) which contains com-
plete coherence information including particle-antiparticle mixing, and its coarse-grained
version (5.15), which completely incorporates the flavour mixing in both particle and an-
tiparticle sectors separately. Note that these QKEs cannot in general be written as a
traditional density matrix equation, if there are more than two flavours, due to the compli-
cated flavour structure of the collision term (5.8). For the two-flavour case we derived even
more simplified but very accurate helicity-symmetric QKEs (8.1)–(8.4) and further wrote
them into a density matrix form (8.5) in the nearly degenerate limit m1 ' m2. Eventu-
ally we reduced our QKEs to the diagonal Boltzmann limit, deriving the CP-asymmetry
parameter εCP

i of leptogenesis with the ‘sum’-regulator (8.11) directly from the quantum
transport formalism. We also pointed out that the sum-regulator physically corresponds
to the coherence damping rate of the Majorana neutrinos in the underlying QKEs.

The question of the correct CP-asymmetry regulator in the semiclassical approach
has been under some discussion recently [55, 62, 66, 70]. We performed careful numerical
comparisons of our QKEs and the Boltzmann equations endowed with different choices
for εCP

i . We found that the sum-regulator derived here in the decoupling limit, and first
found in [62], agrees best qualitatively with the QKEs throughout the parameter range
of interest for resonant leptogenesis. We also implemented the integrated Boltzmann rate
equations and compared them with the momentum dependent BEs and the QKEs. It
turns out that the difference between the REs and BEs was always much smaller than
the difference stemming from the choice of different regulators. While the sum-regulator
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was generically the best choice for the BE and RE approach, their results can still be
wrong by a factor ∼ 2–4 for ∆m21 . Γ. In the strong washout case the modified sum
regulator (8.13) of [66, 70] gives even more accurate late-time results. For high accuracy
results throughout the parameter range, QKEs are needed however. We found that the
helicity-symmetric QKEs (8.2)–(8.4) give a very accurate approximation to the full flavour
QKEs (5.15) for all parameters. Finally, all of these approaches are in good agreement in
the weakly resonant case, mi � ∆m21 � Γ, as expected.

Leptogenesis has been studied extensively using the CTP approach [37–71] and many
of the results shown here have been found previously. We believe that our treatment
stands out in displaying the most complete set of quantum kinetic equations, with a clean
separation of different physics and by giving a comprehensive account of the approximations
made in deriving them. Based on our results one can easily compute the effective self-
energy functions to different levels of approximation in the coupling constant expansion,
and including also the coherent propagators in the internal lines. In some accounts we did
less than what has been done before. Definitely the phenomenological reach of our results
is compromised by our not including the 2 → 2 scattering processes or multiple lepton
flavours in our equations. We will leave these to a future work.

In this article we mainly concentrated on resonant leptogenesis, but our methods
are applicable as such, or easily modifiable to other versions of the leptogenesis mecha-
nism [20, 21]. We already briefly discussed thermal leptogenesis in the hierarchical limit
in section 5.4. In this case it would be interesting to compute corrections to the lepton
asymmetry source arising from the mixed particle-antiparticle flavour correlation functions
(δf c,±kh12 in the notation of section 5.4), starting from the full QKEs (5.7) and working in
the decoupling limit. Our equations can also easily accommodate dispersive corrections to
the neutrino QKEs. Such corrections would generalise the vacuum Hamiltonian to include
the matter effects, similar to the well known case with light neutrinos. This would replace
the mass difference ∆m21 with an effective dynamical quantity and potentially change the
quantitative predictions in resonant leptogenesis.

Note added, The Mathematica code package that was used to compute all numerical
results in this paper is publicly available at https://doi.org/10.5281/zenodo.5025929.
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A Resummation of the Schwinger-Dyson equation

Here we present the derivation of the results (2.13) and (2.14), starting from the Schwinger-
Dyson equations (2.10). We will shorten the notation explained below equations (2.11) even
further, by leaving out the momentum indices and convolution signs: e.g. Sp0,k∗Σ

p
k∗S

p
k →

Sp0ΣpSp. It is also important to note that the inverse free propagator S−1
0 contains a
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derivative operator, and thus changing the direction of its operation generates additional
surface terms.

First, the pole equation (2.10a) for p = r, a can be formally iterated as

Sp = Sp0
(
1 + ΣpSp

)
(A.1)

= Sp0
(
1 + ΣpSp0 + ΣpSp0ΣpSp0 + · · ·

)
= Sp0 + Sp0ΣpSp0 + Sp0ΣpSp0ΣpSp0 + · · · (A.2)
=
(
1 + Sp0Σp + Sp0ΣpSp0Σp + · · ·

)
Sp0

=
(
1 + SpΣp)Sp0 . (A.3)

This is consistent with the Hermiticity properties (2.8) of the pole propagators, which relate
equation (A.1) for p = r to equation (A.3) for p = a and vice versa. Equation (2.10b) for
S< (similarly for S>) can now be iterated and rearranged as follows:

S< = S<
0 + S<

0 ΣaSa + Sr0Σ<Sa + Sr0ΣrS< (A.4)
= S<

0 + S<
0 ΣaSa + Sr0Σ<Sa

+ Sr0Σr(S<
0 + S<

0 ΣaSa + Sr0Σ<Sa + Sr0ΣrS<
)

=
(
1 + Sr0Σr)(S<

0 + S<
0 ΣaSa + Sr0Σ<Sa

)
+ Sr0ΣrSr0Σr(S<

0 + S<
0 ΣaSa + Sr0Σ<Sa + Sr0ΣrS<

)
...
=
(
1 + Sr0Σr + Sr0ΣrSr0Σr + · · ·

)(
S<

0 + S<
0 ΣaSa + Sr0Σ<Sa

)
=
(
1 + SrΣr)(S<

0 + S<
0 ΣaSa + Sr0Σ<Sa

)
=
(
1 + SrΣr)S<

0
(
1 + ΣaSa

)
+ SrΣ<Sa. (A.5)

The second and third equalities explicitly show the first and second iteration of the first
equation (A.4). In the fourth step this iteration is assumed to continue indefinitely. To get
the final two lines we then used equations (A.2) and (A.3). Note that the final line can
also be written in the form

S< =
(
SrS−1

0
)
S<

0
(
S−1

0 Sa
)

+ SrΣ<Sa. (A.6)

This result was derived also in [36] and a similar iterative solution was presented in the
double momentum representation in the context of the interaction picture CTP formal-
ism [67].

B Majorana neutrino self-energies

The self-energy functions Sµ defined in equations (4.16) are given by

/S
H
eq(k) = 1

2

∫ d4p

(2π)4 2π sgn(p0)δ(p2) PV
[ 1

(k − p)2

]
×
[(

1 + 2fBE(p0)
)
(/k − /p) +

(
1− 2fFD(p0)

)
/p
]
, (B.1a)
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/S
A
eq(k) = 1

2

∫ d4p

(2π)4 (2π)2 sgn(p0) sgn(k0 − p0) /p δ(p2)δ
(
(k − p)2)

×
[
fFD(−p0) + fBE(k0 − p0)

]
, (B.1b)

δ /S
≶(k) =

∫ d4p

(2π)4 (2π)2 sgn(p0) sgn(k0 − p0) /p δ(p2)δ
(
(k − p)2)

× fFD(p0)fFD(−p0)fBE
(
±(k0 − p0)

)
. (B.1c)

Here PV denotes the Cauchy principal value distribution, and ± = +,− for ≶ = <,>,
respectively. Note that equation (B.1a) contains also the unrenormalised vacuum part of
SH

eq(k), which is UV-divergent. The Yukawa and chirality structure for this part are the
same as in equation (4.16b). We split SH

eq into the vacuum and temperature dependent
parts

/S
H
eq(k) = /S

H(vac)
eq (k) + /S

H(T )
eq (k), (B.2)

where the vacuum part was given (using dimensional regularisation) in equation (4.47) and
the temperature dependent part is

/S
H(T )
eq (k) = 2π

∫ d4p

(2π)4 δ(p
2) PV

[ 1
(k − p)2

](
fBE|p0|(/k − /p)− fFD|p0| /p

)
. (B.3)

The temperature dependent integral (B.3) has been worked out in [102].
We further parametrise the integrals (B.1b), (B.1c) and (B.3) with

/S
α(k) = aα

(
k0, |k|

)
γ0 + bα

(
k0, |k|

)
γ · k̂, (B.4)

and
aα
(
k0, |k|

)
= T ãα

(
k0/T, |k|/T

)
, (B.5)

bα
(
k0, |k|

)
= T b̃α

(
k0/T, |k|/T

)
, (B.6)

where ãα, b̃α are dimensionless functions, and α = A,H,<,> and S = Seq, δS. After some
calculation we get the following results (with κ0 ≡ k0/T , κ ≡ |k|/T ):

ãH(T )
eq (κ0, κ) = 1

16π2κ

∫ ∞
0

dx
{[

2x log
∣∣∣κ+
κ−

∣∣∣− xL+(x)
][
f̃FD(x) + f̃BE(x)

]

− κ0L−(x)f̃BE(x)
}
, (B.7a)

b̃H(T )
eq (κ0, κ) = 1

16π2κ

∫ ∞
0

dx
{[

4x− 2xκ0
κ

log
∣∣∣κ+
κ−

∣∣∣+ κ2
0 − κ2

2κ L−(x) + κ0
κ
xL+(x)

]

×
[
f̃FD(x) + f̃BE(x)

]
+ κL−(x)f̃BE(x)

}
, (B.7b)

ãAeq(κ0, κ) = 1
16πκ

∫ κ+

κ−
dxx

[
f̃FD(−x) + f̃BE(κ0 − x)

]
, (B.7c)

b̃Aeq(κ0, κ) = 1
16πκ

∫ κ+

κ−
dx
(
κ2

0 − κ2

2κ − κ0
κ
x

)[
f̃FD(−x) + f̃BE(κ0 − x)

]
, (B.7d)
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δã≶(κ0, κ) = 1
8πκ

∫ κ+

κ−
dxxf̃FD(x)f̃FD(−x)f̃BE

(
±(κ0 − x)

)
, (B.7e)

δb̃≶(κ0, κ) = 1
8πκ

∫ κ+

κ−
dx
(
κ2

0 − κ2

2κ − κ0
κ
x

)
f̃FD(x)f̃FD(−x)f̃BE

(
±(κ0 − x)

)
, (B.7f)

where

L± ≡ log
∣∣∣x+ κ+
x+ κ−

∣∣∣± log
∣∣∣x− κ+
x− κ−

∣∣∣, κ± ≡
1
2
(
κ0 ± κ

)
, (B.8a)

and

f̃FD(x) ≡ 1
ex + 1 , f̃BE(x) ≡ 1

ex − 1 . (B.8b)

The integrals given above for ãAeq, b̃Aeq, δã≶ and δb̃≶ may be further calculated in closed form
using logarithm and dilogarithm functions (like in [42]). The results given here hold only
for |κ0| > κ > 0 (timelike four-momentum). The corresponding results for κ > |κ0| > 0
(spacelike four-momentum) are attained by replacing the integral operator above as follows:

∫ κ+

κ−
dx −→ −

(∫ ∞
κ+

+
∫ κ−

−∞

)
dx. (B.9)

Also, in the results (B.7) it was assumed that the energy parameter κ0 is real. If these
results are continued to complex values of κ0 (as required when considering finite widths)
then the implicit sign functions in the absolute values must be applied to the real parts
only (e.g. sgn(κ0)κ0 = |κ0| should be replaced by sgn(Reκ0)κ0 =

√
κ02).

Finally, the aα and bα functions have the following k0-symmetry properties:

aH
eq(−k0, |k|) = −aH

eq(k0, |k|), bHeq(−k0, |k|) = bHeq(k0, |k|), (B.10a)
aAeq(−k0, |k|) = aAeq(k0, |k|), bAeq(−k0, |k|) = −bAeq(k0, |k|), (B.10b)
δa<(−k0, |k|) = −δa>(k0, |k|), δb<(−k0, |k|) = δb>(k0, |k|). (B.10c)

C Adiabatic pole propagator inversion

In this paper we have used the leading order spectral approximation for the adiabatic
solutions, which indeed is a good approximation in the weak coupling limit. In this ap-
pendix we show how to obtain more complete solutions for the adiabatic pole propagators
Sr,aad (k, t). We start by writing equation (4.17a) in an equivalent form and with explicit
flavour indices:

2∑
l=1

([
/k −mi(t)

]
δil − Σp

eq,il(k, t)
)
Spad,lj(k, t) = δij1. (C.1)

Generally, the inverse of a 2 × 2 block matrix Aij , satisfying
∑2
l=1AilSlj = δij1, is given

by Sij = (Aji − AjkA
−1
lk Ali)−1 with k 6= i and l 6= j. For given i and j the indices k

and l are fixed, because the block dimension is only 2. This block-wise inversion formula
can be generalised to larger block matrices, which would indeed be necessary if there were
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more flavours. We now solve the flavour components of the pole propagators from (C.1) as
follows (equivalent formulae were given in [83]):

Spad,ii(k, t) =
[
/k −mi − Σp

eq,ii − Σp
eq,il(/k −ml − Σp

eq,ll)
−1Σp

eq,li

]−1
(l 6= i), (C.2)

Spad,ij(k, t) =
[
(/k −mj − Σp

eq,jj)(Σ
p
eq,ij)

−1(/k −mi − Σp
eq,ii)− Σp

eq,ji

]−1
(i 6= j). (C.3)

The inverses here are taken with respect to Dirac indices only and we suppressed the (k, t)-
arguments of the self-energies. These solutions can also be obtained formally by expanding
the inverse of /k −m − Σp

eq as a geometric series in powers of the off-diagonal self-energy
Σp

eq,ij (with i 6= j) and performing a resummation of the series.
The solutions (C.2) and (C.3) are still general. We now use the leading order equilib-

rium self-energy Σeq given by equations (4.16a) and (4.16b). We neglect here the vacuum
part of ΣH

eq which acquires additional Dirac and flavour structures from the vacuum on-shell
renormalisation and would make the resulting formulae below more complicated. However,
near the poles the vacuum part should only give small corrections. Hence, we use here the
pole self-energies

Σp
eq,ij(k) = cw

(
yiy
∗
jPL + y∗i yjPR

)
γµSp

eq,µ(k). (C.4)

Using this form, the Dirac matrix inverses in equations (C.2) and (C.3) can be written
explicitly as

Spad,ii(k, t) = 1
Dp
il

[
Dp
l (/k +mi)− D̃p

l Σ
p
eq,ii − Σp

eq,li(/k −ml)Σp
eq,il

]
(l 6= i), (C.5)

Spad,ij(k, t) = 1
Dp
ij

[
(/k +mi)Σp

eq,ij(/k +mj)− (/k +mi)Σp
eq,ijΣ

p
eq,jj

− Σp
eq,iiΣ

p
eq,ij(/k +mj)

]
(i 6= j), (C.6)

with the definitions

Dp
ij ≡ ∆i∆j

[
1− 2cw(k ·Sp

eq)
(
|yi|2∆−1

i + |yj |2∆−1
j

)
+ c2

w(Sp
eq ·Sp

eq)
(
|yi|4∆−1

i + |yj |4∆−1
j

+ 2|yi|2|yj |2(∆i∆j)−1(k2 − cos(2θij)mimj
))]

, (C.7a)

Dp
l ≡ ∆l − 2cw|yl|2(k ·Sp

eq) + c2
w|yl|4(Sp

eq ·Sp
eq), (C.7b)

D̃p
l ≡ ∆l − 2cw|yl|2(k ·Sp

eq), (C.7c)
∆i ≡ k2 −m2

i . (C.7d)

Note that since Dp
ij = Dp

ji, the denominator of all flavour components Spad,ij is the same,
Dp

12. Using the formulae presented in this appendix, one can straightforwardly imple-
ment more accurate approximations for the adiabatic correlation functions (4.20) and the
effective self-energies (4.26).
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D Independent components of the neutrino Wightman function

The Hermiticity property (2.8a), the sum rule (2.9) and the Majorana condition (4.4)
can be used to derive relations among the components of the neutrino Wightman func-
tions. First, the Majorana condition (4.4) and equation (2.4) imply that S>

k (t1, t2) =
−CS<

−k(t2, t1)TC−1 in the two-time representation. We can then write the aforementioned
three relations as

S<

kij(t, t) = S<

kji(t, t)
†, (D.1)

S<

kij(t, t) = δij1− S>

kij(t, t), (D.2)

S>

kij(t, t) = γ0C S<

−k,ji(t, t)
TC−1γ0, (D.3)

where we also used 2A = S> + S< in the sum rule. These identities hold for the full
Majorana Wightman functions S<,>

kij (t, t). Assuming that they hold independently for the
adiabatic functions S<,>

ad,kij(t, t) implies that the non-equilibrium local correlator δS<

kij(t, t)
satisfies the constraints

δS<

kij(t, t) = δS<

kji(t, t)
†, (D.4)

δS<

kij(t, t) = −γ0C δS<

−k,ji(t, t)
TC−1γ0. (D.5)

Inserting the parametrisation (5.2) into equations (D.4) and (D.5) and using the iden-
tity γ0C(Ps′s−k,hji)TC−1γ0 = −P−s,−s

′

khij , we get constraints for the phase space functions:

δf ss
′

khij =
(
δf s

′s
khji

)∗ = δf−s
′,−s

khji . (D.6)

In terms of the mass and coherence shell functions (5.13) and (5.14) these read

δfm,skhij =
(
δfm,skhji

)∗ = δfm,−skhji , (D.7)

δf c,skhij =
(
δf c,−skhji

)∗ = δf c,skhji. (D.8)

In the case of two neutrino flavours (i, j = 1, 2) these relations imply that for a given
helicity h the sixteen different (s, s′, i, j) components of δfkh can be reduced to only six
independent distributions with 10 degrees of freedom, given explicitly by the following
equations:

δfm,+kh11 = δfm,−kh11 (real), (D.9a)
δfm,+kh22 = δfm,−kh22 (real), (D.9b)
δfm,+kh12 = (δfm,−kh12)∗ = (δfm,+kh21)∗ = δfm,−kh21 (complex), (D.9c)

and
δf c,+kh11 = (δf c,−kh11)∗ (complex), (D.9d)
δf c,+kh22 = (δf c,−kh22)∗ (complex), (D.9e)
δf c,+kh12 = (δf c,−kh12)∗ = δf c,+kh21 = (δf c,−kh21)∗ (complex). (D.9f)

Note that these relations are satisfied for perturbations when the sum rule (D.2) is
satisfied by the full adiabatic solution. This is true e.g. for a full thermal solution and for
the free particle solution (4.23). One can still use approximative forms for the adiabatic
solutions in various expressions for the sources and collision terms.
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E Neutrino collision term traces

Here we give explicit results for the collision term trace functions Cssskhilj which we use
in the mass shell equation (5.15) of the Majorana neutrinos. We actually need only the
s = +1 component C+++

khilj because of the relations (D.9) and because we only solve the
positive energy solutions. Using the definition (5.8) and the leading order expansion (4.27)
for the effective self-energy, we get first C+++

khilj = i tr
[
P++
khjiΣr

eq,il(k+l)P++
khlj

]
. Here the

self-energy is given in the Wigner representation and evaluated at the four-momentum
(k+l)µ ≡ (+ωkl,k).

Next we observe that in the case with two flavours (i, l, j = 1, 2) PsskhljPsskhji = Psskhli,
which implies that C+++

khilj = i tr
[
P++
khliΣr

eq,il(k+l)
]
. Notably, the collision function is in this

specific case independent of the last flavour index j. Using equations (4.16) and (4.51) for
the equilibrium Majorana self-energy functions with Σr = γ0Σr and Σr = ΣH − iΣA, and
performing the Dirac matrix trace yields the result

C+++
khilj = cwN

m
kil

2ωkiωkl

[
Re(y∗i yl)

(
mik+l +mlk+i

)µ − ih Im(y∗i yl)
(
mik

⊥
+l +mlk

⊥
+i
)µ]

×
(
SAeq(k+l) + iSH(T )

eq (k+l)
)
µ
. (E.1)

The self-energy four-vector functions Sµ are calculated in appendix B. We also defined
Nm
kij ≡ N ss

khij (see equation (5.3)) and (k⊥)µ ≡ (|k|, k0k̂).

F Lepton CP-source and washout terms

Explicit forms for the CP-source and washout terms were given in equations (5.10)–(5.12).
We now substitute the self-energy functions defined in (4.16a) and (4.16c) to these ex-
pressions and use the symmetry properties (B.10b) and (B.10c). We also use the lowest
order result (4.27) for the effective self-energy, adapted for ΣAL ≡ PRΣA and the con-
straints (D.9) for the non-equilibrium distribution functions. We keep the coherence shell
functions here for completeness, but split the results to separate mass and coherence shell
parts, SCP = SmCP + ScCP and δW = δWm + δW c. After performing the traces, we get

SmCP =
∑
i,j

∫ d3k

(2π)3
cwN

m
kij

2ωkiωkj

[
Re(y∗i yj)

∑
hhRe(δfm,+khij )

(
mik

⊥
+j +mjk

⊥
+i
)µ

− Im(y∗i yj)
∑
h Im(δfm,+khij )

(
mik+j +mjk+i

)µ]
×
(
SAeq(k+i) + SAeq(k+j)

)
µ
, (F.1a)

ScCP =
∑
i,j

∫ d3k

(2π)3
cwN

c
kij

2ωkiωkj

[
−Re(y∗i yj)

∑
hhRe(δf c,+khij)

(
mik

⊥
+j +mjk

⊥
−i
)µ

− Im(y∗i yj)
∑
h Im(δf c,+khij)

(
mik+j +mjk−i

)µ]
×
(
SAeq(k−i) + SAeq(k+j)

)
µ
, (F.1b)
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and

δWm

βµ`
=
∑
i,j

∫ d3k

(2π)3
cwN

m
kij

2ωkiωkj

[
Re(y∗i yj)

∑
h Re(δfm,+khij )

(
mik+j +mjk+i

)µ
− Im(y∗i yj)

∑
hh Im(δfm,+khij )

(
mik

⊥
+j +mjk

⊥
+i
)µ]

×
(
δSA(k+i) + δSA(k+j)

)
µ
, (F.2a)

δW c

βµ`
=
∑
i,j

∫ d3k

(2π)3
cwN

c
kij

2ωkiωkj

[
−Re(y∗i yj)

∑
h Re(δf c,+khij)

(
mik+j +mjk−i

)µ
− Im(y∗i yj)

∑
hh Im(δf c,+khij)

(
mik

⊥
+j +mjk

⊥
−i
)µ]

×
(
δSA(k−i) + δSA(k+j)

)
µ
. (F.2b)

Here µ` is the lepton chemical potential, β = 1/T , and we further defined (k⊥)µ ≡
(|k|, k0k̂). The self-energy functions SAeq,µ and δSAµ = (δS>

µ + δS<
µ)/2 are calculated

in section B. We also defined here Nm
kij ≡ N ss

khij and N c
kij ≡ N s,−s

khij using equation (5.3).
Finally, the adiabatic washout term Wad can be simplified to

Wad
βµ`

= cw
∑
i

∫ d3k

(2π)3
2|yi|2

ωki

[
2fFD(ωki) k+i · δSA(k+i)− k+i · δS<(k+i)

]
. (F.3)

The results (F.1a) and (F.2a) show explicitly how the helicity sums of the non-
equilibrium distribution functions δfkh enter the leading order CP-source and washout
terms. In particular, from equation (F.1a) we see that CP-violation is only sourced by the
helicity-odd combinations Re(δfk,+1 − δfk,−1) of the real parts and helicity-even combina-
tions Im(δfk,+1 + δfk,−1) of the imaginary parts.

G Semiclassical Boltzmann equations

For comparison with our main quantum kinetic equations, we implement and solve nu-
merically the semiclassical Boltzmann equations (see e.g. [84, 88, 97, 103, 104]) and the
momentum integrated rate equations in our model (4.1). We include only the decay and
inverse decay contributions supplemented by a RIS-correction term required to cure the
problem of spurious equilibrium source [88, 97, 104]. We write the equations first following
ref. [103], to establish the notation and to facilitate comparison with the literature. We
then present the equations in a more compact form which is directly comparable to our
main equations and also more suitable for a numerical implementation.

G.1 Momentum-dependent equations

As in the main text, we assume that SM-fields are in kinetic equilibrium and that Higgs
field chemical potential vanishes, µφ = 0. However, we make no assumption about the
form of the phase space distribution functions fi of the Majorana neutrinos i = 1, 2, and
consider full quantum statistics with Pauli blocking and stimulated emission factors. In
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the expanding universe, the Boltzmann equations for fi and the lepton asymmetry nL can
then be written as

∂fi
∂t
− |pi|H

∂fi
∂|pi|

= 1
2ωigi

∫
dπ` dπφ (2π)4δ(ωi − ω` − ωφ)δ(3)(pi − p` − pφ)

× |Mi|2
{
−fi(1− f+

` )(1 + f eq
φ ) + f+

` f
eq
φ (1− fi)

+ εCP
i f−`

[
fi(1 + f eq

φ )− f eq
φ (1− fi)

]}
, (G.1)

dnL
dt + 3HnL =

∑
i

∫
dπi dπ` dπφ (2π)4δ(ωi − ω` − ωφ)δ(3)(pi − p` − pφ)

× |Mi|2
{
−f−`

[
f eq
φ (1− fi) + fi(1 + f eq

φ )
]

+ εCP
i

[
−f+

` f
eq
φ (1− fi) + fi(1− f+

L )(1 + f eq
φ )
]}

. (G.2)

Here fx(px, t) is the phase space distribution function, ωx ≡
√
|px|2 +m2

x is the on-shell en-
ergy and dπx ≡ d3px/(2π)3/(2ωx) is the phase space integration element for particle species
x = i, `, φ. The RIS-subtraction has been performed as in [88, 97, 104], which ensures that
also the term associated with the CP-asymmetry parameter εCP

i in equation (G.2) vanishes
in thermal equilibrium. For the number densities and distribution functions we are using
the following notations:

nL ≡ n` − n`, n` = cw

∫ d3p`
(2π)3 f`, n` = cw

∫ d3p`
(2π)3 f `, (G.3a)

f±` ≡
(
f` ± f `

)
/2, f` = fFD(ω` − µ`), f ` = fFD(ω` + µ`), (G.3b)

fφ = fφ = f eq
φ = fBE(ωφ), (G.3c)

where fFD and fBE are the Fermi-Dirac and Bose-Einstein distribution functions (4.12).
The factor cw = 2 is the SM doublet multiplicity and gi = 2 is the number of spin (or
helicity) states of the Majorana neutrino Ni. Finally, the tree level matrix element for the
neutrino decay process, summed over the Majorana neutrino spins and the SM doublet
multiplicity is:

|Mi|2 ≡
∣∣M(Ni → `φ)

∣∣2 +
∣∣M(Ni → `φ)

∣∣2 = 2cw|yi|2m2
i , (G.4)

where m` = mφ = 0 was assumed in the end. The corresponding total decay width is then
Γ(0)
i ≡ |Mi|2/(16πgimi) = |yi|2mi/(8π). In the following we use these tree level results for

the leading approximation.
We now give equations (G.1) and (G.2) in a more compact dimensionless form similar

to (6.10) and (6.11), in terms of the variable z = m1/T . We also omit the lepton back-
reaction term (proportional to εCP

i f−` ) in equation (G.1), as we did in (6.10). Working
consistently to linear order in perturbations we then find

dδfki
dz = −C̃ki δfki −

df eq
ki

dz , (G.5)

dYL
dz = S̃CP + (δW̃ + W̃ad)YL, (G.6)
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where YL = nL/s, s is the entropy density, δfki ≡ fki − f eq
ki and f eq

ki = fFD(ωki). The
dimensionless neutrino collision term coefficient, CP-violating lepton source term and the
lepton washout term coefficients are here given by

C̃ki = zΓ(0)
i

H1

(mi

ωki
Xki

)
, (G.7)

S̃CP =
∑
i

zΓ(0)
i

H1

gi
s
εCP
i

∫ d3k

(2π)3

(mi

ωki
Xki

)
δfki, (G.8)

δW̃ =
∑
i

zΓ(0)
i

H1

6gi
cwT 3

∫ d3k

(2π)3

(mi

ωki
Y(A)
ki

)
δfki, (G.9)

W̃ad =
∑
i

zΓ(0)
i

H1

6gi
cwT 3

∫ d3k

(2π)3

(mi

ωki
Y(B)
ki

)
, (G.10)

with H1 ≡ H(m1) and

Xki = T

|k|
log
[e(ωki+|k|)/T − 1

eωki/T − e|k|/T

]
, (G.11)

Y(A)
ki = T

|k|

[
fFD

(ωki + |k|
2

)
− fFD

(ωki − |k|
2

)]
, (G.12)

Y(B)
ki = fFD(ωki)

(
fFD(ωki)− 1

)
Xki. (G.13)

For the total z-derivative of f eq
ki we use df eq

ki / dz = f eq
ki (f

eq
ki −1)m2

i /(m1ωki), assuming that
|k|/T is independent of z. Note also that nLW̃adH1/z is exactly equal to the Wad defined
by (F.3), when we use nL ≈ cwT

2µ`/6.

G.2 Rate equations

Simplified rate equations for the number densities can be derived from the Boltzmann
equations (G.1) and (G.2) with two additional assumptions: kinetic approximation for the
Majorana neutrino distributions and Maxwell-Boltzmann statistics for all particle species.
To this end, we use fi = (ni/neq

i )f eq
i , replace fFD and fBE by fMB(k0) ≡ e−k0/T and

remove all extra terms originating from the Pauli blocking and stimulated emission factors.
Integrating equations (G.1) and (G.2) over momenta then gives:

dni
dt + 3Hni = −

(
ni
neq
i

− 1
)
γi −

nL
2neq

`

εCP
i γi, (G.14)

dnL
dt + 3HnL =

∑
i

[(
ni
neq
i

− 1
)
εCP
i γi −

nL
2neq

`

γi

]
, (G.15)

where

γi = giΓi
∫ d3pi

(2π)3
mi

ωi
e−ωi/T = neq

i

K1(mi/T )
K2(mi/T )Γi, (G.16)

neq
i = gi

∫ d3pi
(2π)3 e−ωi/T = gim

2
iT

2π2 K2(mi/T ), (G.17)

neq
` = cw

∫ d3p`
(2π)3 e−|p`|/T = cwT

3

π2 . (G.18)
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Here Kn are the modified Bessel functions of the second kind. Here we kept also the lepton
backreaction term which is the last term on the right-hand side of equation (G.14).

Again, we can write equations (G.14) and (G.15) in a compact dimensionless form:

dδYi
dz = −Di δYi −

dY eq
i

dz −
Y eq
i

2Y eq
`

εCP
i DiYL, (G.19)

dYL
dz =

∑
i

[
εCP
i Di δYi −

Y eq
i

2Y eq
`

DiYL

]
, (G.20)

where δYi ≡ Yi − Y eq
i and

Yx = nx
s
, z = m1

T
, Di = zΓ(0)

i

H1

K1(zxi)
K2(zxi)

, xi = mi

m1
. (G.21)

The lepton source term in these equations is given by S̃CP =
∑
i ε

CP
i Di δYi and for the

washout term δW̃ = 0 and W̃ad = −
∑
iDiY

eq
i /(2Y eq

` ). We used these equations also to
check that the lepton backreaction was indeed numerically negligible in all examples (with
vanishing initial lepton asymmetry) that we studied.

G.3 CP-asymmetry parameter

The Boltzmann equations (G.1), (G.2), (G.5), (G.6), (G.14), (G.15), (G.19) and (G.20)
given above do not depend on the exact form of the CP-asymmetry parameter εCP

i . There
we used the generic definition (in the unflavoured case)

εCP
i = Γ(Ni → `φ)− Γ(Ni → `φ)

Γ(Ni → `φ) + Γ(Ni → `φ)
, (G.22)

where Γ(Ni → `φ) + Γ(Ni → `φ) = Γi is the total (vacuum) decay width of the Majorana
neutrino to the lepton and Higgs doublets. The CP-asymmetry parameter vanishes at
tree-level and is calculated from the interference of tree level and higher order amplitudes.
This is highly nontrivial, as the calculation breaks down when using ordinary perturbation
theory in the degenerate limit m2 → m1.

We only consider the self-energy contribution (also called indirect or ε-type
CP-violation), neglecting the vertex correction (i.e. the direct ε′-type CP-violation), and
use the generic form

εCP
i,x =

Im
[
(y∗1y2)2]
|y1|2|y2|2

(m2
2 −m2

1)miΓ(0)
j

(m2
2 −m2

1)2 + (Rij,x)2 . (j 6= i) (G.23)

This result is specific to the case of two Majorana neutrinos and one lepton flavour. Here
Rij,x is the regulator which removes the singularity that would occur when m2 → m1.
We consider four alternative regulators [62, 70, 83, 84, 105] (the subscript x): the ‘mixed’
regulator, the ‘difference’ regulator, the ‘sum’ regulator and the ‘effective’ sum regulator
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given by

Rij,mix = miΓ(0)
j , (G.24)

Rij,diff = miΓ(0)
i −mjΓ(0)

j , (G.25)

Rij,sum = miΓ(0)
i +mjΓ(0)

j , (G.26)

Rij,eff = (miΓ(0)
i +mjΓ(0)

j )|sin θij |. (G.27)

The relative phase θij of the Yukawa couplings was defined in equation (7.6). Note that
εCP
i,diff with the difference regulator is still singular if |y1| = |y2|. This means that it is
unbound and leads to unphysical results when approaching the doubly degenerate limit
|y2| → |y1| and m2 → m1. For more discussion about the validity of different regulators,
see [96].

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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