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a b s t r a c t

Artificial Intelligence (AI) systems are becoming increasingly widespread and exert a growing influence
on society at large. The growing impact of these systems has also highlighted potential issues that may
arise from their utilization, such as data privacy issues, resulting in calls for ethical AI systems. Yet, how
to develop ethical AI systems remains an important question in the area. How should the principles
and values be converted into requirements for these systems, and what should developers and the
organizations developing these systems do? To further bridge this gap in the area, in this paper, we
present a method for implementing AI ethics: ECCOLA. Following a cyclical action research approach,
ECCOLA has been iteratively developed over the course of multiple years, in collaboration with both
researchers and practitioners.

© 2021 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

As Artificial Intelligence (AI) technology is developed with
peeding progress, these systems become increasingly widespread
nd exert a growing impact on society. This has led to us witness-
ng a number of AI system failures, many of which have made
lobal headlines and resulted in public backlash. Occasionally,
hese failures have served to highlight some of the various po-
ential ethical issues associated with AI systems, in cases where
hese systems are found to, for example, exercise unfair bias or
ct in socially unacceptable ways. Some such famous incidents
ccurred when AI-based systems have endorsed or exercised
nethical behavior such as gender discrimination1 or racism.2
specially issues related to privacy, in cases like facial recognition
echnology, have become a prominent topic among the general
ublic, as well as for policymakers.3
Though these incidents have resulted in collective learning

xperiences, the systems we developed are still far from being
roblem-free. Ethical issues persist, and more arise as the level of

✩ Editor: Raffaela Mirandola.
∗ Corresponding author.

E-mail addresses: ville.vakkuri@jyu.fi (V. Vakkuri),
ai-kristian.o.kemell@jyu.fi (K.-K. Kemell), marianna.s.p.jantunen@jyu.fi
M. Jantunen), erika.a.halme@jyu.fi (E. Halme), pekka.abrahamsson@jyu.fi
P. Abrahamsson).
1 https://www.nytimes.com/2019/11/10/business/Apple-credit-card-

nvestigation.html.
2 https://www.theverge.com/2016/3/24/11297050/tay-microsoft-chatbot-

acist.
3 https://www.bbc.com/news/technology-48276660.
ttps://doi.org/10.1016/j.jss.2021.111067
164-1212/© 2021 The Author(s). Published by Elsevier Inc. This is an open access a
sophistication of AI-related technologies rises. Aside from the ob-
vious physical damage potential of systems such as autonomous
vehicles, many areas of AI systems and their development are ripe
with ethical issues without universal answers, starting from well-
known topics such as data handling and extending to complex
societal impacts of future systems (advanced general AI, etc.)
currently still unattainable without further progress in the area.

The discussion on the field of AI ethics has soared in activity
in the past decade following AI-related technological progress,
resulting in the birth of some key principles that are now widely
acknowledged as central issues in AI ethics. These principles
cover a wide range of subjects, such as a demand for AI systems
to be explainable (Rudin, 2019) and aligned with human rights
and well-being (IEEE Global Initiative, 2019). The problem thus
far has been transferring this discussion into practice, i.e., how to
actually influence the development of these systems.

So far, this has mostly been carried out either via guide-
lines or laws and regulations. Guidelines have been devised by
various parties, such as companies (e.g., Google (Pichai, 2018)),
governments (e.g., EU (HLEG, 2019)) and standardization orga-
nizations (e.g., IEEE (IEEE Global Initiative, 2019)). Despite their
ubiquity, guidelines alone have been lacking in actionability. De-
velopers struggle to implement abstract ethical guidelines into
the development process (Vakkuri et al., 2020; McNamara et al.,
2018). There may be no consequences for deviating from codes
of ethics or using them mainly as a marketing strategy, and
there is no guarantee that ethics guidelines will affect the actual
decision-making of developers (Hagendorff, 2020).

Methods and practices in the area remain highly technical,
focusing on, e.g., specific machine learning issues (Morley et al.,
rticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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019). While certainly useful in their specific contexts, these
ypes of tools do not help companies in the design and develop-
ent process as a whole. For example, tools for machine learning,

hough key in AI systems, do not help companies make decisions
egarding the system and its future usage context in the big
icture. Thus, other approaches such as development methods for
thical AI are still required to bridge this gap between research
nd practice in the area.
In this paper, we present our work on an AI ethics method:

CCOLA.ECCOLA is a sprint-by-sprint process designed to facili-
ate ethical thinking in AI and autonomous systems development,
nd designed to be used together with existing methods. It takes
n the form of a deck of 21 cards, split into 8 AI ethics themes
e.g. transparency). While designing ECCOLA, we had three goals
or it: (1) to help create awareness of AI ethics and its importance,
2) to make a modular method suitable for a wide variety of
E contexts, and (3) to make ECCOLA suitable for agile develop-
ent, while also helping make ethics a part of agile development

n general. Overall, ECCOLA is intended to help organizations
mplement AI ethics in practice, in an actionable manner.

ECCOLA has been developed iteratively over the past three
ears through empirical use and data resulting from it, with each
teration improving the method. In doing so, we have followed a
yclical Action Research approach (based on Susman and Evered
1978) and Davison et al. (2004)). So far, there have been 6 stages
n this process. ECCOLA has been used and evaluated in student,
ndustry, and academic contexts (e.g. conference workshops),
ith the evaluation and usage shifting towards the industry over
ime. This article extends an existing paper presenting an earlier
ersion of ECCOLA published in the proceedings of DSD/SEAA
020 (Vakkuri et al., 2020). Since then, we have focused on seeing
ow companies utilize ECCOLA in practice while continuing to
evelop ECCOLA in collaboration with other researchers.
The rest of this paper is structured as follows. The second

ection discusses the theoretical background of ECCOLA. The third
ection presents the ECCOLA method itself. In the fourth section
e introduce our research approach. In the fifth section we dis-
uss how ECCOLA was iteratively developed. In the sixth section
e discuss the implications of ECCOLA. In the seventh section
e discuss threats to validity. The eighth and final conclusions
ection concludes the paper.

. Theoretical background

This section is split into four subsections. In the first one, we
rovide an overview of the current state of AI ethics in research.
n the second one, we focus on the state of the practical imple-
entation of AI ethics, discussing the methods and other tools

hat currently exist to help practitioners implement it. In the third
e discuss Value Sensitive Design to further position this method
sing existing literature. In the fourth and final one, we discuss
he Essence Theory of Software Engineering, and specifically the
dea of essentializing software engineering practices, as this is an
pproach we have utilized in devising ECCOLA.

.1. AI ethics

AI ethics is a long-standing area of research. In the past,
uch of the debate has focused on hypothetical future scenarios

hat would result from technological progress. However, as these
ypothetical future scenarios start to become reality following
aid progress, which to many has been faster than anticipated,
he field has become increasingly active.

Much of the research in the area has focused on theory,
nd specifically on defining AI ethics by highlighting key ethical

ssues in AI systems. This discussion has focused on principles.

2

Many have been proposed and discussed, and by now, some have
become largely agreed-upon (Jobin et al., 2019). Based on an
analysis of the numerous AI ethics guidelines that now exist, Jobin
et al. (Morley et al., 2019) listed the key principles that could
be considered central based on how often they appear in these
guidelines: ‘‘transparency, justice and fairness, non-maleficence,
responsibility, privacy, beneficence, freedom and autonomy, trust,
dignity, sustainability, and solidarity’’.

To provide an example of the type of research that has been
conducted on these principles, we can look at transparency.
Transparency (Dignum, 2017) is widely considered one of the
central AI ethical principles. Transparency is about understand-
ing AI systems, how they work, and how they were devel-
oped (Dignum, 2017; Ananny and Crawford, 2018). It has been
argued to be the very foundation of AI ethics: If we cannot
understand how the systems work, we cannot make them ethical
either (Turilli and Floridi, 2009). The discussion on transparency
has, aside from defining what it is, focused on how to achieve it.
For example, Ananny and Crawford (2018) discussed the limi-
tations of the idea of transparency in relation to the complexity
brought on by machine learning. Is being able to see inside the
system really enough or even helpful? For example, transparency
is featured as a key principle in the high-profile guidelines of
EU (HLEG, 2019) and IEEE (IEEE Global Initiative, 2019).

Principles are but one way of categorizing the discussion in
the area. The discussion in the area is ultimately about bringing
attention to potential ethical issues in AI, with or without pinning
them under a specific principle. Privacy issues, for example, have
been one prominent topic of discussion both in academia and the
media following various practical examples of (ethical) AI system
failures. For example, privacy issues have been discussed in rela-
tion to data handling, and technologies such as facial recognition.
Privacy issues are hardly a topic of discussion unique to the field
of AI ethics either. Data issues such as bad data have also been
discussed in relation to racial bias, which falls under the principle
of fairness.

Guidelines have been utilized as a way of bridging the gap
between research and practice, with the purpose to distill the
discussion in the area into tools in the form of guidelines. How-
ever, past research has shown that guidelines are rarely effective
in software engineering. McNamara et al. (2018) studied the
impact the ACM Code of Ethics4 had had on practice in the
area, finding little to none. This seems to also be the case in
AI ethics: in a recent paper (Vakkuri et al., 2020), we studied
the current state of practice in AI ethics and found that the
principles present in literature are not actively tackled out on
the field. Moreover, we found that AI development endeavors did
not differ from generic development endeavors in this regard,
with companies developing AI no more focused on tackling them
differently than any other software company. This gap, and the
issues with guidelines, are also acknowledged by Johnson & Smith
in their gap analysis (Johnson and Smith, 2021).

The state of affairs as presented here, underlines a need for
more actionable tools for implementing AI ethics in practice.
In the context of software engineering, we therefore turn to
methods; ways of taking action that direct how work is carried
out (Jacobson et al., 2012). As software engineering in any mature
organization is carried out using some method, out-of-the-box
ones or in-house ones, incorporating AI ethics as a part of these
methods would be a goal to strive for. In this next subsection, we
look at methods in the area.

4 https://www.acm.org/code-of-ethics.

https://www.acm.org/code-of-ethics
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.2. Methods in AI ethics

There are already various methods and tools for implementing
I ethics, as highlighted by Morley et al. (2019) in their system-
tic review of the field. The study consists of largely tools for
he technical side of AI system development, such as tools for
achine learning. The study by Morley et al. reviews a collection
f tools or methods that are utilized by various companies and
rganizations for implementing ethics in AI development, and a
ypology based on ethical principles is used to analyze the results.

The review by Morley et al. brought certain challenges to light
egarding AI ethics tools; the study showed that some of the
esearched tools are immature, and there is an "uneven distri-
ution of effort across the ‘Applied AI Ethics’ typology" (Morley
t al., 2019). Morley et al. believe that creating ethical machine
earning technologies is realistically possible, but efforts have
o far been focused on the "what", and not the ‘‘how’’ of AI
thics (Morley et al., 2019). The debate has been focusing on the
opic on ethical principles, instead of applying them in practice.
hey suggest that turning ethical principles into design protocols
ill require increased coordination, and patience to tolerate a
low progression of turning theory into practice, with mistakes
long the way (Morley et al., 2019).
On the other hand, we are not currently aware of any method

ocusing on the higher-level design and development decisions
urrounding AI systems. Guidelines have been devised for this
urpose but seem to remain impractical given their seeming
ack of adoption out on the field (Vakkuri et al., 2020). The
ield remains active, for example, Leikas et al. (2019) recently
roposed an "Ethical Framework for Designing Autonomous Intel-
igent Systems" and an AI ethics MOOC at the Helsinki University
as devoted a chapter to AI ethics in practice (Rusanen et al.,
021).
Aside from AI ethics methods and tools, some ethical tools

rom other fields do exist that could potentially be used to design
thical AI systems. One example of such a tool is the RESOLVEDD
ethod from the field of business ethics. We have studied the
uitability of this particular method for the AI ethics context
n the past, with our results suggesting that dedicated methods
pecifically devised for implementing AI ethics would be more
eneficial (Vakkuri and Kemell, 2019). Additionally, we feel that
alue Sensitive Design (VSD) is another approach worth mention-
ng in this context, even though it is not specific to AI ethics. Due
o its prominence in existing research (specifically in Information
ystems (IS)), we discuss it separately in the following subsection.

.3. Values in value sensitive design

In addition to looking at the field of AI ethics from the point
f view of SE, we feel that a brief look at ethics and value
onsideration discussion from IS is in order as well to better
osition ECCOLA. In particular, Value Sensitive Design (VSD) is
prominent approach that has been utilized out on the field.
owever, as VSD is not specific to AI ethics, we have separated it
rom the preceding subsection.

VSD can be traced back to the 1990s when the HCI (Human–
omputer Interaction) community took a stand on value-oriented
esign in IS research (Shilton, 2018). The context-specific na-
ure of ethical issues has been acknowledged in VSD as well,
ith Friedman remarking that different individuals and people
ave different ideas of ethics and values (Friedman et al., 2013).
n the context of Information Systems Design (ISD), Friedman
t al. (2008) proposed 13 values: Human Welfare, Ownership and
roperty, Privacy, Freedom from Bias, Universal Usability, Trust,
utonomy, Informed Consent, Accountability, Courtesy, Identity,
almness, and Environmental Sustainability. Looking at this list of
3

values, there is a reasonable amount of overlap with the common
AI ethics principles summarized by Jobin et al. (2019) that we
discussed in Section 2.1 above.

Even outside the context of AI ethics, integrating ethical con-
siderations into practice in software engineering (SE) is a recur-
ring challenge. For example, the ACM/IEEE Software Engineering
Code of Ethics and Professional Practice, while in many ways use-
ful according to Biffl et al. (2006), has also been difficult to inte-
grate into traditional SE. Indeed, a more recent study (McNamara
et al., 2018) has also argued that the ACM Ethical Guidelines (Got-
terbarn et al., 2018) have not changed the way developers work.

Value Sensitive Design (VSD) is a methodology meant to en-
courage designers to consider ethics and values in the design
process, and is "primarily concerned with values that center on
human well-being, human dignity, justice, welfare, and human
rights’’. VSD Lab (2021). VSD is at the cross-section of four fields
closely related to HCI, namely Computer Ethics, Social Informat-
ics, Participatory Design, and Computer-Supported Cooperative
Work. Friedman and Kahn set up a seven principle composite that
the VSD is based on, and one of the main principles is that VSD is a
proactive methodology (Friedman et al., 2002). VSD encompasses
14 methods for incorporating value consideration into the design
process (Davis and Nathan, 2015).

VSD has seen some success out on the field as well, with
multinationals such as Intel and Microsoft utilizing it in some
projects (Manders-Huits, 2011). Overall, its use has been docu-
mented in a wide variety of projects. Perhaps the most notable
VSD method in terms of industry utilization has been the Tri-
partite Method, which is used to involve value consideration into
the design process (Winkler and Spiekermann, 2018). Envisioning
Cards5 can be utilized in deploying the method. Physical tools
are commonly used to deploy methods in practice, be it cards
or other approaches. We have also chosen to focus on a physical
presentation for ECCOLA by making it a card deck.

VSD has, however, also been argued to have its shortcomings.
In particular, it has been criticized for lacking in pragmatism
and methodological guidance (van der Duin, 2019; Winkler and
Spiekermann, 2018). Nonetheless, it has seen some success out on
the field, which has been a recurring challenge for any method
or tool involving ethics. We have also looked at VSD for some
inspiration while designing ECCOLA, as we discuss further in the
discussion section.

2.4. Essentializing to create methods from practices

In this final subsection of this section, we discuss a background
theory that was utilized especially early on in the development of
ECCOLA. The Essence Theory of Software Engineering (Jacobson
et al. (2012)) is a method engineering tool. It comprises of two
parts: (1) what its authors refer to as a kernel, and (2) a language.
In short, the kernel offers premade building blocks for construct-
ing methods using the language, and the language itself is used
to model practices and methods.

More specifically, the kernel contains, as its authors argue (Ja-
cobson et al., 2012), all the essential elements found in any SE
project. The theory posits that every SE project, at bare minimum,
has these elements in it, in addition to any additional project-
specific elements. These elements are split into three types of
items: alphas (i.e., things to work with), activities (i.e., things to
do), and competencies (i.e., the skills required to carry out the
project). Moreover, these elements are split into three areas of
concern (i.e., categories): customer, solution, and endeavor.

The heart of the kernel consists of the aforementioned alphas,
of which there are seven. In the customer area of concern, there

5 https://www.envisioningcards.com/.

https://www.envisioningcards.com/
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re two alphas: (1) opportunity, and (2) stakeholders. There are
lso two alphas in the solution area: (3) requirements, and (4)
oftware system. Finally, the endeavor area of concern contains
he three final alphas: (5) work, (6) team and (7) way-of-working.
side from helping the users of the tool structure methods, al-
has are used to track progress on a project. Each alphas has
lpha states that denote progress on that part of the project

(e.g. requirements).
Originally, we intended to use the Essence language to de-

cribe the ECCOLA method. Essence was chosen due to its
ethod-agnostic approach and modular philosophy on methods.
rom the get-go, ECCOLA was never intended to be a stand-alone
ethod, but rather, a modular extension to existing software
evelopment methods that would bring in AI ethics into the
rocess. Our plan was to devise alphas for AI ethics and to use
he language to portray practices used to progress on them.

However, as we discuss in detail the following sections, we
ltimately ended up giving up on the idea of using Essence to de-
cribe ECCOLA. Briefly put, utilizing Essence to describe ECCOLA
ade the method too heavy. Not only would the users of ECCOLA
ave to learn to use ECCOLA itself, they would also have to learn
o use, or at least understand, Essence.

On the other hand, though ECCOLA is no longer described
sing the Essence language, we utilized the idea of essentializing
ractices in ECCOLA. Essentializing practices is described as a
rocess by Jacobson (Jacobson et al., 2019) as follows:

‘‘- Identifying the elements – this is primarily identifying a list
of elements that make up a practice. The output is essentially a
diagram [...]
- Drafting the relationships between the elements and the outline
of each element – At this point, the cards are created.
- Providing further details – Usually, the cards will be supple-
mented with additional guidelines, hints and tips, examples, and
references to other resources, such as articles and books’’

As the above quote highlights, Essence utilizes cards to de-
cribe methods. This is also an approach we have utilized in
CCOLA. The ECCOLA method is utilized via a physical (or digital)
et of cards. The cards are also created in a similar manner,
lthough with some extra steps as ECCOLA cards have more
and different) content than traditional Essence practice cards.
lthough Essence is no longer used to describe the method itself,
e still utilize the idea of essentializing practices to draft the
ards for ECCOLA.

. ECCOLA - A method for Implementing Ethically Aligned AI
ystems

As we have discussed in Section 2, AI ethics is currently an
rea with a prominent gap between research and practice. Much
f the research has been theoretical and conceptual, focusing on
efining key principles for AI ethics and how to tackle them. The
umerous guidelines for AI ethics that currently exist (Morley
t al., 2019) have tried to bridge this gap to bring these principles
o the developers, but seem to not have had much success.
ndeed, ethical guidelines tend to not have much impact in the
ontext of SE (McNamara et al., 2018). To bridge this gap with
nother approach, we propose a method for implementing AI
thics: ECCOLA.
ECCOLA (Fig. 1) is intended to provide developers an action-

ble tool for implementing AI ethics. To utilize the various AI
thics guidelines in practice, the organization seeking to do so
as to somehow make them practical first. ECCOLA, on the other
and, is intended to be practical as is, and ready to be incor-

orated into any existing method. ECCOLA does not provide any

4

Table 1
ECCOLA card themes.
Card themes (8) Card number Card amount (total 21)

Analyze #0 1
Transparency #1–6 6
Safety & Security #7–9 3
Fairness #10–11 2
Data #12–13 2
Agency & Oversight #14–15 2
Wellbeing #16–17 2
Accountability #18–20 3

direct answers to ethical problems, as arguably correct answers
are a rare breed in ethics in general, but rather asks questions in
order to make the organization consider the various ethical issues
present in AI systems. Though how these questions are ultimately
tackled is up to the users of ECCOLA, ECCOLA does encourage
them to take into account the potential ethical issues it highlights.

In developing ECCOLA, we have had three main goals for the
method:

1. To help create awareness of AI ethics and its importance,
2. To make a modular method suitable for a wide variety of

SE contexts, and
3. To make ECCOLA suitable for agile development, while also

helping make ethics a part of agile development in general.

ECCOLA is built on AI ethics research. It utilizes both existing
theoretical and conceptual research, as well as AI ethics guide-
lines that have been devised based on existing research as well.
In terms of guidelines, the cards are based primarily on the IEEE
Ethically Aligned Design guidelines (IEEE Global Initiative, 2019)
and the EU Trustworthy AI guidelines (HLEG, 2019). As these
guidelines have already distilled much of the existing research
on the topic under various principles, these principles have been
utilized in ECCOLA as well. Existing AI ethics research has then
been utilized to expand the way these principles are covered in
ECCOLA.

In practice, ECCOLA takes on the form of a deck of cards. This
approach was based on the Essence Theory of Software Engi-
neering (Jacobson et al., 2012), which was used to describe the
first versions of the method. Methods described using the Essence
language are utilized through cards. However, using cards in the
context of software engineering methods is not a novel idea, nor
one originally proposed by Essence. E.g., Planning Poker in Agile
uses cards. Moreover, various SE methods encourage the use of
physical tools in general while using the method. The idea of
Kanban, for example, is founded around using sticky notes on a
signboard.

There are 21 cards in total in ECCOLA. These cards are split
into 8 themes, with each theme consisting of 1 to 6 cards. These
themes are AI ethics ones found in various ethical guidelines, such
as transparency or data. Each individual card deals with a more
atomic aspect of that theme, such as data privacy and data quality
in the case of data. Aside from the main set of cards, ECCOLA also
features an A5-sized game sheet that describes how the method
is used (see Table 1).

Each card (see Fig. 2) in ECCOLA is split into three parts: (1)
motivation (i.e. why this is important), (2) what to do (to tackle
this issue), and (3) a practical example of the topic (to make the
issues more tangible). Each card also comes with a note-making
space. As the cards are generally utilized as physical cards, the
card is split into two with the left half of each card containing
the textual contents and the right half containing white space for
making notes. This note-making space has been included to make

using the cards more convenient in practice.
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Fig. 1. ECCOLA - a method for implementing ethically aligned AI systems.
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Fig. 2. Card example from ECCOLA, Card #7 privacy and data.
ECCOLA supports iterative development. During each iteration,
he team is to choose which cards, or themes, are relevant for
hat particular iteration. ECCOLA is also method-agnostic, making
t possible to utilize it with any existing or in-house SE method.
n the following subsection, we discuss how to use ECCOLA in
ractice.

.1. How to use ECCOLA in practice?

Expanding on what we already discussed in this section, i.e.
hat ECCOLA is, this section describes how to implement the EC-
OLA method in practice. It includes descriptions of how ECCOLA
as been used for different purposes, and our recommendations
n how to proceed with using the ECCOLA cards in software
evelopment projects.
ECCOLA is a modular, sprint-by-sprint process that has been

esigned to facilitate ethical thinking in AI/S (Artificial Intelli-
ence/Autonomous System) development. While using ECCOLA,
ou choose the cards you feel are relevant for your work currently
nd then evaluate the situation again after each sprint. Using
CCOLA results in a paper trail of choices and trade-offs that
ocuments the ethical consideration conducted during devel-
pment. This documentation provides a way of evaluating the
rustworthiness of the system.

ECCOLA is intended to be used during the entire design and
evelopment process in a three step process that is repeated
n every iteration. (1) Prepare: Choose the relevant cards for
he current sprint. (2) Review: Keep the selected cards on hand
uring work tasks. Write down on the cards the actions you
ave taken and (ethical) discussions you have had. (3) Evaluate:
eview to ensure that all the planned actions were taken. Revise
he card deck as needed, and repeat the process. Remember to do
retrospective afterwards.
Everyone involved with using the cards should read the cards

horoughly at least once before the sorting process in order to
amiliarize themselves with the topics of the cards as well as their
ontents. This is recommended not only to make the decision
rocess easier, but also to save time when selecting cards for each
print.
ECCOLA cards are designed to offer a variety of viewpoints to

rompt thoughts during the development process, and the idea

s to utilize different cards in different stages of development
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- and to not necessarily use all cards in every project either.
Each software development endeavor is unique, e.g. in relation
to the requirements and the scope of the project. ECCOLA cards
should therefore also be selected based on the project and tasks
at hand. Cards irrelevant to the current situation can be dis-
carded during the sorting process. The sorting should preferably
be conducted before the development process starts, so that
the prompts presented by the cards can be utilized from the
beginning. The sorting process should include everyone who will
be using the cards, and possibly other members of the project
who are involved with the product’s development.

Before starting to use the cards in a development process, we
recommend sorting the cards into piles based on which stage of
the development they will be used in. Cards that are deemed
irrelevant for the project can simply not be used during that
project. This selection process should be documented by briefly
explaining why some cards were selected and why some were
considered irrelevant in each iteration, to support transparency
in the context of systems development. Documenting ethical
choices in general is encouraged while using the method. Our
recommendation for sorting the ECCOLA cards is to create three
piles of cards.

Pile 1 for the early stages and planning stages in a project.
Pile 2 for any other parts of the project, throughout development.
These should be adjusted on a sprint-by-sprint basis as well.
The chosen cards, or specific parts of each card, can then be
considered in relation to the activities in that sprint. Finally, Pile
3, if needed, towards the end of the project if there is a need
to evaluate a decisions, or if there have been any unexpected
occurrences.

When introducing ECCOLA to new organizations and people
interested in using it, we have typically held an introductory
workshop, which we discuss in the subsection below.

3.1.1. Getting acquainted with the cards/tutorial sessions
To introduce new users to ECCOLA, we have held tutorial

sessions in the form of workshops. Similar sessions could also be
held in organizations looking to start using ECCOLA. Below is a
brief outline of these sessions.

The following outline has been used for ECCOLA tutorials:

1. A presentation on ECCOLA (and AI ethics if necessary).
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2. Introducing the hypothetical product and planning its fea-
tures and requirements.

3. Sprints 1, 2 and 3 where new features or requirements are
introduced for each sprint. Each sprint lasts e.g., 15–20 min.

4. Discussion and feedback.

The introduction should familiarize the participants with the
method, and can contain a brief introduction to AI ethics as
well, focusing on why it is important and what it is, with a
focus on practical issues. After the introductory presentation, the
participants are given a task to work on. For example, during the
COVID-19 pandemic, we had workshop participants design an AI-
based mobile application for tracking and limiting its spread. The
participants then split into groups (e.g., 5 per group) and design
such a system according to the given requirements while using
the ECCOLA cards.

This work is carried out in three sprints of e.g., 15–25 min.
Each sprint can contain pre-selected cards, or the participants can
be instructed to choose the cards themselves for each sprint. If
the participants are to select their own cards, the sprints should
also be longer in duration. Between sprints you can have a brief
discussion session, or you can go through the sprints in quick
succession and have a longer one afterwards.

4. Research method

In this section, we discuss the Cyclical Action Research ap-
proach we have utilized to develop ECCOLA. Our approach was
based on that discussed by Susman and Evered (1978) and, in
further detail, by Davison et al. (2004). We chose this approach as
we wanted to iteratively develop the method over time, testing
it in different contexts in the process. Moreover, Action Research
(AR) is well-suited for using different data collection methods in
different contexts (Susman and Evered, 1978).

Thus far, we have completed 7 Action Research (AR) cycles and
are currently conducting an eighth one. These have been split into
6 research stages, with most research stages featuring one cycle,
aside from stage 2 that consisted of three cycles. These are shown
in Fig. 4 and Table 2, and each stage is further discussed in the
following data analysis section. In this current section, we discuss
the cyclical research approach of this study more generally from
a methodological point of view.

Past the very first AR cycle that focused on testing an existing
tool, each cycle has proceeded in the same general manner. In
each cycle, we have tested a version of ECCOLA in practice in
some context, collected data from its use, and then used the data
to improve the method. After this, we have started a new cycle.
In the diagnosis phase of each cycle, we have looked at literature
on the topic to determine whether ECCOLA should be further
modified based on literature before a new test in a different
context.

The initial cycles (Stages 1–2) focused on student testing.
We used student projects early on as we wished to make the
method more mature before industry testing. In Stage 3, we
started to also include industry testing in the form of a small-scale
blockchain project. In addition to this, in Stage 3, we began to host
academic workshops at conferences, as well as privately orga-
nized academic workshops, to collect feedback from the scientific
community (using the Tutorial Session outline in Section 3.1.1).
Finally, we shifted our focus further towards industry testing in
Stages 5 and 6, and we are currently cooperating with multiple
companies using ECCOLA. The way we have progressed from
student testing to industry testing in this fashion is also inspired
by the continuous co-experimentation approach described by
Mikkonen et al. (2018).
7

In our industry testing, we have utilized an approach has been
referred to as industry-as-a-lab by Potts (1993). This approach fo-
cuses on ‘‘what people actually do or can do in practice’’. As many
of the current problems in the area resulting in the gap between
research and practice seem to stem from a lack of practical tools,
we have focused on making ECCOLA practical. To achieve this, we
have focused on receiving continuous feedback primarily through
formal data collection and throughout the process improving the
method based on the feedback before then testing it again. A
more recent example of this approach is the study of Mikkonen
et al. (2018).

Finally, perhaps worth noting is that the research team behind
this endeavor has past experience in developing methods as well.
Namely, one of the authors proposed the Mobile-D approach for
developing mobile applications in an Agile manner when Agile
was still emerging (Abrahamsson et al., 2004).

In the subsections below, we discuss each phase of the Cyclical
Action Research model discussed by Susman and Evered (1978)
(and Davison et al. (2004)). Susman and Evered (1978) highlight
five phases (Fig. 3) in this cyclical process that they posit are all
necessary. We describe our process according to these phases in
the subsections of this section.

4.1. Diagnosis

In the initial cycle, diagnosing the problem was focused on
understanding the gap in AI ethics in general. We have published
papers about this in the past, with Vakkuri et al. (2020) looking
at this gap quantitatively and e.g. Vakkuri et al. (2020) looking at
it qualitatively. While collecting data for these papers, we began
to see that there is indeed a gap between research and practice
in the area, and started to also look for ways to bridge the gap.

In Stages 2 and up, when we were already developing ECCOLA,
the diagnosis phases focused on better understanding what is
AI ethics and, to this end, what exactly is the problem ECCOLA
should help solve. In addition to improving ECCOLA based on
our data from each preceding cycle, in the diagnosis phase of
each cycle, we looked at motivation behind ECCOLA. Whereas
Action Research traditionally focuses on solving problems an
organization has, in this case, it was largely up to us to define
the problem and then convince organizations that it was a real
problem. However, towards the latest stage, we have noticed that
AI ethics has become much more topical out on the field to the
point where we have had organizations volunteering to work
with us on developing ECCOLA.

The main question in the diagnosis phase of each cycle was
always whether our idea of AI ethics was still up-to-date. Was
ECCOLA still in line with the current discussion on AI ethics?
For example, the EU guidelines on AI ethics (HLEG, 2019) were
published after Stage 2 (Fig. 4), and in our minds presented a ma-
jor contribution to the field, which we felt should also influence
ECCOLA.

4.2. Action planning

In the first stage (Section 5.1) where we ultimately tested
the RESOLVEDD strategy, we considered alternative courses of
action. Having identified a gap in the area, we looked at differ-
ent alternatives for solving the problem. Using the existing AI
ethics guidelines to bridge the gap was one option. However,
existing papers argued that ethical guidelines alone were unlikely
to work in AI ethics (Mittelstadt, 2019) or SE engineering in
general (McNamara et al., 2018).

We therefore turned to methods that could help us tackle it.
First, we looked at existing methods for implementing ethics.
As a result, in Stage 1 of our study (Section 5.1), we studied
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T
C

able 2
yclical action research stages.
Stage Version in action Primary background theories Study setting Timing Participant

1 n/a RESOLVEDD, EAD, Essence Class Q1–Q2 2018 5 teams of 4–5 students

2 1 RESOLVEDD, EAD, Essence Class Q2 2018 - Q2 2019 27 teams of 3–5 students
2 2 RESOLVEDD, EAD, Essence Class Q2 2018 - Q2 2019 27 teams of 3–5 students
2 3 RESOLVEDD, EAD, Essence Class Q2 2018 - Q2 2019 27 teams of 3–5 students

3 4 EU AI HLEG, EAD Blockchain Project Q2–Q3 2019 2 sw development team members

4 5 EU AI HLEG, EAD Conference Workshop Q4 2019 8 researchers

5 6 EU AI HLEG, EAD Industrial & Conference Workshops Q1–Q3 2020 2 Company cases & 10+ ICT researchers

6 7 EU AI HLEG, EAD Industrial Ongoing
Fig. 3. Based on Davison et al. (2004) and Susman and Evered (1978).
Fig. 4. Cyclical action research process on ECCOLA. Including cycle of action, observation, reflection on each iteration.
an existing ethical tool from the field of business ethics, the
RESOLVEDD strategy, in the context of AI ethics, and argued based
on our findings that methods and tools specific to AI ethics are
required (Vakkuri and Kemell, 2019). As a result, in the absence
of existing AI ethics methods, we began to work on ECCOLA.

In the stages past Stage 1, Action Planning was focused on
determining how to test each version of ECCOLA. This included
deciding on what type of data to collect and how. As we had
already committed to developing ECCOLA, we no longer actively
considered other ways of tackling the gap.

4.3. Intervention (or action taking)

The main intervention in all the stages of this study past the
first one has been the introduction of ECCOLA. In the student and
8

industry contexts, the project would have existed and been car-
ried out with or without ECCOLA. ECCOLA was simply introduced
as a framework for conceptualizing a problem (i.e. various ethical
issues). This can be likened to the way Susman (1976) describe
surprise in interventions: "the element of surprise evoked by
an intervention results when the change agent offers members
of the target organization a new way to conceptualize an old
problem and offers it in a language or framework that differs
from that by which members of the organization define their
present situation’’. On the other hand, the academic workshops
were created for the sole purpose of having the participants use
ECCOLA, even though the mini-projects of the workshops could
have been carried out without ECCOLA as a framework.
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The introduction of ECCOLA has been accompanied by other
ctions taken to facilitate its adoption and use. These have var-
ed between the research stages, but each stage has generally
ncluded 1) an introductory lecture or a workshop on ECCOLA,
nd 2) various check-ups to discuss the use of ECCOLA and any
roblems faced while using it. These have been used for data
ollection purposes as well, with especially the check-ups serving
s a way of generating important data in the form of feedback for
he evaluation phase of each Action Research (AR) cycle.

In student contexts, the use of ECCOLA continued for a set
mount of weeks during a course project. In academic contexts,
.e. workshops, the use of ECCOLA lasted some hours. In industry
ontexts, the use of ECCOLA lasted for a duration of a project
Stage 3) or is still on-going (Stage 6).

.4. Evaluation

Evaluation was conducted both during and after the use of EC-
OLA in each stage. The focus of the evaluation was to understand
hat effect ECCOLA had had on the way its users worked, i.e. how

t had changed existing practices and whether it had added new
ork practices. In doing so, we wished to also understand how
he users of ECCOLA had felt about ECCOLA while using it.

We collected different types of data in different stages of the
tudy (Fig. 4, Table 2). Across these stages, we have used work
roducts (sheets, notes, text etc.), ECCOLA cards with notes on
hem, observation, unstructured interviews, and informal discus-
ions as sources of data. In the next section (Section 5), we discuss
hat types of data were used in each stage in the respective
ubsections. The data collected in each stage is also summarized
n Table 3.

.5. Reflection (or specifying learning)

As we have developed ECCOLA iteratively in this process, the
eflection phases have primarily focused on improving ECCOLA
ased on the data collected in each research stage. Indeed, the
valuation of ECCOLA has also been the focus of the data col-
ection. In each reflection phase, we looked at ECCOLA from two
oints of view.
First, we looked at how ECCOLA had worked as a method in

hat stage. Had the method itself been clear to its users? Had the
sers managed to follow the process suggested by ECCOLA? To
etermine this, we looked at the notes on the ECCOLA cards and
ther work products to see how (or if) the cards had been utilized,
r discussed their use with the subjects for example.
Secondly, we looked at the theory behind ECCOLA, i.e. AI

thics. Were we presenting the principles in an understandable
ay and were the users of ECCOLA grasping the concepts? Was
omething missing based on the data, or did something need to be
urther emphasized? For example, sometimes we would receive
irect feedback regarding the wording on some of the cards.
Additionally, we critically evaluated our research process and

hoices regarding it. We looked at shortcomings in our data
ollection methods and how we introduced ECCOLA into the
esearch context in each cycle. For example, the introductory
ession we have hosted at workshops and for companies (see
ection 3.1.1) has been improved over time as well.

. ECCOLA development stages and data

ECCOLA has been developed iteratively through multiple
tages. In each stage, we have collected empirical data, which has
hen been used to iteratively improve the method. The current
ersion of ECCOLA is its seventh version. The subsections of
his section each present one development stage in the iterative
evelopment process of ECCOLA. At the end of each section is a
rief summary of what changes were made in each stage. This

rocess is also summarized in Table 2 below, as well as in Fig. 4.

9

5.1. Stage 1 (Q1-Q2 2018)

In early 2018, prior to starting our work on ECCOLA, we
searched for existing methods for AI ethics, ultimately finding
none. Thus, we expanded our horizons and looked at ethical tools
from other fields instead to see if anything would seem applicable
in the context of AI ethics as well. This led us to eventually
test an existing ethical tool from the field of business ethics, the
RESOLVEDD strategy (Jacobson et al., 2012), in the context of AI
ethics. Our aim was to see if existing ethical tools, even if they
were not specifically created for AI ethics, could be suitable for
that context.

We conducted a scientific study on RESOLVEDD in the context
of AI ethics. These findings have been published in-depth else-
where (see Vakkuri and Kemell (2019)). In short, we discovered
that forcing developers to utilize RESOLVEDD did have some posi-
tive effects. Namely, it produced transparency in the development
process, and the presence of an ethical tool made the developers
aware of the potential importance of ethics, resulting in ethics-
related discussions within the teams. However, the tool itself was
not considered well-suited for the context by the developers, and
they felt that using the tool was detached from the rest of the
processes. Moreover, when forcing developers to utilize such a
tool, the commitment towards it quickly vanished when the tool
was no longer compulsive.

Stage 1 actions: The development of ECCOLA was initiated

5.2. Stage 2 (Q2 2018 - Q2 2019)

5.2.1. Creating Version 1 (Q2 2018 - Q1 2019)
Based on the results of this study, we began to develop a

method of our own, ECCOLA, during the latter half of 2018.
This initial version of the method was based on three primary
theories: (1) RESOLVEDD strategy (Pfeiffer and Forsberg, 1993),
(2) The Essence Theory of Software Engineering (Jacobson et al.,
2012), and (3) The IEEE Ethically Aligned Design guidelines (IEEE
Global Initiative, 2019).

We utilized some of the general ideas of RESOLVEDD, which
were deemed useful based on the data we collected. Namely, we
(1) looked at RESOLVEDD for ideas on how to make the tool func-
tion in conjunction with iterative SE methods, and (2) for ideas on
how to conduct comprehensive stakeholder analyses as the basis
of the ethical analysis. We also included some of the aspects of
RESOLVEDD which were shown (Vakkuri and Kemell, 2019) to
support transparency of systems development (e.g. the idea of
producing formal text documents while using the method).

We began to describe the method using the Essence language
(see Section 2.4). Methods described using Essence are visualized
through cards, and thus, ECCOLA took on the form of a card deck
as well. This also meant that we included the various elements
of Essence into the cards. For example, we made some of the key
AI ethics principles, namely transparency, accountability, and re-
sponsibility, into alphas in the context of Essence (i.e., measurable
things to work on). The cards also included various activities that
were to be performed in order to progress on these alphas, as well
as patterns and other Essence elements.

The AI ethics contents of the method, at this stage, were based
primarily on the IEEE Ethically Aligned Design guidelines (IEEE
Global Initiative, 2019). The field in general was still less for-
mulated than it currently is, and thus the main AI ethics prin-
ciples were still under more discussion than they currently are
(e.g., Jobin et al. (2019) show that the field has since reached some
consensus). We included key principles from the guidelines such
as transparency and accountability, which have been prominent
topics of discussion in AI ethics. Additionally, we utilized various

research articles. For example, to expand on transparency, we
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Table 3
Research stage and data collection.
Research stage Data collection tools

1 Semi structured interviews for users
2 Note taking, mentor meetings, work-product (course), ECCOLA cards (user notes)
3 User interview, note taking, ECCOLA cards (user notes)
4 Note taking during workshop, unstructured participant interview, workshops recording
5 Note taking during workshop, unstructured participant interview, workshops recording, ECCOLA cards (user notes)
6 Note taking during tutorial, works, recurring project meetings, workshops recording, unstructured developer interview,

ECCOLA cards (user notes), project documentation
utilized the studies of Dignum (2017) and Ananny and Crawford
(2018), among others.

Much like how while using RESOLVEDD one produces text
nswering some questions posed by the tool, we incorporated
he same idea of producing text while using ECCOLA into the
nitial version of the method. The theoretical background of this
arly version was based primarily on the IEEE EAD guidelines and
cademic articles discussing some individual principles.

.2.2. Testing Version 1 (Q1 2019)
This first version of ECCOLA was tested in a large-scale project-

ased course on systems development at the University of
yväskylä (Q1 2019). In the course, 27 student teams of 4–5
tudents worked on a real-world case related to autonomous
aritime traffic. Each team was tasked with coming up with an

nnovation that would help make autonomous maritime traffic
ossible. The teams were not required to actually develop these
nnovations into functional products, given the time and capabil-
ty constraints in a course setting, but rather, to refine the ideas
s far as they could in the context of the course. The results of
hese projects have been published in an educational book6

The teams were introduced to ECCOLA during a course lecture
nd were handed a physical card deck. Each team was then told to
tilize the card deck in whatever way they saw fit, while writing
own notes on the cards as – or if – they used them. After the
tudents had utilized the cards for a week, they were collected
nd the written notes on them analyzed. Additionally, unstruc-
ured interview data was collected from the teams through their
eekly meetings with their assigned mentor and this feedback
as taken into account in developing the method.
Prior to the course, the students had been tasked with reading

book on Essence, Software Engineering Essentialized (Jacobson
t al., 2019), which explains the tool. Though the educational goal
f this was elsewhere, this also served to make sure the students
ould not be overtly confused with this version of ECCOLA being
escribed using the Essence language.
Based on the data collected, the language on the cards was

onsidered difficult to understand and overall they were con-
idered too academic by the teams. The cards were considered
mpractical, with the teams having difficulties applying their
ontents into practice. The students were also confused by the
ssence notation.
Actions based on Iteration 1 of Stage 2, for Version 2: (1)

Alpha states were added to the alphas in order to make tracking
progress on them easier. (2) Practical examples were added to the
cards to make it easier to understand the practical implications
of the ethical issues in the cards. (3) Reduced the amount of
academic jargon on the cards, focusing on practice over theory.
(4) Removed list of academic references from each card.

6 http://urn.fi/URN:ISBN:978-951-39-7689-7.
10
5.2.3. Testing Version 2 (Q1 2019)
This iteration took place during the course described above

and was carried out in the same manner as the previous one. The
same student teams utilized this newer version of ECCOLA again
while writing down notes on the cards as they did. Additional
data was again collected in the weekly mentor meetings. Overall,
this was, in terms of time elapsed, a brief iteration carried out
during the course.

After another week, ECCOLA was once evaluated using the
data we collected. The teams still found the method confusing.
In particular, they found it difficult to understand how the cards
tied together, and how they should be utilized. Even if the in-
dividual cards were made more practical, the language was still
considered difficult to understand. Thus, the following changes
were made to the method based on the data.

Actions based on Iteration 2 of Stage 2, for Version 3: (1)
Added a game sheet describing how the cards (and the method)
should be used. We realized that the method, in this version,
required teaching to be understood. (2) Added numbering to the
cards. (3) Further reduced the amount of academic jargon on the
cards.

5.2.4. Testing Version 3 (Q1 2019)
The third version of ECCOLA was also tested in the same course

as the previous two. However, as this was towards the end of the
course, there were no further iterations to be tested in the same
setting. Thus, we took our time to analyze the feedback from all
three versions, reflect on it, and study new publications in the
area to improve the method.

In analyzing the data from the teams, we focused on evaluat-
ing the level of utilization. This was done by analyzing the notes
the teams made on the cards. The notes were evaluated on a scale
of 0 = no notes or markings, 1 = single words or markings, 2 =
sentences or more.

Also, we evaluated the cards independently based on the
notes. The cards that were utilized the most and affected the
projects the most were either cards with practical themes (e.g.
data handling), or cards focusing on the big picture of the project
at hand (e.g. cards focusing on ‘what’ and ‘how’ questions). On the
other hand, the cards that were utilized the least, were the ones
focused on accountability and other AI ethics specific issues. It
seemed that many of the AI ethics principles, even with practical
examples, were considered difficult (or irrelevant) by the teams.
The cards describing AI ethics principles were utilized by 53% of
the teams, whereas the other cards had a utilization level of 75%
on average.

This resulted in a lengthier creation process for the subsequent
version of ECCOLA. Based on the data and our reflection we
made substantial changes to the method. We discuss these in the
following subsection.

5.2.5. Creating Version 4 (Q2 2019)
The earlier versions of ECCOLA were cumbersome to use based

on initial tests (see above). Utilizing these versions did result in
ethical analyses and had an impact on the projects. However, the
method was difficult to understand and especially the AI ethics

http://urn.fi/URN:ISBN:978-951-39-7689-7
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rinciples in particular were difficult to grasp for the teams uti-
izing the tools. After the course in which the first three versions
f the method were tested, we made larger improvements based
n the data.
First, we changed the way the method was described. We

pted to lessen the role of Essence in ECCOLA. The Essence lan-
uage used to describe the method seemed to make the method
ven more difficult to learn, as its users had to learn to use
he method and to learn to understand the Essence language
and Essence in general). We stopped using the Essence elements
n the cards and instead split the cards into different AI ethics
hemes. However, the general approach of making the method a
ard deck seemed to work and thus this approach was kept.
Secondly, the method seemed to be too heavy to use. ECCOLA

as initially designed to be a linear process that was iteratively
epeated. The idea was that its users could modify this process
ased on the context at hand to adjust the method to their
rojects. Nonetheless, this approach was considered too rigid, and
he respondents felt, that it was just another process tacked onto
heir other work processes. Thus, we made the method modu-
ar, with the cards being more stand-alone on average, though
ome cards were still linked together in some ways. The users
f ECCOLA could, following this approach, choose which cards to
tilize in each situation (e.g., sprint) based on the context. The
ntent behind this was to make ECCOLA more suited for use with
gile methods.
During this time period, before the next empirical test, we

lso expanded the theoretical basis of the method. The initial
ersion of the EU Guidelines for Trustworthy AI (HLEG, 2019)
ere published in early 2019, some aspects of which we chose to

ncorporate into ECCOLA. Other novel literature was also included
o expand on theoretical basis of the method.

Changes made based on Stage 2 overall: (1) The use of
ssence to describe the method was discontinued. (2) Contents
f the cards reformatted and reformulated. (3) Method made
odular rather than one linear, iterative process. (4) Expanded

he AI ethics theoretical basis of the method.

.3. Stage 3 (Q2-Q3 2019)

As the primary concern with the versions 1–3 had been the
ay ECCOLA was used as a method in practice rather than its AI
thical contents, we chose to focus on making a method, which
s easier and more practical to use. For this purpose, we made a
pin-off of ECCOLA for the context of blockchain ethics. Many of
he AI ethical themes such as transparency and data issues could
e translated into this context, even if the contents of the cards
ad to be modified to be better suited for it. Additional blockchain
pecific issues were also added into these cards.
In this stage, ECCOLA was utilized in a real-world blockchain

roject by two of the project team members. Data was collected
hrough observation and various unstructured interviews. The
eam was free to utilize the cards as they wished, and was
ncouraged to reflect on how the method would best suit their
E development method of choice. However, the team could also
eceive consultation from one of the researchers where needed on
ow to use the cards, as well for clarification on their contents, if
eeded. As a result, we gained a better understanding of how the
ethod was utilized in practice (e.g., how many cards were used
er iteration on average, which was 6) in a real-world SE context.
Based on the data gathered from the blockchain project, the

ain ECCOLA card deck was iteratively improved. The lessons
earned from studying the use of the blockchain ethics version
f ECCOLA were incorporated into 5th version of ECCOLA.
Changes made based on Stage 3: (1) A note-making space

as added to each card. (2) Added new cards. (3) Split the
11
cards into themes, such as transparency or data. (4) Added more
contextual content into each card, as opposed to focusing largely
on instructions on what to do. This resulted in revamping the
‘‘motivation’’ and ‘‘practical example’’ section of many of the
cards. (5) Added new content focusing on stakeholder analysis
and requirements, in order to help the users of the method gain
an understanding of the big picture at hand.

5.4. Stage 4 (Q4 2019)

After improving ECCOLA based on the lessons learned from
the blockchain project, ECCOLA was presented in a workshop in
a scientific conference (ICSOB2019). In this workshop the par-
ticipants utilized ECCOLA to discover potential ethical issues in
a hypothetical AI development scenario. The participants of the
workshop were split into two groups for the task.

The first group was tasked with developing an idea for an AI-
based drone that would help farmers improve their harvests. The
second group was tasked with developing an AI-based system
that would filter and evaluate immigration applications. During
the workshop, the groups worked on the ideas in timed iterations.
Each group had a customer stakeholder that progressively pre-
sented them with more requirements at the end of each iteration.
For every iteration, the groups would select the ECCOLA cards
they felt were the most relevant for the requirements of that
iteration.

At the end of the workshop, verbal feedback from the partic-
ipants was collected. This was done in the form of a discussion
where the participants talked about their experiences with each
other and between the two groups. These group interviews were
recorded and later transcribed for analysis. The feedback was then
utilized to develop the 6th version of ECCOLA.

Changes made based on Stage 4: (1)The themes in the cards
were color coded for clarity. (2)The practical examples in the
cards were improved.

5.5. Stage 5 (Q1-Q3 2020)

A paper presenting the early 2020 (i.e., 6th) version of ECCOLA
was published at DSD/SEAA2020 (Vakkuri et al., 2020). This paper
extends said DSD/SEAA paper.

In the first half of 2020, ECCOLA was presented at the XP2020
conference in a workshop. The workshop was organized in a
similar manner as the one at ICSOB2019 described in the previous
subsection, with some modifications. The participants were split
into three groups and tasked with working on a hypothetical
AI/S project where they were to design a system for COVID-19
spread monitoring, while using ECCOLA to dwell on the potential
ethical issues. This time, as the conference was held remotely,
the participants communicated online, utilized a digital version of
ECCOLA, and produced work products online. The work products
(written documents) produced by the teams were collected for
later analysis of the use of ECCOLA.

Additionally, we have held three privately organized ECCOLA
workshops not associated with any scientific conference. These
have been workshops for researchers active in the field, for the
purposes of various research projects. These have been organized
in a similar manner to the conference workshops, with the par-
ticipants utilizing ECCOLA to work on a hypothetical project after
a brief introduction to the method.

During 2020, ECCOLA was also adopted by three companies.
One of these companies began using ECCOLA as early as late Q1
2020. In preparation for further company adoption, we utilized
the workshop data, preliminary feedback from this one case
(unstructured), and the other data collected in earlier stages, to
create the current (7th) version of ECCOLA.
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Changes made based on Stage 5 (resulting in the current
ersion of ECCOLA): (1) Improved card layout based on company
eedback (numbered card contents for easier referencing). (2)
mproved individual card readability and textual content based
n early company feedback with a focus on reducing the chance
f any of the content being misunderstood. (3) Made changes
ased on current academic discussion. (4) Improved some of the
ractical examples on the cards with a focus on making them
ess tied to any current real events. (5) Fine-tuned the visual
ppearance of the cards.

.6. Stage 6 (on-going)

Currently, we are cooperating with three companies to collect
ndustry use data on ECCOLA. These companies are detailed in
able 4. With each company, we have held a workshop similar
o the ones we have held at conferences to introduce them to the
ethod. After this, we have kept in touch with the companies re-
arding the utilization of the method through recurring meetings.
hile we have collected data from these meetings as notes and
iscussed their experiences using ECCOLA during the meetings,
hese cases are still pending formal data collection.

So far, in our discussions with the participants, the companies
ave indicated that they have successfully utilized ECCOLA in
onjunction with their existing methods. They feel that ECCOLA
as successfully been modular. To this end, ECCOLA also seems
o work in conjunction with agile methods, as all the companies
onsider themselves agile. However, we have not yet collected
ny work products or ECCOLA cards with notes from the com-
anies. The projects are also still on-going, and thus we have
ot yet been able to conduct formal interviews discussing their
CCOLA use experiences in more detail. As a result, this stage is
till on-going as well.
Additionally, ECCOLA has been accepted for presentation in

nother scientific conference workshop at ICSE2021. This work-
hop will be held in a similar manner in hopes of further im-
roving the method where needed. Though the developmment of
CCOLA continues, we feel that we have reached a stage where
e wish to share ECCOLA with the scientific community and the

ndustry at large. Given the current lack of methods for AI ethics,
ith the industry largely reliant on guidelines to implement AI
thics, ECCOLA can serve as a starting point in the area, as we
iscuss next.

. Discussion

The ECCOLA method was created to help us bridge the gap
etween research and practice in the area of AI ethics. Despite
he increasing activity in the area, the academic discussion on AI
thics has not reached the industry (Vakkuri et al., 2020). Through
CCOLA, we have attempted to make some of the contents of
he IEEE EAD guidelines (IEEE Global Initiative, 2019) and the
U Trustworthy AI guidelines (HLEG, 2019) actionable, alongside
ther research in the area.
We use the three goals we had for ECCOLA, which we dis-

ussed in the Introduction and Section 3, to structure the discus-
ion in this section. These goals were (1) to help create awareness
f AI ethics and its importance, (2) to make a modular method
uitable for a wide variety of SE contexts, and (3) to make ECCOLA
uitable for agile development, while also helping make ethics a
art of agile development in general.
In relation to the first goal, there is currently no way of

enchmarking what is, so to say, sufficiently ethical in the context
f AI ethics. This is arguably a limitation for any such method in
he context currently. Benchmarking ethics is difficult and thus
t is equally difficult for a method to have a proven effect in a
12
quantitative manner. Moreover, ethical issues are often context-
specific and require situational reflection. This has also been why
we have, for now, chosen to focus on raising awareness and
highlighting (potential) issues rather than trying to provide direct
solutions for ethical questions. Raising awareness has also been
a goal of the IEEE EAD initiative (IEEE Global Initiative, 2019). In
general, raising awareness is important as AI ethics is a new topic
for the industry.

On the other hand, it would be possible to select a specific
set of AI ethics guidelines, such as the EU ones (HLEG, 2019),
and study whether a tool or a method would help organizations
implement those. While ECCOLA is not based on any one set of
guidelines, the EU guidelines have heavily influenced it, and this
is something future studies on ECCOLA should tackle. So far, as
ECCOLA is still being iteratively developed further, we have not
yet conducted such a study, focusing instead on improving the
method before looking to further confirm its usefulness past what
we have presented here.

Currently, ECCOLA provides a starting point for implementing
ethics in AI. Based on our lessons learned thus far, we argue
that ECCOLA facilitates the implementation of AI ethics in two
confirmable ways: (1) ECCOLA raises awareness of AI ethics. It
makes its users aware of various ethical issues and facilitates
ethical discussion within the team. This could be seen on the
notes made on the cards we collected from the users of ECCOLA
during the different stages of its development, as well as in the
discussions and interviews we had with its users. (2) ECCOLA
produces transparency of systems development. In utilizing the
method, a project team produces documentation of their ethical
decision-making by means of e.g., making notes on the note-
making space in the cards and non-functional requirements in
the product backlog. This could be seen in the notes made on the
ECCOLA cards we analyzed while developing ECCOLA.

Transparency is one key issue in AI systems, both in terms of
systems and in terms of systems development (Dignum, 2017).
These documents, as we have done while testing the method, can
also be analyzed to understand how the method was used, aside
from seeking to understand the reasoning behind the ethical deci-
sions made during development. Using ECCOLA produces a paper
trail of decisions and choices as notes on the cards, alongside
other types of written documents such as meeting notes.

So far, we have not utilized control groups while developing
ECCOLA, focusing instead on improving the method before aiming
to further quantify its effectiveness. We cannot thus argue, based
on our data on ECCOLA so far, that ECCOLA would have increased
ethical consideration over a baseline of no ethical tool being uti-
lized. On the other hand, we did study the use of the RESOLVEDD
strategy in a past paper, which we also briefly discussed here due
to its relevance in motivating the development of ECCOLA, and
argued that the presence of an ethical tool in general seems to
increase ethical consideration (in a student setting). Moreover,
out on the field, the baseline largely seems to be that ethical
aspects are currently ignored (Vakkuri et al., 2020; Vakkuri et al.,
2020). With these studies in mind, we consider it likely that
ECCOLA does increase ethical consideration over a baseline of no
tool being utilized. However, the effects of ECCOLA on ethical
consideration should be further looked into in future studies.
This could be done by e.g. studying whether ECCOLA helps fulfill
the requirements of one particular set of guidelines, as we have
discussed above.

Compared to a baseline where no ethical methods are used,
ECCOLA can thus already be argued to increase ethical consider-
ation during development based on this data. This was also the
case when we studied student teams using the RESOLVEDD strat-
egy in an existing paper: it increased ethical consideration over

the baseline of no ethical tool being used (Vakkuri and Kemell,



V. Vakkuri, K.-K. Kemell, M. Jantunen et al. The Journal of Systems & Software 182 (2021) 111067

T
P

l
e
o
h
a
t
t
i
c
i

c
p
m
a
o
f
p
B
c
t
o
s
i
w

m
u
e
e
e
E
r

f
c
C
c
o
t
l
a
b
t
A

d
a
r
t
c

able 4
articipant companies.
Company Stage Company description ECCOLA users

Company A 5&6 small (<30 employees) SW company focusing in Maritime logistic 1 Project owner 2 developers
Company B 5&6 Micro (<10 employees) SW company focusing in data-driven solutions 1 Project owner, 2 developers, 2 consultants
Company C 6 Medium Multinational (>250 employees) SW consulting company 1 Project owner, 2 developers
2019) in a student setting. Out on the field, the baseline largely
seems to be that ethical aspects are currently ignored (Vakkuri
et al., 2020; Vakkuri et al., 2020). However, the effects of ECCOLA
on ethical consideration should be further looked into in future
studies. This could be done by e.g. studying whether ECCOLA
helps fulfill the requirements of one particular set of guidelines,
as we have discussed above.

The second goal has been based on the method-agnostic phi-
osophy of the Essence Theory of Software Engineering (Jacobson
t al., 2012). Industry organizations use a wide variety of meth-
ds, from out-of-the-box ones to, more commonly, tailored in-
ouse ones (Ghanbari, 2017). ECCOLA is not intended to replace
ny of these. Rather, ECCOLA is a modular tool that can be added
o existing methods and used in conjunction with them, lessening
he barrier to its adoption. Though ECCOLA is still being studied
n industry settings and we are still collecting data from these
ases, so far none of the companies have discussed any issues
ncorporating ECCOLA into their existing ways-of-working.

This, in turn, leads us to the third goal. As agile development is
urrently the trend, ECCOLA has been designed to be an iterative
rocess from the get-go. However, during its iterative develop-
ent, we noticed that a strict iterative process was not a suitable
pproach due to being too heavy. The users of the method opted
ut of adhering to the process and used the cards in a modular
ashion despite the instructions asking them to repeat the full
rocess every time. Now, ECCOLA is a modular tool by design.
eing a card deck, this means that its users are able to select the
ards they feel are relevant for each of their iterations, as opposed
o having to go through the same process every time. Based on
ur data, the users of the method prefer this approach, and it
eems to work in Agile development as the companies utilizing
t are all Agile and have had no issue incorporating it into their
ay-of-working.
On the other hand, we do not know whether this is detri-

ental from the point of view of implementing ethics. Do the
sers of the tool make informed decisions about which cards to
xclude? Would advising them to go through a full process (or
.g. all the cards in each iteration in this case) result in more
thical consideration? However, as this is a question of whether
CCOLA helps implement ethics (and to what extent), this is more
elated to the first goal discussed above.

In designing ECCOLA, we have also turned to VSD (Section 2.3)
or some inspiration. First, as already mentioned, we have also
hosen a gamified approach in the form of a card deck for EC-
OLA. Secondly, both VSD and ECCOLA are iterative methods that
an be used in conjunction with SE methods. Thirdly, both meth-
ds take on a proactive perspective to ethical consideration in
he design or development process. Fourthly, there is some over-
ap in ethical themes in the methods (e.g., privacy, stakeholder
nalysis, etc.). On the other hand, they differ in their theoretical
ackgrounds (SE vs. IS), how ECCOLA is far more focused on
he perspective of SE and developers, and how ECCOLA is an
I/S-specific method as opposed to a general design method.
Overall, ECCOLA is intended to become a part of the agile

evelopment process in general. Ethics should not be merely
n afterthought. Ethics should be another set of non-functional
equirements, as well as a part of the user stories for the sys-
em. ECCOLA is a tool for developers and product owners. Ethics

annot be outsourced, nor can ethics be implemented by hiring

13
an ethics expert (Vakkuri et al., 2020). AI ethics should be in the
requirements, formulated in a manner also understood by the
developers working on the system.

As governments and policy-makers have already begun to reg-
ulate AI systems in various ways (e.g., bans on facial recognition
for surveillance purposes,7 this trend is likely to only acceler-
ate. With more and more regulations imposed on AI systems,
organizations will need to tackle various AI ethics issues while
developing their systems. This will consequently result in an
increasing demand for methods in the area. While this will also
inevitably result in the birth of various new methods, developed
by companies, scholars, and standardization organizations alike
in the future, for the time being ECCOLA can serve as one initial
option where there currently are next to none. For the time being,
only some commercial methods have already been proposed for
AI ethics (e.g.,8 ,9).

7. Threats to validity

In this section, we discuss the limitations of the study through
validity threats. These threats are split into four categories as fol-
lows: reliability, construct validity, internal validity and external
validity.

7.1. Reliability

First, reliability. The research approach chosen here, action
research, on its own already presents threats to reliability. As the
research approach influences the research target (organization),
changing it and producing unreliability, it is not possible for
subsequent studies to carry out the same study in the same
context.

We have had separate plans for data collection in each stage.
The types of data collected are detailed in Table 3. Most of the
data used to develop ECCOLA has either been user notes on
ECCOLA cards or unstructured interview data. However, in the
later stages while working with companies, we have collected
increasing amounts of informal discussion data as e.g. meeting
notes.

While collecting data, we have mostly kept our distance as
researchers, maintaining a distinct role and doing our best to only
collect data while avoiding advising or leading the participants
on into any direction. However, in the workshops, academic and
company ones, we have occasionally involved ourselves in the
group work as facilitators while trying to not provide any answers
to the workshop participants. In analyzing our data, we have
had multiple researchers (two or three) involved in the analysis
process in an attempt to limit researcher error and bias.

Additionally, in action research, an audit trail is recommended
by some authors. We would highlight our past publications in
the area as one type of audit trail in this regard. We published
our results from testing the RESOLVEDD method in the context
of AI ethics (Vakkuri et al., 2019), we published an earlier version
of ECCOLA in another paper (Vakkuri et al., 2020), and we have
studied the gap in the area in existing studies (e.g. Vakkuri et al.
(2020) among others).

7 https://www.bbc.com/news/technology-51148501.
8 https://www.ideo.com/post/ai-ethics-collaborative-activities-for-designers.
9 https://www.33a.ai/ethics.

https://www.bbc.com/news/technology-51148501
https://www.ideo.com/post/ai-ethics-collaborative-activities-for-designers
https://www.33a.ai/ethics
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.2. Construct validity

The construct validity of this study has three primary threats
s we see them: 1) the research strategy, 2) the construct of
ethod, and 3) the construct of ethics. Cyclical action research

s a typical SE research approach. Additionally, in designing our
esearch strategy, we have utilized existing studies that have
roposed methods in SE in designing our strategy in more detail
e.g. Fagerholm et al. (2017)). In terms of data collection and use,
e looked at another study that has proposed an Agile method

n the past (Abrahamsson et al., 2004). We have described our
esearch strategy in detail in Section 4.

As mentioned in the background section, ethics and values can
ean different things to different individuals (Friedman et al.,
013), and different cultures may have different ethical theories.
o tackle this potential threat to validity, ECCOLA tries to be
gnostic in terms of ethical theories and the definition of ethics.
CCOLA presents potential issues that should be tackled, but
eaves it up to the users of the tool to decide on how to tackle
hem. It asks questions but does not provide the answers directly.
dmitted, values such as privacy are not equally important to
veryone, and as such ECCOLA does take on a stand to some
xtent in terms of which AI principles it includes. However, these
rinciples are grounded in existing research and white and gray
iterature in the area.

Another threat to construct validity is related to the construct
f method. Methods in SE describe ways of working. They consist
f techniques (IS) (Tolvanen, 1998) or practices (SE) (Jacobson
t al., 2012) which together describe how work should be carried
ut by an organization. Past studies have argued that devel-
pers prefer simple and practical methods, if they use any at
ll (Abrahamsson and Iivari, 2002). Moreover, organizations tend
o tailor methods into in-house ones better suited for their spe-
ific context (Ghanbari, 2017), which is also something Essence
ncourages (Jacobson et al., 2012). To make ECCOLA desirable to
he industry, we have 1) made it modular to let organizations
ailor it, 2) designed it to be used on conjunction with existing
E methods, and 3) to make it more practical. The industry-as-
-lab approach (Potts, 1993) we have used in the later stages
f ECCOLA’s development is intended to ensure that ECCOLA is
ractical.

.3. Internal threats to validity

The main threat to internal validity so far is that we cannot
scertain that ECCOLA produces ethical AI systems, and thus we
o not claim that it does. This is not only a challenge in the data
e have utilized, but also on a more general level: there are,
s far as we know, no benchmarks or measures for ethical AI.
n the other hand, we have argued that ECCOLA helps imple-
ent AI ethics and produces more ethical consideration during
evelopment, compared to a situation where no ethical method
s used. Our data indicates that using ECCOLA results in ethical
onsideration. However, what actions are taken as a result of the
thical consideration is ultimately up to the developers and the
rganizations.
The wide variety of data we have utilized here presents both

nternal and external (discussed next) threats to validity, having
een collected from different contexts and using different data
ollection methods. Most of the data we now have on ECCOLA
as been collected after influencing the subjects in some way (as
pposed to having both before and after data). We wanted to
void asking questions beforehand so as to not direct the subjects
nto any particular line of thinking in relation to AI ethics. Instead,
e wanted to have our subjects work as usual while additionally
tilizing ECCOLA to be able to see how they use the tool. This has,
14
however, made it difficult to measure any changes in attitudes in
the subjects, or any other such changes that could be measured
based on data collected both before and after utilizing ECCOLA.
To this end, wanting to primarily focus on improving the method
based on user experiences, we have not utilized control groups in
the earlier stages to further ascertain its impacts.

Aside from what we can say based on our data on the use
of ECCOLA, we would also again highlight other ethical tools
discussed earlier in this paper, namely the RESOLVEDD strat-
egy (Pfeiffer and Forsberg, 1993) and the Tripartite Method and
the associated Envisioning Cards (discussed in Section 2.3). In
designing ECCOLA, we have studied these existing approaches
for involving ethics in broader business and development con-
texts, which have been argued to increase ethical consideration,
and adopted similar elements as a part of ECCOLA. We would
argue that ECCOLA, being founded on these approaches, should
have retained some of their effectiveness in increasing ethical
consideration when used.

7.4. External threats to validity

As we have utilized a wide variety of data while working on
ECCOLA (data from students, companies, conference workshops,
and interviews, notes, observation, etc.), these different data col-
lection and analysis approaches present an equally wide variety
of potential threats. We have, especially early on, utilized student
data from classroom settings. We felt that having students utilize
the method in its early stages would still provide us with data
on, e.g., whether the AI ethics principles in the method were un-
derstandable and whether the process suggested by the method
made sense. This let us make even large changes to the method
without inconveniencing any industry organization using it, as it
was still confined to a student setting. We had a large number of
students use the method, giving us ample data to work with early
on. However, in this case, the student setting is quite different
from an industrial one (e.g. in a student project, the shortcomings
of an immature ECCOLA would not result in a project manager
getting into trouble).

On the other hand, when working with companies, we have
thus far relied on a low number of cases, e.g. 1–3 case projects
at a time. Moving forward, we wish to widen the industrial
testing (and use) of ECCOLA, but while developing the method,
we wanted to get more in-depth feedback from fewer cases to
improve the method while working in closer cooperation with the
involved parties. This presents a threat to validity as data from a
low number of companies makes it less generalizable. We would
turn to Eisenhardt (1989) who argues that for novel research
areas (in case study research), such a low number of cases can be
an acceptable number. While Eisenhardt speaks of case studies
in particular, the issue of generalizability is still present in other
research approaches as well. Empirical studies in AI ethics are
currently few in number, and there seems to be a gap in the
area (Vakkuri et al., 2020). In particular, studies on methods such
as ECCOLA in the area hardly exist. In this light, we would argue
that even a few cases is better than none in moving forward in
this novel research area.

8. Conclusions

In this paper, we have presented a method for implement-
ing AI ethics: ECCOLA. It is an approach intended to make AI
ethics more practical for developers and organizations. Whereas
guidelines can seem abstract to developers, methods are a typ-
ical approach to software engineering. To this end, ECCOLA is
intended to help organizations develop more ethical AI systems
by making AI ethics issues a part of the development process.
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The method takes on the form of a card deck, as we discussed
n more detail in Section 3. These cards from a modular method
hich can be tailored according to the use context. For example,
ne sprint may only feature a handful of cards. The method
upports iterative development and can be used in conjunction
ith existing SE methods. Indeed, ECCOLA is not a novel approach
o SE but a tool for better involving AI ethics into the development
rocess, to be used with existing methods.
ECCOLA has been developed iteratively using the Cyclical Ac-

ion Research approach (Susman and Evered, 1978) and contin-
ous experimentation (Mikkonen et al., 2018). During its devel-
pment thus far, we have gone through a number of stages,
iscussed in Sections 4 and 5. In each stage, we have collected
ata, with a focus on empirical data on the use of ECCOLA. In
he process, we utilized both student data and project data from
ndustry projects, as well as feedback from academic workshops.
hough ECCOLA is still being developed further, we have reached
state of maturity where we wish to share the method with the
cientific community, as well as the industry.
The use of ECCOLA in practice is discussed in Section 3.1

f this paper. The materials for using the method (cards, in-
tructions) can be downloaded from (https://doi.org/10.6084/m9.
igshare.12136308).
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