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Abstract
Industry 4.0 and highly automated critical infrastructure can be seen as cyber‐physical‐
social systems controlled by the Collective Intelligence. Such systems are essential for the
functioning of the society and economy. On one hand, they have flexible infrastructure of
heterogeneous systems and assets. On the other hand, they are social systems, which
include collaborating humans and artificial decision makers. Such (human plus machine)
resources must be pre‐trained to perform their mission with high efficiency. Both human
and machine learning approaches must be bridged to enable such training. The impor-
tance of these systems requires the anticipation of the potential and previously unknown
worst‐case scenarios during training. In this paper, we provide an adversarial training
framework for the collective intelligence. We show how cognitive capabilities can be
copied (“cloned”) from humans and trained as a (responsible) collective intelligence. We
made some modifications to the Generative Adversarial Networks architectures and
adapted them for the cloning and training tasks. We modified the Discriminator
component to a so‐called “Turing Discriminator”, which includes one or several human
and artificial discriminators working together. We also discussed the concept of cellular
intelligence, where a person can act and collaborate in a group together with their own
cognitive clones.

1 | INTRODUCTION

Many areas of the human life are becoming more and more
affected by the artificial intelligence (AI). The benefits of the
AI in solving the actual applied problems are undeniable. For
example, expert systems can help in providing efficient deci-
sion‐making services based on the formalised explicit human
expertise; computational intelligence enables automated
learning of implicit expertise hidden within data or experi-
mental observations; autonomous smart devices can help in
exploration (directly on the spot) of environments harmful to
human's health or life, and so on. AI can even replace analysts
and managers. Intuition, experience, and manual labour can no
longer cope with processing a large flow of information. That
is why businesses are currently optimising their work with the
help of various AI tools.

AI is also a driver of a popular digital transformation trend
of the modern industry. Current COVID‐19 crisis, surprisingly,
played the role of a catalyst for the evolution of the AI
component in digital transformation. According to [1], the
importance of the smart online services and corresponding
(new) customer experience is now as high as never before
because of worldwide lockdown. This will drive the focus of
the future investments to the new technologies.

For the modern AI systems, training is the major need,
which humans can address at the current stage of the AI
evolution. In the human world, this need is covered by edu-
cation. We argue that (deep) learning for a machine is a dy-
namic, evolutionary process, very similar to a traditional higher
education, however, with some new challenges and features. It
facilitates comprehensive acquisition of different skills at all the
major cognitive levels, leveraging on the collaboration in
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creative, dynamically changing ecosystems, similar to those
built around the universities. The most powerful weapon in the
IT business today is the alliance between the AI, or analytical
skills of self‐learning machines, and the imaginative human
intellect of great leaders. Together they make collective
intelligence (CI), which is the major business model of the
future [2].

This study is an extended version of an article presented at
the International Conference on Industry 4.0 and Smart
Manufacturing (ISM 2019) [3]. The main research questions
this article addresses are (1) what is the added value of the CI
concept if applied to secure digital transformation of various
business processes in the industry; (2) how to design digital
cognitive clones of a human CI to automate business pro-
cesses; and (3) what kind of machine learning (ML) architec-
tures could be appropriate for such cloning.

The rest of the article is organised as follows: Section 2
discusses the role of the CI within the digital transformation;
Section 3 provides basic approaches and architectures for
cloning human intelligence and training the CI; Section 4
describes the use of cloning for cellular CI (human + digital
assistants); and the study is concluded in Section 5.

2 | COLLECTIVE INTELLIGENCE AS A
DRIVER OF DIGITAL TRANSFORMATION

Development of technologies influences the way companies
are doing their businesses [4]. Authors in [5] explain why and
how the digital transformation and Industry 4.0 can change
numerous business models and organisations.

We believe that AI in general is the main enabler for
digital transformation of a variety of processes within the
Industry 4.0. However, the role of humans capable of using
AI smartly within these processes remains an important
success factor. In [6], Vial defined digital transformation as a
process that aims to ‘improve an entity by triggering signif-
icant changes to its properties through combinations of in-
formation, computing, communication, and connectivity
technologies’. The definition is not organisation‐centric and
refers to the broader term ‘entity’. We would like to focus on
a human (an employee, a specialist, a professional, and also a
customer) as an entity (a subject) of digital transformation.
Therefore, we study the concept of collective (collaborative)
intelligence (CI) as a (human + autonomous AI) collaborative
resource in managing complex business processes. It will be a
compromise between the bottom‐up statistical AI approaches
(computational intelligence, deep learning, etc.) and top‐down
symbolic AI approaches driven by explicit human knowledge
and decision‐making (including intellectual clones of
humans). We need a kind of responsible artificial intelligence
(RAI) as a compromised (academy–industry) solution
framework or such a layer of the CI, which will be trusted
and adopted in various business ecosystems as well as pre-
serve a human‐centric nature of everyday business processes.
The compromise will be the meeting point of the two
mutually oriented processes: (1) ongoing AI‐like digital

transformation of humans and human‐centric infrastructure
(H2AI) and (2) emerging human‐like transformation of the
AI itself and AI‐driven smart autonomous industrial and
business infrastructure (AI2H). RAI must be (a) explainable
(XCI: explainable CI—the results of the CI solutions can be
understood both by human and artificial ‘experts’) plus
(b) operational (OCI: operational CI—bridging the gap
between the CI research, promises, and expectations, and the
reality needs, challenges, and problems). On one hand, RAI
must be capable of benefiting from the ML techniques
(adversarial, supervised, unsupervised, semi‐supervised, rein-
forcement, deep learning, etc.) for capturing the behaviour,
knowledge, and decision‐making models of humans (end‐
users, customers, experts, managers, etc.). On the other hand,
based on the autonomous agents’ technology, it enables
creation of digital (cognitive) clones and embedding them
into a simulated or real business environment for playing a
similar role to their original human‐twins. In such cases,
humans will share their existing responsibilities and capabil-
ities with their digital clones, and vice versa.

One can see the generic schema of the typical inter-
connected business processes, digitalisation of which can
benefit from the CI as a managing component (see Figure 1).

According to its managing role in the process, CI is a
digital innovation that would provide digital transformation of
the organisational infrastructure [7].

Assume we have some complex industrial system (system
of systems) and the overall goal is to upgrade this system by
applying an AI‐driven digitalisation meaning smart digital
transformation of business processes within the system. We
will focus on several major aspects of such digitalisation where
the CI is assumed to be the key component:

1. Smart data collection. This component may work similarly
to an ‘autonomic nervous system’ of a human. The main
issues here are how to identify the need vs. availability of the
data and its location; how to assure the quality and integrity
of the collected data during the real‐time data collection
process; how to recognise and proactively neutralise the
factors (both internal and external) which negatively affect
the quality of the data; how to prepare the data for the
potential ML process over it; how to address the issue of
data privacy and anonymisation.

2. Smart data integration and representation. This compo-
nent is responsible for structuring and integrating the data
together with metadata and available knowledge to enable
seamless integration and interoperability of various
subsystems, tools, and algorithms working with this data.
The main issues here are what would be a suitable
ontology as an umbrella on top of many diverse data
sources, data types, and formats; how to apply semantic
technologies and enable linked data; how to enable smart
query engine for various applications (e.g. SPARQL
endpoint); how to prepare such semantic data storage
infrastructure (semantic ‘data lake’) to efficiently store the
knowledge, which will be discovered by the AI‐driven
analytics.
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3. Machine learning. This component is responsible for
discovering implicit knowledge (models) on the basis of
data using a variety of AI/ML techniques and for a variety
of potential intelligent tasks (control, decision‐making,
prediction, diagnostics, etc.). Consider, for instance, the
sales and demand forecast problem, which has highly sig-
nificant for many businesses, as the impact of its accuracy
can be dramatic. Currently it is a visible trend towards
shifting from traditional sales forecast approaches (human‐
expert‐driven survey and statistical methods) to the use of
AI/ML‐driven predictive analytics, which combines, for
example, deep regression analysis with recurrent (LSTM)
neural networks. CI enables additional opportunities for
smart forecasting: (a) merging predictive analytics with the
context discovery; (b) combining the ‘black‐box’ deep
learning methods with the top‐down explainable AI; (c)
utilising the concepts of ‘digital customer’ and ‘digital
competitor’ to apply autonomous AI and ‘cognitive cloning’
algorithms for making predictions on the basis of simula-
tion, proactive analytics, adversarial and reinforcement
learning approaches.

4. Smart decision‐support. This component may work simi-
larly to a central nervous system of a human. It will use the
trained models to automate the decision‐making process on
the basis of available information. It will be capable of
making a variety of control decisions; evaluating/classi-
fying/recognising various inputs; diagnosing the assets;
making predictions regarding the potential issues (e.g. faults
or breaks), regarding evolution of external factors, or
regarding the behaviour of the customers.

5. Smart process automation and customer experience using
autonomic computing. This component will benefit from
using autonomous and self‐managed software agents,

proactive digital twins, digital clones, digital assistants,
digital advisors, and so on, and will be capable of (partially
or completely) automating certain critical business pro-
cesses. Important aspect of this component would be the
essential breakthrough within the customer experience if
the ‘digital customer’ approach is applied.

6. Collective intelligence platform. This is the main compo-
nent and our main objective. It is an enabler of smart digital
transformation for the variety of industrial and business
processes within a data/knowledge management cycle. It
provides autonomous AI support for the processes to
enable (like in the Industry 4.0) self‐management (self‐
configuration, self‐optimisation, self‐protection, self‐heal-
ing, etc.) of critical industrial systems and assets. The spe-
cific of the CI platform is that it finds the best compromise
between completely autonomous and human‐driven pro-
cesses by enabling collective/collaborative intelligence. The
systems under the CI platform surveillance are expected to
be more efficient, robust, fault‐tolerant, and resilient.

The CI platform opens the opportunity of creating an
innovative type of businesses, which will enable, support, and
facilitate selling and buying digital proxy/advisors/assistants/
twins/clones, etc.; technologies for their design and training;
licenses and patents for their use; digital spaces (platforms) for
their execution and coordination support; models for the
efficient human–AI collaboration; practical implementation of
the collaborative‐intelligence‐driven business processes for a
variety of industries worldwide, and so on. We believe that
there is no other than the CI way to proceed because the gap
between the challenging and evolving environment and the
capabilities of the human processes as such is continuously
growing. To keep and improve the quality of industrial

F I GURE 1 Digitalisation of industrial processes
managed by collective intelligence
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processes and efficiency of human activity within them, one
needs the next generation of artificial, autonomous, and smart
labour force that must be naturally integrated into the existing
processes. Taking into account that the recent status of AI
science, solutions and tools make it possible to design such
autonomous enhancement (and not at all replacement!) for
humans, we must explore this opportunity and make radical
changes to the quality of life for all humans.

3 | BRIDGING THE GAP BETWEEN
HUMAN AND ‘AI’ Learning

The need for training the autonomous AI systems in the same
way as humans (in addition to traditional ML) was recently
discussed in [8]. The authors suggested the never‐ending
learning paradigm for the ML, according to which the intelli-
gent agents will learn and generalise many types of knowledge,
continuously over many years to become better learners over
time.

According to the Asilomar Principles [9] signed by the
majority of leading AI scientists, the goal of the AI research
should be to create beneficial intelligence but not undirected
intelligence and, therefore, the AI systems are designed to
recursively self‐improve or self‐replicate under strict human
control.

While admiring the computer simulations for the experi-
ence, it provides for the human learners, [10] also points out
their drawback in a lack of pedagogical ability that appears in
the absence of a feedback. They consider the intelligent
tutoring system (ITS) as a solution that addresses the peda-
gogical issues, since it is supposed to provide hints, guidance,
and feedback.

The ITS is a long‐standing concept, its history begins from
the first teaching machines in the mid‐1920s [11]. The synergy
of the ITS and education came up with different (from ones
presented here) approaches including the learning by teaching
approach that is based on teachable agents, for example, Betty's
Brain [12]. The biggest advantage of ITS is reducing
dependencies on human resources.

Nevertheless, all existing researches on the ITS had a focus
on how to teach humans with the ITS (pedagogical issues) and
how to represent knowledge within the ITS (AI issues).
Whereas our research is focused on how to train (teach) a
digital learning assistant based on neural network as an
autonomous artificial cognitive system within the concept of
the University for Everything [13]. Thus, it is a shift from the
traditional ITS concept that serves humans to the University
for Everything that is able to teach neural networks among
others.

It is still an open problem, how to encode the knowledge
into the software [10], since it is a significantly resource‐
consuming task while developing an ITS instance. Our
approach with the application of adversarial training of neural
networks may contribute to this problem.

3.1 | Collective intelligence in decision‐
making process in Industry 4.0

In previous research, we introduced briefly the concept of the
collaborative intelligence and the University of the Future, as
well as the concept of digital clone, which will benefit in
creation of digital learning assistants [3]. The concept of ‘digital
twins or clones’ was first introduced in 2003 [14].

The authors of [15] proposed 5C architecture of a cyber–
physical system (CPS), that is, connection, conversion, cyber,
cognition, and configure, the third layer of which is ‘cyber’, and
the concepts of digital twins and clones belong to it. CPS is a
key technological concept of the Industry 4.0 [16]. However,
the key role of CI comes from the definition of the Industry
4.0 as a ‘trend related to smart factories, which are cyber‐
physical spaces populated and controlled by the CI for the
autonomous and highly flexible manufacturing purposes’ [17].

An extensive literature analysis in [18] revealed that
currently digital clones are mostly utilised in terms of smart
manufacturing, production equipment maintenance and opti-
misation, rather than as twins of the product itself, which could
be useful during the whole product lifecycle (also after the
production). The authors of [19] describe the approach to
creating a smart digital clone of a manufacturing process
enhanced with AI technologies aimed at integrating the digital
twin of the product itself and a twin of the product's devel-
opment process. In [20], the authors describe the application of
digital clones as a service provider in the manufacturing
industry. Such an application would help to shift the current
3.0 digitised factory to a 4.0 smart factory.

As spotted in [21], the dynamic Industry 4.0 environments
are full of uncertainties, complexities, and ambiguities, and,
therefore, they demand faster and more confident decisions.
However, as the authors of [21] have noticed, there is still no
survey study that would show how to support decision‐making
in organisations in the context of the Industry 4.0. In this
study, we suggest the CI as a powerful decision‐making tool to
manage complexity and uncertainty within the Industry 4.0
processes.

The authors in [22] consider the Industry 4.0 as a socio‐
technical system that has an impact on people, infrastructure,
technology, processes, culture, and goals. We suggest expand-
ing the social aspect of such an integrated ecosystem also with
the smart autonomous AI and particularly with the CI.

This study tries to bridge the gap between human and AI
learning addressing human–machine co‐working that is inevi-
table for the knowledge management in Industry 4.0 [23].
Small and medium businesses lack affordable solutions to
benefit from the Industry 4.0 technologies. A recent research
based on literature review has discussed this problem and
proposed research framework, where CI plays the crucial role
in the decision‐making process [24].

In this study, we focus more on technical description of the
architecture for digital cloning utilising Generative Adversarial
Networks (GAN) in terms of business processes.

4 - TERZIYAN ET AL.



3.2 | Adversarial training of the collective
intelligence

To perform its mission in challenging and constantly changing
environments, the CI cannot be hardcoded; it must be trained
[3]. It would be naïve to assume that we could anticipate all the
future challenges that the CImight potentially face and adapt the
training process and learning content accordingly. Therefore, to
make the training efficient with limited resources, we have to
train the CI in an ‘aggressive’ (adversarial) environment.

Hence, we suggest using adversarial learning as a popular
ML technique and, in particular, the concept and architecture
of the GAN. During such training, an artificial adversary dis-
covers the learning gaps within the target component skills
such as fuzzy unreliable decision boundaries, weak spots or
‘grey zones’ within the training data [25]. It then attacks the
target component accordingly forcing it to learn faster to
adapt. Another advantage of adversarial training is that it
enables ‘cognitive cloning’ of humans to design artificial CI
teams for various processes, for example, Industry 4.0 [17].

GAN is a kind of game model of the two competing neural
networks, a generator and a discriminator. These two com-
ponents come together in the network and work as adversaries,
pushing the performance of one another. Adversarial learning
in general and GAN in particular has recently become a
popular type of deep learning algorithms producing realistically
looking images [26].

Discriminator gets samples from two sources: the real
world and the fake generator. It then trains to distinguish be-
tween the fake and the real. Assume {x(1), …, x(m)} is a sample
minibatch of real samples with probability distribution pdata(x).
Assume also {z(1), …, z(m)} is a sample minibatch of latent
vectors and corresponding fake samples generated by the
generator {G(z(1)), …, G(z(m))} with probability distribution
pz(z). Generator tries to generate samples from the scratch
(latent vector) aiming the same distribution as that of the real
samples. It trains to capture the real samples distribution and
therefore to fool the discriminator.

Discriminator loss (provided as a feedback for the update
of the discriminator) takes into account the own misclassifi-
cation error and therefore the generation success of the
generator as follows in (1):

LossðDÞ ¼
1
m

⋅
Xm

i¼1

log D
�
xðiÞ
�
þ log

�
1 −D

�
G
�
zðiÞ
���

ð1Þ

where D(x(i)) is discriminator output for the real data sample
x(i); D(G(z(i))) is discriminator output for the generated fake
data sample G(z(i)).

The first term within the sum operand of the loss function
above corresponds to the aim of optimising the probability
that the real data is rated highly. The second term corresponds
to optimising the probability that the generated data is rated
poorly.

Generator loss (provided as a feedback for the update of
the generator) takes into account the own generation error

(uncovered samples) and therefore the discrimination success
of the discriminator is as follows in (2):

LossðGÞ ¼
1
m

⋅
Xm

i¼1

log
�
1 −D

�
G
�
zðiÞ
���

ð2Þ

The term within the sum operand of this loss function
corresponds to the aim of optimising the probability that the
generated data is rated highly.

Taking into account that we consider the CI as a collab-
orative and hybrid (human plus machine) intelligence, we have
to update the basic GAN concept by finding the place for a
‘human’ component as well. For that purpose, we suggest the
new type of a discriminator—a ‘Turing discriminator’, which
will be considered as a kind of a ‘mixer’ for human and
machine intelligence.

We name the GAN architecture with such discriminator as
T‐GAN (see Figure 2). TD has very different semantics
comparably to a traditional discriminator. TD is actually a kind
of ‘CI’, which includes at least one ‘banner’ component
considered already trained, e.g. a ‘human’ (H) and at least one
traditional learnable neural discriminator (D). The generator
(G), which plays against TD (H+D team) aims to generate
such samples that would maximise the difference between H
and D's reaction to those samples. Both H and D are differ-
entiating among inputs (i.e. ‘real’ or ‘fake’ for simple GAN).
The TD outputs the probability distribution between ‘match’
and ‘no match’ options of the H and D opinions, which is used
as a loss function to train both D and G. The D player within
TD tries to learn to synchronise its own opinions on the inputs
with the H's opinions. Such schema allows trained D to capture
the hidden discriminative logic of the ‘ideal’ H. Sometimes it is
possible to use ‘strong and trained artificial classifier’ AI–H
instead of H, and then D tries to learn to the level of such
AI–H.

If to compute a mismatch between H and D outputs
regarding some input q as it defined in (3):

ΔHDðqÞ ¼ |DðqÞ −HðqÞ|; ð3Þ

then the loss functions for training TD and G will be the ones
presented in (4) and (5), respectively:

LossðTDÞ ¼
1
m

⋅
Xm

i¼1

�
log ΔHD

�
xðiÞ
�

þ log ΔHD
�
G
�
zðiÞ
�� �

;

ð4Þ

LossðGÞ ¼
1
m

⋅
Xm

i¼1

�
log1 − ΔHD

�
xðiÞ
�

þlog 1 − ΔHD
�
G
�
zðiÞ
��

�

ð5Þ

GANs have been modified to enable not only the fake
detection capabilities of the discriminators but also generic
classification skills. For example, semi‐supervised GAN
(SGAN) [27] is such an extension of a generic GAN
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architecture towards a semi‐supervised context by forcing the
discriminator network to output class labels. Generator and
discriminator are trained on a dataset with inputs belonging to
one of N classes. Trained discriminator is assumed to predict,
which of N+1 classes the input belongs to, where an extra
‘fake’ class is added to correspond to the outputs of the
generator. This method appears to be capable of creating more
data‐efficient classifiers and at the same time it allows gener-
ating higher quality samples than a regular GAN. For instance,
[28] utilise SGAN as a semi‐supervised learning architecture to
address such problems as labelled data scarcity and data
domain overfitting. For cardiac abnormality classification in
chest X‐rays, they demonstrated that significantly less data is
required with SGANs than with conventional supervised
learning convolutional neural networks.

We can enhance the SGAN architecture with the TD the
same way we did for the traditional GAN. See Figure 3, where
appropriate T‐SGAN architecture is shown. This way we can
get the learning D component of the TD as a kind of ‘clone’ of
a human, and this clone will be capable of classifying the real
samples the same way as that particular human.

Variations of T‐GAN and T‐SGAN architectures may also
include a more generic version of the TD, in which several
‘humans’ and several trainable discriminators (or clones) can be
involved together. The basic architecture of such a ‘Turing
group discriminator’ (TgD) is shown in Figure 4. Such
discriminator includes N different non‐trainable ‘human’ (H)
components and the same number N of trainable discrimina-
tors (D) or potential ‘clones’ of corresponding Hs. Likewise
T‐SGAN, within such TgD, each individual discriminator Di is
trained to copy classification capability of the corresponding
‘human’ Hi so that (after training) the group of artificial‐CI
containing D1, D2,…, DN may replace human–CI containing

H1, H2,…, HN within some decision‐making process (e.g. in
Industry 4.0). To enable this, the ‘individual loss’ is applied to
each Di as a feedback for correctness of guessing the outcomes
from corresponding Hi. Special feature of this architecture
(Figure 4) is that, in addition to the capability of guessing an
individual outcome, each Di will be also trained to bias the
compromised decision. The ‘Compromise’ component of the
architecture collects outputs from each ‘human’ individual (H1,
H2,…, HN) and outputs the compromised (e.g. most
supported) class label. During training, the outputs of each
artificial discriminator Di are compared with the compromised
class label and the mismatch with yet another loss function
(‘compromise loss’) are used as a feedback for Di. Therefore,
due to the ‘individual loss’, the Di is trained to copy classifi-
cation skills of corresponding Hi, but at the same time, due to
the ‘compromise loss’, the Di is trained to find a compromise
with the others. Finally, after training, the artificial–CI group
D1, D2,…, DN will preserve the hidden individual decision‐
making logic of the human–CI group H1, H2,…, HN and may
not only simply replace it but also will be more mutually
tolerant in finding a compromise in decision‐making.

Classification is a type of decision‐making problem, which
involves a choice of an option (particular class label) from the
finite number of the available ones. Similarly, one can consider
someone's behaviour as a decision‐making problem, i.e.
choosing particular action from the available ones. This simi-
larity allows adapting and using our GANs modifications
(T‐GANs, T‐SGANS) not only for classification skills cloning
but also for more generic behaviour‐policies‐cloning. Loss
functions can be replaced with the award/punishment envi-
ronmental feedback like in the reinforcement learning. For
instance, the Inverse Reinforcement Learning (IRL) [29] idea
has some similarities with the architectures around our TD.

F I GURE 2 T‐GAN architecture, where
traditional GAN discriminator is replaced with the
‘Turing discriminator’

6 - TERZIYAN ET AL.



While ordinary reinforcement learning involves using rewards
and punishments to learn behaviour, in IRL the direction is
opposite, and an artificial agent observes a person's behaviour
to figure out what goal that behaviour seems to be trying to
achieve. In such learning, no reward function is given. Instead,
the reward function is computed (inferred) given an observed
behaviour from an intelligent target actor (e.g. an expert). The
idea is to mimic observed behaviour.

In terms of IRL, the TD enables addressing the following
problem. Given: (a) model of the reality (observable environ-
ment); (b) an observable target actor (e.g. a human) acting in
the environment, and which (the target) behaviour is a subject
of learning and cloning; (c) measurements of the data coming
as an input to the target actor (sensory inputs) and the data
coming as an output from the target actor (actuators’ outputs),
which are the measurements of a target (query–response)

F I GURE 3 T‐SGAN architecture, where an
artificial ‘clone’ component learns to classify real or
fake inputs the same way as a ‘human’

F I GURE 4 Architecture of a ‘Turing group
Discriminator’, which can be used as a complex
‘discriminator’ component in various GAN
architectures, particularly in T‐SGAN
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behaviour over time, under a variety of circumstances. The goal
of IRL process here would be to determine the reward
function that the target is optimising and to use this function
to reinforce the training of an artificial clone of the target.

As we have shown above, a TD (particularly TgD)
supports not only one‐to‐one (target‐clone) training but also
more generic group‐to‐group training. The latter training
option has some similarities with the multi‐agent IRL. See, e.g.,
how in [30] authors extended the concept of the IRL to be an
instrument for learning a group behaviour. They introduced
the problem so that the reward functions of multiple agents are
learned by observing their uncoordinated behaviour. After
that, an abstract controller learns to coordinate behaviour of
the group by optimising the weighted sum of the individual
reward functions.

We believe the new suggested architectures (T‐GAN,
T‐SGAN) and their TgD modification enable training
efficient, responsible (due to human‐like nature), and
collaborative (biased to the compromises) artificial CI for
a number of potential business processes within the
Industry 4.0.

4 | CELLULAR COLLECTIVE
INTELLIGENCE

What would be a reasonable size of a minimal CI team? In this
article, we assume a human‐centric nature of a CI meaning that
in each CI team the leading role must remain for the humans.
Therefore, the minimal CI team would include just one human
and several autonomous AI components. We name such a
team as a COIN ‘cell’; the human there would be a cell‐master;
and the artificial components of the cell would be personal
digital assistants of the cell‐master.

Each COIN cell is designed as follows: (a) the cognitive
clone of some human (potential cell‐master) is created. The
clone would contain the digital copy of the basic cognitive
skills of the cell‐master as pre‐trained neural network models
(see Section 3.2). The clone will be used as a basis for training
some additional skills on top as personal digital assistants
(transfer learning); (b) several digital personal assistants are
trained simultaneously and each of them is a clone of the cell‐
master enhanced with some new specific extra skill; (c) the
whole team (the master and the assistances) will be trained
together on an adversarial environment (Figure 4) to learn to
compromise while making decisions. As a result, the human
will have a team of assistants around, who, on one hand, inherit
the basic characteristics of the master and, on the other hand,
have some extra capabilities each and these proactive
capabilities are ready for a compromise decision‐making.

The digital learning assistant begins its lifecycle as a digital
clone of a given human and then develops itself on its own
obtaining new cognitive skills that the human desires but does
not possess, and, therefore, potentially enhancing (as a team
player with the well‐defined role) not only itself but also the
cell‐master. The assistant effectively addresses the challenges
of natural human limitations: lack of memory and time. It will

be always available to assist in decision‐making processes,
based on its own domain knowledge and its human counter-
part's personality.

Besides the help in decision‐making, the proposed digital
learning assistant as an autonomous artificial cognitive system
would track, analyse, and categorise relevant and useful con-
tent. As a result, it would keep up‐to‐date industry develop-
ment, fill its own knowledge gaps, get professional top‐level
skills, and reinforce skills.

As Figure 5 shows, these assistants are complementing the
human (shown as the central yellow cell) capacity, creating a
new entity: a human enforced with their digital assistants—
COIN cell. If you assume many persons have designed such
COIN cells for themselves and appropriate infrastructure is
available to support the intra‐cell and inter‐cell communication
(like an agent platform), then these cells can together take part
in very complex activities. Groups of collaborating cells we
name as cellular CI (Figure 5), which can be a great flexible
resource to enhance modern industry and various businesses.

It is important to mention that humans are constantly
training and updating their skills in other ways than the AI
does. How much synchronisation the training processes of
humans, clones, and assistants would require? One of our
studies [11] shows that there is a need for a common training
place, University for Everything where humans, their clones
and assistants will learn their complementary professional skills
synchronously as a team. Imagine a situation when a graduate
from such university, in addition to some certificate with list of
courses and grades, will also obtain the personal digital team
(completely trained COIN cell as an additional digital auton-
omous skillset) capable to help the graduate to perform his/
her further professional activity. The pilot for such a

F I GURE 5 Cellular collective intelligence
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‘university’ has been launched as an International Master
Program on Cognitive Computing and Collective Intelligence
[31] where we are supposed to combine traditional learning
with ML to enable students to train their own COIN cells
while learning themselves.

Security is an important concern for cellular CI as it
contains specific vulnerabilities for both human and AI com-
ponents. Especially critical would be protecting the training
process from various data poisoning and evasion attacks,
which are the major threats for the AI today. In [32], these
attacks and their potential impact to critical Industry 4.0
infrastructure were discussed together with appropriate
protection (e.g., artificial immune system).

5 | TESTING CLONED COLLECTIVE
INTELLIGENCE IN ACTUAL SCENARIOS

The technology for cloning CI has been tested in three actual
scenarios from private and public sectors: (1) for secure
supply‐chain and logistics within a real laboratory; (2) as a
component of a middleware for the internet of things; and
(3) for collaborative work management at the academic portal.

Within the first scenario, cloning experiments were
performed and are ongoing in the framework of the NATO
SPS project ‘Cyber‐Defence for Intelligent Systems’ (http://
recode.bg/natog5511) in the real logistics laboratory envi-
ronment, where various kinds of adversarial attacks are
generated to challenge the supervisory CI‐driven AI systems
[32]. We applied there special innovative GAN architecture
presented in this article where an artificial adversary gener-
ates continuously evolving situations aiming to destroy the
coordination among different players (by confusing the
automated autonomous smart entities), who are taking care
of secure logistics, supply chain, and delivery. Trained CI
groups [33] are capable of coordinating their activities in
adversarial situations and respond proactively to the new
threats.

Within the second scenario, we extended the capabilities of
UBIWARE, which is a middleware for the internet of things
[34]. The middleware is based on the proactive digital twins of
various industrial objects and processes [35,36]. Now, after we
added the group cognitive cloning technology, described in this
article as a feature of UBIWARE, the middleware become
capable of coordinating groups of people with their digital
cognitive clones and digital twins of smart industrial devices
within the Industry 4.0 processes.

Within the third scenario, the group cloning experiments
have been performed at the TRUST‐Portal [37], which is an
academic digital space for collaborative work of the humans
and their digital clones [38]. Group cloning techniques
presented in this article enabled automation of the
collaborative cognitive work at the Portal (collaborative
decision‐making, co‐supervision, collaborative recruitment,
assessment, design, etc.) as well as managing compromises
between individual and collective choices in various aca-
demic processes.

6 | CONCLUSIONS

In his recent masterpiece [39], Harari (the author of famous
‘Sapiens’ and ‘Homo Deus’) noted that it was a groupthink that
allowed us (sapiens) to become the masters of the planet.
Human views are largely shaped by collective mind (conscience
and intelligence), and not by the individual rationality. It is just
because of the ability for group and compromises, and this
ability allows the humanity to surpass all other living species in
its success [40]. Group decision‐making is especially important
in dynamic, uncertain, and contradictory situations, which are
often taking place in the modern industry.

AI is used to automate many processes enabling step‐
by‐step digital transformation of industrial processes towards
the demands of the Industry 4.0. Autonomous (software)
robots are capable of automating many of the decision‐mak-
ing processes. However, there is still the lack of solution on
how to automate and enable that compromised coordination
effect (‘groupthink’) as a special way of collaborative decision‐
making. If in [3] we have shown how to model the CI by
training (using adversarial ML) digital cognitive clone for each
of the individuals separately, in this article, we present a novel
model of how to design and train the digital cognitive clones
of the groups capable of the groupthink. We train the group
clone as a compromise: on one hand, keeping as much as
possible of the human individual features (donors of the
individual digital clones) and, on the other hand, we train the
capability of each group member to find reasonable
compromises in making reasonable group decision from the
individual expert opinions. We have also studied how to put
trained (by adversarial ML) individual decision models (neural
networks) into the shell of autonomous agents making these
models proactive digital replica of humans; and we have
developed a framework (cellular CI) for the enabling envi-
ronment for the interaction and coordination of such smart
personal digital assistants.

In this article, we significantly expand [3] addressing the
concept of CI, also from the business point of view, meaning
that CI is also a driver for digital transformation and is capable
of managing complex business processes. In addition, we
introduced the concept of RAI, which enables the creation of
digital clones for simulated or real business environments. This
framework has a chance to become trusted and adopted in
various digitalised business ecosystems, and at the same time it
will preserve the human‐centric nature of the processes.

We also explain how to ‘inject’ the digitalised human in-
telligence (in the form of ‘cognitive clones’ of humans) into
automated business processes and how to train such clones in
artificial adversarial environments. We focused on several
major aspects of such digitalisation where the CI is the key
component including Smart Data Collection, Smart Data
Integration and Representation, Machine Learning, Smart
Decision‐Support, Smart Process Automation and Customer
Experience and Collective Intelligence Platform.

We suggested new architectures for GAN, which can help
with individual and group cloning with the capability to find
reasonable compromises in the decisions.
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Well‐organised CI is supposed to make better decisions
than uncoordinated individuals. CI can work either as a group
of independent players (human and artificial) or as a COIN cell
(several digital assistants around some person), or even as an
integrated group of COIN cells (cellular intelligence). In all the
cases, an artificial player needed for the CI cannot be simply
hardcoded, they must be trained. If, in addition to the ‘busi-
ness‐as‐usual’ decisions, we want these entities to address new
challenging situations (like COVID‐19, for example), we must
train them in complex and adversarial conditions.

We added (to the architecture ofGAN) a human component,
which allows the AI to make decisions synchronously with
humans. We show how the modified GAN architectures can be
used to train individual clones and groups of them so that they
can take some responsibilities from the humans in making
decisions and finding compromises in complex situations.

The proposed adversarial training framework and archi-
tecture of the CI are applicable to any situation within the
Industry 4.0 when there is a need for collaborative and
automated decision‐making.

By studying the concept of CI training and introducing
some new architectures for GAN, this article establishes the
basis for future practical research and experiments on ‘cogni-
tive cloning’. Future work also includes further development of
the CI training platform capable of supporting a wider scope
of industrial applications.
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