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particle inductively-coupled plasma mass spectrometry analysis of gold 
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A B S T R A C T   

Single particle inductively-coupled plasma mass spectrometry (spICP-MS) is a promising technique for analysis of 
engineered nanoparticles, whose utilization has increased substantially over the past years. Optimization of 
instrumental conditions is, however, crucial to improve the sensitivity and precision of nanoparticle (NP) 
detection. In this study, the influence of ICP-MS instrumental parameters (nebulizer gas flow, plasma 
radiofrequency-power and sampling depth) on the signal intensity of gold in spICP-MS was evaluated using 
dispersions of Au NPs and a solution of dissolved gold. The interaction effects of the main factors were found to 
have a significant effect on the signal intensity, proving that factor values should be jointly optimized instead of 
one at a time, if maximum ion signal is expected. Optimization of instrumental parameter values was performed 
for both analyte forms and found to be in a good agreement, indicating a similar behavior of the particles in 
plasma compared with the dissolved analyte. However, some differences in the behavior of the two analyte forms 
as regard to sampling depth position was observed. Particle size or the presence of complex sample matrix was 
not found to influence the optimal instrumental parameter values, however, a significant signal depression for 
gold was observed (up to 50%) in matrices containing high levels of sodium. Compared to frequently used ‘robust 
conditions’, a 70% increase in the ion signal intensity of gold and a 15% decrease in the particle size detection 
limit was achieved with instrumental parameter optimization. As such, instrumental parameter optimization for 
sensitive NP analysis can be seen as highly beneficial procedure.   

1. Introduction 

The remarkable advancements made in the field of nanotechnology 
have incorporated engineered nanomaterials (ENMs) into our everyday 
lives. The unique and tunable properties of ENMs have enabled the 
development of exciting new innovations, which are changing our way 
to diagnose and treat diseases, produce and store energy and cultivate 
our lands [1–3]. However, the increasing production of nano-enhanced 
products has raised concerns about the potential negative effects of these 
materials on the environment and human health [4–8]. 

In order to understand the potential impact of nanomaterials on to 
the environment and human health, it is crucial to characterize these 
materials carefully. As engineered nanoparticles are produced in various 
sizes, shapes and with different elemental compositions and surface 
functionalities, all of which might influence their behavior and effects in 
the environment [5,6,9,10], characterization of nanoparticles (NPs) can 
be done in numerous ways. However, as nanomaterial definition is 
based on size [11], the determination of NP size and number size 

distribution can be seen as one of the most important parameters to be 
determined. Several methods are available for NP size characterization, 
such as microscopic (transmission and scanning electron microscopy 
(TEM, SEM)), fractionation (hydrodynamic chromatography (HDC) and 
field-flow fractionation (FFF)) and ensemble methods (dynamic light 
scattering (DLS) and small-angle X-ray scattering (SAXS)). However, 
many of the current methods are not well suited for environmental 
samples [12–15]. The challenge with many currently used methods is 
that they lack the method sensitivity required for analysis of environ
mental samples with low NP concentration or may require tedious 
sample preparation steps, which might lead to sample alteration 
[13–16]. 

Single particle inductively-coupled plasma mass spectrometry 
(spICP-MS) is considered as one of the most promising methods for the 
determination of NPs, as it is able to overcome many limitations faced 
with other techniques [17–20]. Compared to other techniques, spICP- 
MS holds some advantages for NP analysis in environmental samples. 
Thanks to its sensitivity, spICP-MS enables the measurement of NP size, 
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number size distribution, particle number concentration and ionic 
content at realistic environmental concentrations [17]. In addition, 
water samples can be analyzed without any sample preparation, which 
minimizes the risk of altering the state of the NPs. Compared with e.g. 
microscopic techniques, spICP-MS can provide information of relatively 
high number of particles in a short period of time (e.g. ≤60s). However, 
even though particle concentration detection limits in spICP-MS- 
technique are low (e.g. 100 p/mL) [21], particle size detection limits 
(LODsize) are often >10 nm for monoisotopic NPs and > 100 nm for 
oxides [22]. Considering that in the European Commission Recom
mendation (2011/696/EU) the term ‘nanomaterial’ is defined as a ma
terial containing particles having at least one external dimension in the 
size range 1–100 nm [11], improving the LODsize can be considered as 
one of the most important aspects in developing this technique. 

The smallest detectable particle size in spICP-MS is determined by 
the smallest pulse height that can be distinguished from the background 
and depends mostly on the detection efficiency of the instrument. As 
such, in terms of lowering the LODsize, improving the ionization condi
tions and the ion sampling efficiency is crucial. As particles are intro
duced into the ICP as single droplets, a process of droplet solvation, 
particle vaporization, atomization and ionization begins [17,23]. As a 
result, an ion cloud is formed, which diameter will increase as it pro
gresses in the plasma central channel before it is sampled at the sampler 
orifice. The intensity of the NP signal depends on the relative distance of 
the ion sampling position (sampler orifice) and the point, where parti
cles start to vaporize. If the signal is measured too early, when vapor
ization is not complete, the signal will be low. On the other hand, if the 
signal is measured too late, diffusion losses will be significant, resulting 
in a decrease in the signal intensity [23–25]. As such, an optimum ion 
sampling position exists, where ionization has reached its maximum and 
diffusion losses do not play an effect. 

Ionization degree and diffusion losses are affected by particle resi
dence time in the plasma, which is known to be influenced by instru
mental parameters, such as nebulizer gas flow, plasma radiofrequency 
(RF)-power, injector inner diameter (injector i.d.) and sampling depth 
[23–31]. The optimum value of these parameters depends on a number 
of factors, including e.g. ionization potential of the element and the 
boiling point of the corresponding oxide, the size of the introduced 
droplets and particles and the sample matrix [23,26,29–33]. As such, 
optimization of instrumental parameters for precise and sensitive NP 
analysis is crucial. Even though the importance of optimizing instru
mental parameters in solution ICP-MS is well-known [32,34–37], the 
effect of instrumental conditions in spICP-MS are far less studied. In ICP- 
MS measurements, instrument software’s pre-programmed tuning pro
tocols are frequently used for parameter adjustment, which aim to 
maximize ion signal while minimizing interferences (i.e. ‘robust’ oper
ation conditions). However, as these protocols are not designed for NP 
analysis, the adjusted parameters can differ significantly from the 
optimal values. To the best of our knowledge, only a few articles have 
focused on studying the effects of instrumental parameters on spICP-MS 
results. Ho et al. [29] studied the effect of sampling depth values to the 
intensity of Au and ZrO2 NPs. Similar optimal sampling depth values 
were found for dissolved Au and relatively small Au NPs (≤150 nm), 
however the longer vaporization time of 250 nm Au and 80 nm ZrO2 NPs 
resulted in a shift in the optimal sampling depth value as compared to 
the dissolved analyte. Recently, Kálomista et al. [28] reported that the 
LODsize for Au and Ag NPs could be significantly improved (25–30%) 
compared with robust conditions by sampling depth optimization. 

As highlighted by Mozhayeva and Engelhard in a recently published 
review article [38], optimization of instrumental parameters is crucial in 
order to improve the sensitivity and precision of NP detection. The most 
critical parameters to optimize are plasma RF-power, sampling depth 
and nebulizer gas flow, as these are known to affect the ion signal 
significantly. In addition, the possible effect of the sample matrix and 
particle size to the optimum conditions should be considered 
[23,26,29–33]. The traditional optimization method is called as one 

factor at a time (OFAT) approach, where the optimum value for each 
factor is determined by varying the value of each factor one at a time 
[39]. Even though relatively simple to perform, OFAT approach can 
produce misleading results as it cannot consider any interaction between 
factors [40]. However, in spICP-MS the effects of instrumental param
eters are known to depend on other parameter values (i.e. interaction 
effects) [25,26], which should be taken into account in optimization 
studies. This can be achieved by using a design of experiments (DoE) 
approach, in which the values of factors are varied together allowing one 
to estimate possible interaction effects between the factors [39,40]. 

To the best of our knowledge, publications addressing the effects and 
mutual interactions of plasma RF-power, sampling depth and nebulizer 
gas flow on spICP-MS analysis do not exist. Hence, the objective of this 
paper was to optimize these ICP-MS instrumental conditions using a DoE 
approach. Since gold is one of the most common analytes in spICP-MS, it 
was selected as the analyte of interest and instrumental parameters for 
both particulate and dissolved gold were optimized, enabling the com
parison between the two. The influence of these parameters on the in
tensity of particulate and dissolved gold was evaluated in order to assess 
if dissolved gold could be used in instrument parameter optimization for 
spICP-MS analysis. The obtained optimum instrumental conditions, as 
well as the effect on the LODsize, were compared with the robust con
ditions. Additionally, the possible effect of particle size and sample 
matrix on optimum instrumental parameter values was evaluated. 

2. Experimental 

2.1. Materials and methods 

2.1.1. Optimization and verification measurements 
For optimization measurements, ultra-uniform PEG Carboxyl- 

stabilized Au NPs with nominal diameter of 50 nm and a solution of 
dissolved (ionic) gold were used. Au NPs were purchased from Perki
nElmer Inc. (Massachusetts, USA) and diluted to a particle concentration 
of approximately 105 particles/g with ultrapure water (resistivity of 
18.2 MΩ∙cm, PURELAB Ultra, ELGA LabWater, Buckinghamshire, UK). 
Dissolved gold solution was prepared from a standard stock solution of 
100 μg mL− 1 Au in 2% HCl (Pure Plus, PerkinElmer Inc.) by dilution in 
ultrapure water to a concentration of 1 μg kg− 1 and its stability was 
routinely checked during measurements. Even though dissolved stan
dard solutions are often acidified to improve the analyte stability in the 
solution [41,42], only ultrapure water was used in all cases for sample 
dilutions. This allowed the evaluation of the possible differences in the 
behavior of the two analyte forms, without the risk of incorporating any 
matrix-induced effects. 

For verification of the LODsize under robust and optimal conditions, 
20 nm citrate-stabilized (NanoComposix, San Diego, CA, USA) and 30 
nm PEG Carboxyl-stabilized (PerkinElmer, Inc.) Au NPs were used. The 
particle frequency method described by Pace et al. [18] was used to 
determine the transport efficiency (TE-%) in triplicate using a diluted 
50 nm Au NP suspension (PerkinElmer Inc.). All nano-dispersions were 
diluted to a particle concentration of approximately 105 particles/g with 
ultrapure water. The sample uptake rate was measured in duplicate by 
weighing the water uptake after 3 min aspiration, and its value was 
regularly checked during the measurements. 

In order to evaluate the possible effects of particle size or sample 
matrix to the optimal instrumental parameter values, PEG Carboxyl- 
stabilized Au NPs with nominal diameters of 30, 50 and 100 nm and a 
solution of dissolved gold (PerkinElmer Inc.) were used. All nano- 
dispersions were diluted to a particle concentration of approximately 
105 particles/g and dissolved gold to a concentration 1 μg kg− 1 with 
either ultrapure water, 1 mM sodium citrate solution (Sodium Citrate 
Tribasic Dihydrate from Sigma Aldrich, Darmstad, Germany) or out
going wastewater. Wastewater was obtained from a municipal waste
water treatment plant located in Central Finland and filtrated with 
Whatman grade 41 filtration paper before use to remove any solid 
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material, that might cause blockage of the sample introduction system. 
Elemental composition of the wastewater used in the experiments was 
determined with inductively-coupled plasma optical emission spec
trometer (PerkinElmer Optima 8300DV ICP-OES) and is presented in 
Table S1 (Appendix). 

All solutions used in the experiments were diluted gravimetrically 
using new 50 mL polypropylene centrifuge tubes (VWR International) 
fresh on a daily basis prior to the experiments. 

2.1.2. Particle size verification measurements 
The certified sizes of the Au NPs used in the experiments were 

verified in our laboratory (Table S2, Appendix), as at times the standard 
particle diameters have shown to deviate from the information provided 
by the manufacturer [12,41,43,44]. Even though microscopic tech
niques (SEM, TEM) are the common routes used for particle size veri
fication [41,45], the high method detection limit of these techniques 
made verification of the standard particles with low particle concen
tration (≈107 particles/mL) impossible. As such, the particle diameters 
of the PEG Carboxyl-stabilized Au NPs used in the experiments were 
verified with spICP-MS technique by using citrate-stabilized Au NPs 
with nominal diameters of 30 and 50 nm (NanoComposix) as a refer
ence. The diameter of these particles was verified with TEM (JEM- 
1400HC, JEOL, MA, USA) and found to be in good agreement with the 
values provided by the manufacturer (Table S2, Appendix). The mean 
particle sizes of the PEG Carboxyl-stabilized Au NPs was found to differ 
≤3% from the certified values provided by the manufacturer and were 
use throughout the study. 

2.2. Equipment and softwares 

A NexION350 D ICP-MS (PerkinElmer Inc., MA, USA) was used in all 
measurements. Analyses of the NP samples were performed operating 
the spectrometer in a time-resolved analysis mode using a dwell time of 
100 μs, whereas solution mode was used for measurements of the dis
solved analyte. General instrumental parameters are shown in Table 1. 
All data processing was performed using the Syngistix Nano Application 
Module (v. 2.5) and Microsoft Excel. The isotope 197Au was measured. 
Minitab 19 software (Minitab, PA, USA) was used for analyzing the 
experimental data, solving the optimal instrumental parameters and 
generation of the surface plots. 

For measurements performed under ‘robust’ conditions, a NexION 
Setup Solution (1 μg L− 1 Be, Ce, Fe, In, Li, Mg, Pb, and U in 1% HNO3, 
Pure Plus, PerkinElmer) was used to adjust the equipment according to 

instrument software’s tuning protocols (maximum sensitivity with 
CeO+/Ce+-level <2.5%) and to check the overall performance. For 
measurements performed under ‘optimal’ conditions, the value of 
nebulizer gas flow was optimized to gain maximum 197Au intensity. Due 
to the slight day-to-day variations of the instrument condition, the value 
of nebulizer gas flow was adjusted on a daily basis. 

2.3. Experimental design 

The influence of ICP-MS instrumental parameters on the intensity of 
197Au was investigated using a DoE approach. Experiments were 
designed using a general factorial design (GFD), which allows the 
studied factors to have various, independent levels [39]. Nebulizer gas 
flow (A), plasma RF-power (B) and sampling depth (C) were chosen as 
the independent variables and the intensity of gold (197Au) was the 
response variable (Y) measured. 

The variables and their levels used for generating the regression 
models are shown in Table S3 (Appendix). All measurements were 
performed in a randomized order, except for nebulizer gas flow, to 
minimize the effect of any uncontrolled factors [46]. Due to a high 
number of measurements, nebulizer gas flow values were changed from 
low to high values in all cases in order to save time. Two replicates 
divided into two blocks were measured in order to increase the precision 
of the final predictive model. In addition, one experimental point was 
measured at the beginning and at the end of the 1st and 2nd block, in 
order to estimate the possible effect of instrumental drift on the 
response. A total of 2 × 9 × 3 × 3 + 2 = 164 measurements were per
formed in this study for both particulate and dissolved gold. The detailed 
experimental plan and the obtained results are shown in Tables S4 and 
S5 (Appendix) for particulate and dissolved gold, respectively. 

2.4. Statistical analysis 

Minitab 19 software was used to analyze the experimental data ac
cording to the response surface analysis and to generate surface plots. A 
second-order polynomial equation was fitted to the experimental data, 
which is used to express the relationship between the response and the 
variables. The generalized second-order model has the following form (1): 

y = β0 +
∑k

i=1
βixi +

∑k

i=1
βiixi

2 +
∑∑k

i<j
βijxixj + ε (1)  

where y is the response (intensity of 197Au), k is the number of variables, 
x represents the variables, β0 is the constant term, βi is the coefficient of 
the linear parameter, βii is the coefficient of the quadratic parameter, βij 
is the coefficient of the interaction parameters and ε is observed error in 
the response [39]. Minitab 19 software’s response optimization feature 
was used to solve the optimal instrumental parameters for maximum 
197Au response for both particulate and dissolved gold. 

3. Results and discussion 

3.1. Initial optimization experiments 

In the beginning of the study, initial optimization experiments of 
ICP-MS instrumental conditions were carried out using a solution of 
dissolved gold (1 μg kg− 1). To investigate the influence of ICP-MS 
instrumental parameters on 197Au intensity, a wide experimental 
domain was at first monitored (Table 1): plasma RF-power values 
1000–1600 W, nebulizer gas flow values 0.80–1.18 L min− 1 and sam
pling depth values 9–14 mm, resulting in 400 measurements. During the 
initial optimization experiments, two main observations were made. 
First, complex interaction effects between the main factors (nebulizer 
gas flow, plasma RF-power and sampling depth) were noticed. Secondly, 
the signal intensity proved to be low at high sampling depth values (>12 
mm) and at low plasma RF-value (1000 W). Consequently, a GFD was 

Table 1 
Instrumental parameters used in solution ICP-MS and spICP-MS.   

Value1 

Parameter ICP-MS, solution mode spICP-MS 

ICP RF-power (W) 1200–1600 (1000–1600) 1200–1600 
Nebulizer gas flow (L 

min− 1) 
0.90–1.06 (0.80–1.18) 0.90–1.06 

Plasma gas flow rate 
(L min− 1) 

16 16 

Auxiliary gas flow rate 
(L min− 1) 

1.2 1.2 

Spray chamber Baffled Cyclonic, Glass 
(cooled to 2 ◦C) 

Baffled Cyclonic, Glass 
(cooled to 2 ◦C) 

Nebulizer ESI PFA Concentric ESI PFA Concentric 
Injector 1.8 mm i.d. Sapphire 1.8 mm i.d. Sapphire 
Sampling depth (mm) 9–12 (9–14) 9–12 
Dwell time 50 ms 100 μs 
Sampling time (s)  30–60 
Transport efficiency 

(%)  
7.48–7.53 

Sample uptake rate (g 
min− 1)  

0.284–0.291  

1 Values shown in brackets used in initial optimization measurements (see 
Section 3.1). 
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chosen to design the experiments using the factor values shown in 
Table S3 (Appendix). Even though the use of response surface methods 
with a limited number of measurements are generally more popular 
approaches in optimization studies, in this case they were found inad
equate in describing the changes in the response variable. As in GFD all 
levels of each factor are combined with all levels of other factors studied, 
it provides a more detailed description of the change in the response 
variable in accordance with the variables studied. 

3.2. Fitting a second-order polynomial equation and model adequacy 
checking 

To relate the measured intensity to the variables, a second-order 
polynomial model was fitted to the data according to Eq. (1). In order 
to improve the model for operating conditions, the statistically insig
nificant terms were automatically removed using a backward elimina
tion process available in Minitab 19 software. This procedure 
automatically excludes certain terms from the regression model, which 
are not found to have statistically significant impact on the response at 
the chosen 95% confidence level (i.e., variables with P-values <0.05). 
For both forms of the analyte, the interaction effect of plasma power (B) 
and sampling depth (C) was found statistically insignificant at the 95% 
confidence level. In addition, no statistically significant difference was 
found between the two blocks, indicating that the results obtained for 
the two replicates were in good agreement. As such, these variables were 
removed from the final regression models. 

The significance of the final fitted regression models, main factors 
and their interactions was evaluated on the basis of analysis of variance 
(ANOVA), which are presented in Tables S6 and S7 (Appendix) for 
particulate and dissolved gold, respectively. The statistical significance 
of the different terms was evaluated using the corresponding P-values, 
with 95% confidence level as the chosen significance level (P = 0.05). 
The resulting models have large F-values (287.68 for particulate and 
335.05 for dissolved gold) and P-values < 0.05, indicating that the 
models are able to explain the observed variation in the response and 
can be used to optimize the conditions. In the final models, the main and 
quadratic effects of the studied variables (nebulizer gas flow (A), plasma 
RF-power (B) and sampling depth (C) and A2, B2 and C2) were found to 
have significant effects on the response (intensity of 197Au) for both 
particulate and dissolved gold. Of the two-level interaction terms, the 
interaction effect of nebulizer gas flow and plasma RF-power (A*B) and 
nebulizer gas flow and sampling depth (A*C) were found statistically 
significant at the 95% confidence level. 

For testing the goodness of fit of the regression equations, the R- 
values were evaluated. For both of the models, R2-and adjusted R2- 
values are >93% indicating a good agreement between experimental 
and predicted values. The models’ ability to predict the responses for the 
new observations accurately can be estimated on the basis of R2(pred.)- 
value, which in this case were high for both models; >92%. The P-value 
for the lack-of-fit is >0.05, indicating that the proposed models are able 
to specify the relationship between the response and the variables 
correctly. Model assumption checks and the main effects plots for both 
models are presented in Figs. S1–S4 (Appendix). 

The final predictive equations obtained for the particulate and dis
solved gold in uncoded units were obtained as follows: 

Particulate gold: 

Y(counts) = − 3217 + 9411A − 1.899B − 13.2C − 7604A2–0.000192B2

− 10.071C2 + 2.5117A*B + 198.3A*C
(2) 

Dissolved gold:  

where Y is the intensity of 197Au (in counts), A is the nebulizer gas flow 
(L min− 1), B is the plasma RF-power (W) and C is the sampling depth 
(mm). 

3.3. Effect of instrumental parameters on Au intensity 

The obtained second-order polynomial equations presented in the 
previous section (Eqs. (2) and (3)) were used for generating response 
surface plots (Fig. 1A–F), which can be used to investigate the effect of 
instrumental parameters on the response. In each surface plot, the value 
of one variable is kept fixed at a constant value, allowing one to consider 
the effects of the other two variables. In order to evaluate the behavior of 
the two analyte forms under optimal instrumental conditions, in each 
surface plot the value of the 3rd variable was kept fixed at its predicted 
optimal value (as determined in Section 3.4). 

In Fig. 1A and B the effect of nebulizer gas flow and plasma RF-power 
on the measured intensity of particulate and dissolved gold is presented. 
In order to evaluate the behavior of the two analyte forms under the 
optimal instrumental conditions (as determined in Section 3.4), the value 
of sampling depth is kept fixed at its predicted optimal value (11.0/10.0 
mm for particulate and dissolved gold, respectively). High similarity in 
the surface plots can be seen, indicating a similar behavior of both forms 
of the analyte as the factor values are changed. Clearly, the interaction 
effect of these two variables has a major effect on the intensity value of 
gold and the overall effect of changing one factor value is highly 
dependent on the value of the other variable. As expected, the measured 
intensity generally increases when using higher power values due to 
higher ionization efficiency of the analyte [27,34–36,47]. However, due 
to a significant interaction effect of the two variables, the optimal value of 
nebulizer gas flow depends on the applied power (and vice versa). As 
plasma power is increased, the optimal flow shifts to larger values due to 
changes in plasma characteristics [36,47]. The value of nebulizer gas 
flow is known to influence analyte transport through plasma and the axial 
plasma temperature, thus affecting the analyte residence time in the 
plasma. As the value of nebulizer gas flow is increased, the maximum 
temperature of the plasma central channel decreases and the atomization 
position will shift downstream the plasma closer to the sampler cone 
orifice [26,36,47,48]. If a low nebulizer gas flow value is used, increasing 
the plasma RF-power will cause the sample to ionize immediately after 
entering the plasma, i.e., at a position distant from the sampler orifice 
resulting to diffusion losses and a decrease in signal intensity 
[23,24,26,30,47]. For both forms of the analyte, at the given sampling 
depth value, the maximum intensity values can be found at plasma RF- 
power 1600 W and nebulizer gas flow value of 1.01–1.03 L min− 1. 

The interaction effect of nebulizer gas flow and sampling depth can 
be investigated from Fig. 1C and D for particulate and dissolved gold, 
respectively. In both cases, plasma RF-power is held constant at its 
predicted optimal value of 1600 W. For both forms of the analyte, a 
general increase in the intensity is observed as larger values of nebulizer 
gas flow are used, with optimal area found at flow rates >1 L min. Even 
though decreasing the sampling depth position generally results in an 
increase in the intensity at low nebulizer gas flow values (≈<1 L min− 1), 
at higher gas flow rates the optimal value of sampling depth is shifted to 
larger values. This is because as the value of nebulizer gas flow is 
increased, the ionization degree of the analyte decreases as the inter
action time of the analyte with the hot plasma decreases [23,26,36,47]. 
As a consequence, in order to compensate the temperature drop caused 
by a larger volume of gas injected, longer residence time (i.e. sampling 
depth) is needed for complete vaporization and ionization 
[23,25,26,30]. For both forms of the analyte, highest intensity values are 
found at nebulizer gas flow values >1 L min− 1 and at sampling depth 

Y(counts) = 1 745 603 + 5 070 025A − 998.6B + 12 810C − 4 090 912A2–0.1255B2–5422C2 + 1417.0A*B + 94 268A*C (3)   
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values 10–11 mm. 
When comparing the response surface plots drawn for particulate 

and dissolved gold (Fig. 1C and D), high similarity in the graphs can be 
seen. However, some minor differences as regard to the effect of the 
sampling depth position can be observed. For dissolved gold, at the vi
cinity of maximum intensity area (Fig. 1D, at nebulizer gas flow rates 
≥1 L min− 1), only minor differences in the intensity are observed at 
sampling depth range 9–11 mm. However, a decrease in intensity is 

observed for particulate gold as the value of sampling depth is decreased 
<10 mm. It seems that the intensity of particulate gold is somewhat 
more dependent on the effect of these two variables. As discussed before, 
increasing the nebulizer gas flow value has the effect of decreasing 
plasma temperature and increasing analyte velocity through plasma, 
thus shifting the point of atomization closer to sampler cone orifice 
[26,36,48]. As particles are expected to require longer time for complete 
vaporization and atomization [23,26,33,47,49], larger sampling depth 

Fig. 1. Response surface plots showing the individual and interaction effects of A, B) Nebulizer gas flow (NF, L min− 1) and RF-power (power, W); C, D) Nebulizer gas 
flow (L min− 1) and sampling depth (SD, mm) and E, F) RF-power (W) and sampling depth (mm) on the measured intensity of gold. In each surface plot, one variable 
is kept constant as follows (for particulate/dissolved gold): Nebulizer gas flow 1.03/1.01 L min− 1, RF-power 1600 W and sampling depth 11.0/10.0 mm. Response 
surface plots for particulate gold (AuP) are shown on the left, and for dissolved gold (AuD) on the right side of the figure. (For interpretation of the references to 
colour in this figure legend, the reader is referred to the web version of this article.) 
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values might be required for efficient ionization. In addition, as sam
pling depth is increased, the temperature of the plasma has shown to 
increase [29,31], leading to an increase in the ionization degree. 

The difference in the behavior of the two analyte forms as regard to 
the sampling depth position can be more clearly seen in Fig. 1E and F, 
where the interaction effect of plasma RF-power and sampling depth is 
presented. The value of nebulizer gas flow is kept fixed at its predicted 
optimum value (at 1.03/1.01 L min− 1 for particulate and dissolved gold, 
respectively). For both forms of the analyte, increasing plasma RF-power 
results to a significant increase in the intensity value independent on the 
applied sampling depth position. However, the value of sampling depth 
position has clearly different effect on the intensity of the two analyte 
forms. Whereas for dissolved gold decreasing the sampling depth value 
generally results in an increase in the intensity value, for particulate gold 
the intensity is observed to decrease. In contrast to dissolved gold, the 
highest intensity values for particulate gold are found at slightly larger 
sampling depth values (11 mm as contrast to 10 mm). This might be 
because of the longer residence time needed for complete vaporization 
and atomization of the particles, as discussed previously. However, as 
can be seen in Fig. 1F, only minor differences are observed in the in
tensity of dissolved gold at the sampling depth range 9–11 mm. 

Based on the obtained results, the interaction effects of the main 
variables clearly have a significant effect on the intensity of gold for 
particulate and dissolved gold. As the overall effect of adjusting 
instrumental parameter values is dependent on other parameter values, 
careful optimization of factors is crucial if maximum ion signal is ex
pected. For both forms of the analyte, the highest intensity values can be 
achieved by using high plasma RF-power (1600 W) and sampling depth 
value of 10–11 mm. For a given plasma RF-power and sampling depth 
value, a narrow area of optimal nebulizer gas flow value is found, as 
already noticed for solution ICP-MS [34,35]. Deviation from the optimal 
values could result in a loss of intensity and thus increase in the LODsize. 

When comparing the response surfaces generated for particulate and 
dissolved gold, high similarity between the graphs can be seen. How
ever, regarding the sampling depth position, some minor differences in 
the behavior of particulate and dissolved gold was observed. As the 
vaporization and ionization of the particles require somewhat longer 
times as compared to the dissolved analyte [23,26,33,47,49], the 
optimal sampling depth value for Au NPs was found at slightly higher 
values (11 mm as compared to 10 mm). However, as seen in Fig. 1D and 
F, adjusting the sampling depth position at the range of 9–11 mm was 
not found to impact the intensity of dissolved gold to a large extend. As 
such, the predicted optimal instrumental parameters can be expected to 
be similar for Au NPs and dissolved gold with some minor differences in 
the optimal sampling depth positions. 

3.4. Optimization of instrumental parameters 

The predicted optimal instrumental parameters for the measurement 
of particulate and dissolved gold were solved with Minitab 19 software’s 
response optimizer feature, which automatically solves the optimal set 
of parameter values producing the maximum responses of Eqs. (2) and 
(3) (see Section 3.2). The predicted optimal instrumental parameter 
values were as follows (for particulate/dissolved gold): nebulizer gas 
flow value 1.03/1.01 L min− 1, plasma RF-power 1600 W and sampling 
depth 11.0/10.0 mm. In order to verify the optimal instrumental con
ditions, the intensities of both particulate and dissolved gold were 
measured under the predicted optimal conditions and the obtained 
experimental intensities were compared with the predicted values 
(Table S8, Appendix). Even though the optimization and verification 
measurements were performed on different days and as such were sus
ceptible to the day-to-day variation in the general intensity level, the 
obtained values were observed to differ <9% from the predicted values. 
In addition, as the measured intensities fell under the 95% prediction 
interval (represents the range of values where a single new observation 
is likely to fall with 95% confidence), the acquired regression models 

can be concluded to be reasonably accurate for predicting the 197Au 
intensity with optimized instrumental parameters for both forms of the 
analyte. 

As regard to the predicted optimal values of sampling depth and 
nebulizer gas flow rate, slight differences are found for particulate and 
dissolved gold. However, as discussed before and seen on Fig. 1D and F, 
at plasma power 1600 W, the predicted differences in the intensity of 
dissolved gold at the sampling depth range of 9–11 mm are expected to 
be small and thus could be attributed to the uncertainty of the regression 
model. As such, an additional experiment was performed in order to 
verify the optimal values for sampling depth and nebulizer gas flow and 
to evaluate the effect of the different experimental conditions. The in
tensity of particulate and dissolved gold was thus measured at sampling 
depth positions 9–12 mm (with an increment of 1 mm) with plasma 
power set to its optimal value of 1600 W. As already discussed in Section 
3.3 and seen in Fig. 1 C and D, the optimal value of nebulizer gas flow is 
highly dependent on the applied sampling depth position. As such, in 
order to find the maximum intensity at different conditions, the value of 
nebulizer gas flow was separately optimized for every sampling depth 
position. Measurements were performed in triplicate in a randomized 
order to minimize the effect of any uncontrollable factors on the results. 
The detailed experimental plan and the obtained results are presented in 
Tables S9 and S10 (Appendix), respectively, and displayed in Fig. 2. 

As can be seen in Fig. 2, for both forms of the analyte the highest 
intensity values are obtained at sampling depth position of 11.0 mm. As 
the sampling depth position is altered from the optimum value, the in
tensity value is observed to decrease up to 10%. However, especially for 
dissolved gold, the differences in the intensities between sampling depth 
positions 10 and 11 mm are found to be extremely small (<5%), which 
could explain the observed differences in the predicted optimal instru
mental parameter values for the two analyte forms. For particulate gold 
however, as already seen in Fig. 1C, the optimal sampling depth value 
range is more narrow and decreasing the SD value <11 mm results up to 
a 10% decrease in the intensity. 

When comparing to robust conditions (i.e. conditions where nebu
lizer gas flow was adjusted to gain maximum 115In sensitivity and CeO+/ 

Fig. 2. The obtained maximum intensity of particulate (dark grey bars) and 
dissolved (light grey bars) gold at different sampling depth positions, presented 
as mean of three replicate measurements ± relative standard deviation (σr). At 
each sampling depth position, the measured intensity is presented as normal
ized intensity (%) against the obtained highest intensity value over the entire 
region, which for both forms of the analyte is obtained at sampling depth value 
of 11.0 mm. (For interpretation of the references to colour in this figure legend, 
the reader is referred to the web version of this article.) 
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Ce+ <2.5%), the optimization of instrumental parameters resulted in an 
increase in the nebulizer gas flow value. One should note that as the 
instrumental parameter values are changed, interferences arising from 
oxides and double-charged ions should be considered. For some analy
tes, such as Ti and Fe, these plasma- and/or sample matrix-based in
terferences can have a severe impact on the accuracy of the results, and 
the use of collision or reaction gases (e.g. He, NH3) for interference 
elimination might be needed [50,51]. However, in the case of analysis of 
Au NPs from environmental samples, the influence of these interferences 
(mainly 181Ta16O+) can be seen as insignificant. Decreasing sampling 
depth value from the robust setting (11 mm) was not found to improve 
the ion signal. This is somewhat in contrast to results obtained by 
Kálomista et al. [28], who found that NP signal can be significantly 
improved by sampling depth optimization (from 10 mm to 4 mm). The 
differences in the findings could arise from differences in instrumental 
configurations (e.g. sample introduction system) or, more likely, from 
the chosen optimization method. When optimization of sampling depth 
is performed by keeping all other instrumental parameter values fixed at 
a constant value, the interaction effects of the factors cannot be 
considered. Using this approach, the intensity of both forms of the an
alyte was found to increase as the value of sampling depth was decreased 
[28]. This is consistent with our findings at low nebulizer gas flow values 
(<1 L min− 1, see Fig. 1 C and D). However, due to interaction effects of 
the factors observed in this study, the true maximum intensity values 
were found at higher nebulizer gas flow (>1 L min− 1) and sampling 
depth values. 

3.5. Effect of optimization on instrument sensitivity and on size detection 
limits 

As discussed in Section 1, LODsize (calculated as the particle size 
equivalent of three times the standard deviation of the blank of the 
particle calibration plot [17,18,52]) could be significantly improved by 
careful optimization of instrumental parameters. In order to evaluate the 
effect of instrumental parameter optimization to instrument sensitivity 
and LODsize, particle calibration in the range 0–100 nm under optimized 
and robust conditions was performed and presented in Fig. S5 (Appen
dix). Under the optimized instrumental conditions, a significant (70%) 
increase in the instrument sensitivity was observed as compared to 
robust conditions, which translates in to a 16% decrease in the theo
retical size detection limit, LODsize(Theor.) (from 10.4 nm to 8.7 nm). It 
should however be noted, that instrument software’s Nano Application 
module was used to automatically calculate the LODsize(Theor.), where the 
smallest observed pulse intensity originating from particles is converted 
to particle mass and diameter using a calibration curve. The threshold 
limit used to discriminate the particle signals from the background 
signal is determined using an iterative ‘mean+3σ’ computation [53]. 
However, as the theoretical LODsize(Theor.) is calculated based on the 
measured intensities of the calibration blank, highly optimistic values 
are often obtained and at times some manual adjustment is required. 
During the measurements under this study, intensity values ≤2 counts 
with mean of ≈ 0 counts were obtained for the calibration blanks, 
resulting to a particle threshold of just 1 count. As such, particle in
tensity threshold limit was manually increased to 3 counts, converting to 
adjusted LODsize(Adj.) values of 13 and 15 nm under optimal and robust 
conditions, respectively. 

In order to verify the estimated LODsize values obtained under the 
different instrumental conditions, Au NPs with nominal diameter of 20 
nm was measured in triplicate under optimal and robust conditions. The 
in-lab verified diameter of this particle is 18.9±1.9 (Table S2, Appen
dix), i.e., practically at the LODsize. The obtained particle size frequency 
distribution for one of the replicates under optimal and robust condi
tions is presented in Fig. 3. For comparison purposes, measurements 
were performed also for 30 nm PEG-Carboxyl-stabilized Au NP. The 
obtained experimental results for the NPs under different conditions 
were compared as regard to particle concentration yield and particle size 

and presented in Table S11 (Appendix). Under optimal instrumental 
conditions, the determined particle diameter was closer to the expected 
value and a 20% increase in the particle concentration yield was 
observed as compared to robust conditions. The higher particle con
centration yield achieved under the optimal instrumental conditions 
results from the significantly increased sensitivity, allowing more par
ticles to be detected over the background signal. However, under both 
conditions particle concentration yields <30% were obtained. When 
comparing the obtained results for the 30 nm Au NP under optimal and 
robust conditions, no significant differences are observed and particle 
concentration yields of 101% were achieved. This indicates that the 
experimental results obtained for particles <30 nm should be inter
preted with caution, as low particle concentration recoveries might 
occur. 

Clearly, the determination of small particles near the LODsize is 
challenging and estimation of the particle concentration near this value 
should be done with caution. Even though optimization of instrumental 
parameters resulted in a significant increase in instrument sensitivity 
and thus in decrease in the LODsize, low particle concentration yields 
were achieved for the 20 nm Au NPs under both conditions. The 
determination of particle concentration of particles with diameters close 
to the LODsize is problematic, as the LODsize cannot be interpreted as 
straightforward as in solution mode ICP-MS (i.e., concentrations >LOD 
visible and <LOD unvisible). The same observation was made recently 
by Mastek et al. [54], who reported particle concentration yields as low 
as 5% for particles with diameters close to the LODsize. The reason why 
small particles near the LODsize behave in such unexpected manner, 
remained unclear. According to some authors [41,52,54,55], particle 
size or surface could affect the transport efficiency value, which could in 
part explain the observed results. However, in this paper, these factors 
were not studied further. More research concerning the detection of 
small particles and the factors affecting the accuracy of the results is 
clearly needed. 

3.6. Effect of particle size and matrix 

As already discussed in Section 1, the sample matrix and sample mass 
could lead to differences in the optimal instrumental conditions. This is 

Fig. 3. Obtained particle size frequency distribution graph for 20 nm Au NP 
under optimal (green bars) and robust (grey bars) conditions. Instrumental 
parameters were set as follows (for optimal/robust conditions): Plasma RF- 
power 1600 W/1600 W; nebulizer gas flow 1.02/0.93 L min− 1 and plasma 
sampling depth 11/11 mm. (For interpretation of the references to colour in this 
figure legend, the reader is referred to the web version of this article.) 
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because these are shown to affect the plasma characteristics and the 
required particle residence time in the plasma [33,56,57]. As larger 
particles require more time for complete atomization, under certain 
instrumental conditions incomplete ionization could occur, especially if 
low sampling depth values are used. This could cause the measured 
intensity to be lower than expected and thus lead to non-linear cali
bration curves [23,25,30,31]. In addition, the sample matrix could affect 
the position, where analyte atomization begins, by cooling the plasma 
locally or by affecting the introduced droplet size. As the time needed for 
complete desolvation of larger droplets is found to be longer, they 
penetrate deeper into ICP and thus the point of the analyte atomization 
is shifted closer to the sampler orifice [26,56]. 

As such, the sample matrix and particle size could affect the optimal 
instrumental parameter values and the linearity of the particle calibra
tion curve. To investigate the possible effect of particle size and sample 
matrix to the optimal sampling depth values, the intensity of particulate 
(30 nm and 100 nm) and dissolved gold was measured in several 
matrices at different sampling depth positions: ultrapure water, waste
water and 1 mM trisodium citrate solution (TSC). The elemental 
composition of the wastewater matrix used in the experiments is pre
sented in Table S1 (Appendix). Measurements were performed using a 
nebulizer gas flow value optimized for sampling depth 11.0 mm at RF- 
power 1600 W. The results are presented in Fig. 4 A–C and in 

supplementary material (Table S12 and Fig. S6, Appendix). 
As the results show, the signal behavior of particulate and dissolved 

gold is highly similar, as shown already in Section 3.3 and noticed by 
other research groups as well [28–30], indicating that optimal instru
mental conditions are in fact the same for both forms of the analyte. 
Matrix is not found to affect the behavior of the two analyte forms in 
different extents, and in all cases the largest intensity values are found at 
sampling depth value 11.0 mm for both particulate and dissolved gold. 
In addition, the behavior of the different sized particles (30 and 100 nm) 
is highly similar and no differences are observed in the optimal sampling 
depth position. This indicates that vaporization even of the larger par
ticles (100 nm) under the experimental conditions had reached its 
maximum in all of the studied matrices. Interestingly, even though no 
differences were observed in the behavior of different forms of the an
alyte as regard to the sampling depth position, some differences were 
found between the matrices. Whereas in ultrapure water and in TSC 
solution the intensity of both forms of the analyte is observed to decrease 
up to 50% as sampling depth is increased from 11 mm to 14 mm, only 
40% decrease is observed in the wastewater matrix. This might be 
because the ionization of the various elements present in wastewater 
(Table S1, Appendix) consume plasma energy, shifting the position of 
atomization closer to the sampler cone orifice and thus minimizing the 
diffusion losses [26,56]. 

Fig. 4. The intensity of particulate (30 and 100 nm Au NP) and dissolved gold (AuD) in different matrices as a function of sampling depth, presented as mean of three 
replicate measurements ± relative standard deviation (σr). Results are normalized to the highest intensity value (100%). A) Ultrapure water, B) 1 mM Trisodium 
citrate solution and C) Wastewater. Light grey: Dissolved gold (AuD), green with diagonal lines: 30 nm Au NP and dark grey: 100 nm Au NP. Measuring parameters 
were set as follows (for particulate/dissolved gold): Plasma RF-power 1600 W/1600 W and nebulizer gas flow 1.02 L min− 1/1.01 L min− 1. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the web version of this article.) 
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When comparing the obtained intensity values (Table S12 and 
Fig. S6, Appendix) in the different matrices, a significant signal 
depression in the wastewater and TSC matrices as compared to ultrapure 
water is observed. For both forms of the analyte, up to a 50% decrease in 
the intensities is observed in the wastewater matrix. In the TSC matrix, 
intensities were found to decrease up to 25% as compared to ultrapure 
water, however, only for particulate gold. The observed signal depres
sion is most likely caused by the high level of sodium present in these 
matrices (70 mg L− 1 in TSC solution and 180 mg L− 1 in wastewater). 
Sodium is a known source of non-spectral interferences in spICP-MS- 
measurements, which’ depressive effect is shown to increase with 
increasing concentration [58,59], consistent with our findings. As no 
significant signal depression was found for dissolved gold in TSC solu
tion, it can be assumed, that the intensity of particulate gold is more 
affected by the matrix elements. It should be noted that differences in 
the sensitivities between particulate and dissolved analyte could lead to 
biased results, if dissolved calibration curve is used to determine particle 
size or transport efficiency. As such, the effect of sample matrix should 
be investigated in the early stages of method development process. 
Sample dilution or matrix matching between the sample and standard 
solutions can be used as a means to avoid systematic errors. However, is 
some cases these procedures cannot be applied or are found insufficient, 
as would be the case if the two analyte forms are affected by the matrix 
elements in different extends. Clearly, the matrix interferences are one 
of the remaining challenges in the spICP-MS-technique requiring more 
research in the future. 

As discussed before, under certain instrumental conditions incom
plete ionization or diffusion losses of the different-sized particles could 
occur. This could lead to non-linear particle calibration curves, as in 
spICP-MS particle calibration is based on a fact that measured intensity 
is directly proportional to the mass of an element [17]. As such, the 
effect of particle size on the linearity of the calibration curve under the 
optimized instrumental conditions in the range 0–100 nm was studied 
and presented in Fig. S5 (Appendix). As calibration was found to be 
linear over the studied range, it can be concluded, that for ≤100 nm 
particles vaporization has reached its maximum at the instrumental 
conditions used and no clear indication of diffusion losses of the smaller 
particles can be seen. However, larger particles (≥100 nm) might not 
vaporize completely at the instrumental conditions used, which should 
be considered if large (>100 nm) particles are analyzed. 

4. Conclusions 

In this paper, the optimization of spICP-MS instrumental parameters 
was performed using a DoE approach for particulate and dissolved gold, 
enabling the evaluation of the behavior of the two analyte forms as the 
factor values are changed. The variables studied were nebulizer gas 
flow, plasma RF-power and sampling depth, as these are known to affect 
the ion signal most. Results show that significant interaction effects 
between the main factors exists and clearly have a major effect on the 
intensity of gold for both forms of the analyte. As the overall effect of a 
parameter is highly dependent on other parameter values, changing the 
value of one parameter can result in a loss of intensity, if the other 
variables are not re-optimized. As such, traditional OFAT approaches are 
not suitable for spICP-MS optimization, as they cannot estimate the 
interaction of the factors and thus can produce misleading results. 

In order to assess the possible differences in the behavior of the two 
analyte forms, the effect of instrument parameter values on the intensity 
of particulate and dissolved gold was evaluated. High similarity in the 
behavior of both forms of analyte in accordance with the variables was 
noticed, indicating that dissolved analyte can in fact be used in method 
optimization. Compared with nano-dispersions, the possibility to use 
dissolved analyte offers some benefits, such as better stability of the 
standard solutions and faster measurements. However, as regard to the 
effect of sampling depth position, some minor differences in the 
behavior of the analyte forms was observed. For dissolved gold at the 

vicinity of optimal conditions (plasma RF-power 1600 W and nebulizer 
gas flow values >1 L min− 1) adjusting the value of sampling depth had 
only minor effects on the intensity. However, as a result of longer resi
dence time needed for efficient atomization, the intensity of particulate 
gold was observed to decrease at lower sampling depth positions. 

The optimal instrumental parameters were solved and verified for 
both forms of the analyte and were as follows: Plasma RF-power 1600 W, 
sampling depth 11.0 mm and nebulizer gas flow 1.01–1.03 L min− 1. Due 
to the slight day-to-day variation of the instrument condition (e.g. the 
cleanliness of the sample introduction system), the optimal nebulizer gas 
flow value should however be routinely checked and re-optimized if 
necessary. One should note that optimal instrumental parameter values 
are analyte and instrument-specific, and should be optimized in the 
early stages of a method development process. In addition, the possible 
interferences caused by oxide- and double charged ions should be 
considered, especially in the case of more challenging analytes such as 
Fe and Ti. 

The influence of instrument parameter optimization on the LODsize 
was evaluated. Compared with robust conditions often used, instrument 
sensitivity was improved by 70% and LODsize by approximately 15% 
(from 15 nm to 13 nm). Even though more particles were detected under 
optimal conditions as a result of significantly increased sensitivity, 
particle concentration yields <30% were achieved for particles with 
diameter close to the LODsize. Clearly, the determination of small par
ticles near the LODsize value is challenging and estimation of particle 
concentration needs to be made with caution. The same observation has 
been made by other authors as well, indicating that more research on 
determination of small particles near LODsize is urgently needed. 

Finally, the influence of solution matrix and particle size to the 
optimal instrumental parameter values was studied. Neither particle size 
nor sample matrix was observed to influence the optimal instrumental 
conditions, indicating that the behavior of both forms of analyte is 
highly similar and even the larger particles ionize completely under the 
instrumental conditions used. However, due to the high level of sodium 
(180 mg L− 1) present in the wastewater matrix, a significant signal 
depression (up to 50%) for both particulate and dissolved gold was 
observed in the wastewater matrix as compared to ultrapure water. 
Similarly, up to a 25% decrease in the intensity was observed in the TSC 
solution, however, only for particulate gold. It seems that particulate 
gold is more susceptible to matrix effects, as the intensity of dissolved 
gold was not affected in the TSC solution containing 70 mg L− 1 of so
dium. As sodium is a common element present in both biological and 
environmental samples, its effect on analyte sensitivity should be 
investigated and care should be taken to match the sample and standard 
solution matrices to avoid systematic errors. 
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R. Castillo, Detection, characterization and quantification of inorganic engineered 
nanomaterials: a review of techniques and methodological approaches for the 
analysis of complex samples, Anal. Chim. Acta 904 (2016) 10–32, https://doi.org/ 
10.1016/j.aca.2015.11.008. 
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