JYU DISSERTATIONS 249

Weiyong Xu

Brain Activity Changes Related
to Learning of Audiovisual
Associations in Reading

UNIVERSITY OF JYVASKYLA

FACULTY OF EDUCATION AND
PSYCHOLOGY



JYU DISSERTATIONS 249

Weiyong Xu

Brain Activity Changes Related
to Learning of Audiovisual
Associations in Reading

Esitetdan Jyvaskylan yliopiston kasvatustieteiden ja psykologian tiedekunnan suostumuksella
julkisesti tarkastettavaksi elokuun 14. paivana 2020 kello 12.

Academic dissertation to be publicly discussed, by permission of
the Faculty of Education and Psychology of the University of Jyvaskyl3,
on August 14, 2020 at 12 o’clock noon.

o
H

JYVASKYLAN YLIOPISTO
UNIVERSITY OF JYVASKYLA

JYVASKYLA 2020



Editors

Noona Kiuru

Department of Psychology, University of Jyvaskyla
Ville Korkiakangas

Open Science Centre, University of Jyvaskyla

Cover picture by Xuegiao Li.

Copyright © 2020, by University of Jyvaskyla
Permanent link to this publication: http://urn.fifURN:ISBN:978-951-39-8220-1
ISBN 978-951-39-8220-1 (PDF)

URN:ISBN:978-951-39-8220-1
ISSN 2489-9003



ABSTRACT

Xu, Weiyong

Brain activity changes related to learning of audiovisual associations in reading
Jyvaskyla: University of Jyvaskyld, 2020, 70 p.

(JYU Dissertations

ISSN 2489-9003; 249)

ISBN 978-951-39-8220-1 (PDF)

Learning to connect letters or characters of written scripts to their corresponding
sounds is crucial for reading acquisition. In alphabetic languages, the letter-
speech sound integration has been shown to have a protracted developmental
trajectory, and failure to reach an automatic level of audiovisual integration was
correlated with reading difficulties. This dissertation aims to systematically
investigate the audiovisual integration process in learning to read using
magnetoencephalography, by extending the previous findings on alphabetic
language to logographic language, and furthermore, by examining the learning
of grapheme-phoneme association during initial learning stages. Study I aimed
to investigate the audiovisual integration process in a logographic language
(Chinese). This audiovisual integration involved the left superior temporal cortex
in Chinese, which is similar to findings in alphabetic languages. In addition, it
also activated the left inferior frontal regions, which are related to the processing
of additional semantic information embedded in Chinese characters. Study II
correlated various brain indices of audiovisual processing with reading-related
cognitive measures in children at varying stages of reading. It demonstrated that
the auditory late component is closely related to rapid automatized naming and
phonological processing skills. Moreover, the multisensory interaction effect was
observed mainly in temporoparietal regions, and brain responses in some of
these regions were further associated with children’s reading and writing
abilities. Study III simulated the initial learning of grapheme-phoneme
associations in adults. The results from Study III highlighted the dynamic
characteristics of audiovisual learning and provided a more refined model of
grapheme-phoneme learning in reading acquisition. Overall, the findings from
this dissertation showed evidence that audiovisual processing is dynamic during
initial learning and memory consolidation of cross-modal associations.
Furthermore, audiovisual processing is less automatic in children and is linked
to their reading-related cognitive skills. Finally, there are some universal
audiovisual processing brain regions and mechanisms across languages that are
complemented by additional regions related to processes of distinct linguistic
features in different types of scripts.

Keywords: —audiovisual integration, language learning, child brain,
magnetoencephalography, reading
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Audiovisuaalisten yhteyksien oppimiseen liittyvat aivotoiminnan muutokset
lukemaan oppimisen yhteydessa

Jyvaskyla: University of Jyvaskyld, 2020, 70 p.

(JYU Dissertations

ISSN 2489-9003; 249)

ISBN 978-951-39-8220-1 (PDF)

Kirjainten tai merkkien yhdistaminen niitd vastaaviin danteisiin on ratkaisevan
tarkedd lukemaan oppimiselle. Aakkosia kdyttdvissa kielissd kirjainten ja déantei-
den yhdistdmiselld on havaittu hidas kehityskaari ja timdn on osoitettu korreloi-
van lukemisvaikeuksien kanssa. Tassd viitostutkimuksessa lukemaan oppimisen
audiovisuaalista integraatioprosessia tutkitaan magnetoenkefalografian (MEG)
avulla. Aakkosia kayttavissd kielissd saadut tulokset laajennetaan koskemaan lo-
gografista eli sanakirjoitusta kdyttavaa kieltd. Lisdksi tutkitaan grafeemi-foneemi-
vastaavuuden omaksumista lukemaan opettelun alkuvaiheissa. Tutkimus 1 kar-
toittaa audiovisuaalista integraatioprosessia logografisessa kielessa (kiina). Tulos-
ten perusteella kiinan kielen merkkejd opeteltaessa audiovisuaalinen integraatio
aktivoi vasemman ylemmadn ohimolohkon alueita, mikd vastaa aakkosia kaytta-
vien kielten tuloksia. Lisdksi se aktivoi vasemmanpuoleiset alemmat otsalohkoalu-
eet, jotka ovat yhteydessa kiinan merkkien sisédltamé&an semanttiseen lisdinformaa-
tioon. Tutkimuksessa 2 suoritettiin korrelaatioanalyysi erilaisten audiovisuaali-
seen prosessointiin liittyvien indeksien ja lukemiseen liittyvien kognitiivisten tes-
titulosten vaililld lapsille, jotka olivat eri vaiheissa lukemaan oppimisessa. Tama
osoitti, ettd myohdinen auditiivinen herdtevaste on yhteydessd nopeaan automaat-
tiseen nimedmiseen ja fonologisiin prosessointitaitoihin. Lisdksi moniaistinen vuo-
rovaikutusefekti ilmeni pddasiassa temporoparietaalisilla alueilla, ja aivojen hera-
tevasteet osasta ndistd alueista olivat edelleen yhteydessa lasten luku- ja kirjoitus-
taitoon. Tutkimuksessa 3 tutkittiin grafeemi-foneemi-vastaavuuksien varhaista
oppimista opettamalla uusia yhteyksid aikuisille. Kolmannen osakokeen tulokset
toivat esiin aistien véliseen oppimisen dynaamiset piirteet tarjoten kehittyneem-
mén grafeemi-foneemi-vastaavuuksien oppimisen mallin. Kaiken kaikkiaan tutki-
mustulokset osoittavat, ettd audiovisuaalinen prosessointi on dynaamista aistien
vélisten yhteyksien varhaisessa oppimisessa ja niiden muistamisen vahvistumi-
sessa. Lisdksi audiovisuaalinen prosessointi on lapsilla vahemmaén automaattista
ja yhteydessa heiddn lukemiseen liittyviin kognitiivisiin taitoihinsa. On my®os ole-
massa universaaleja, kaikille kielille yhteisid audiovisuaalisen prosessoinnin aivo-
alueita ja -mekanismeja. Niitd tdydentdvét alueet, jotka liittyvit tiettyjen kielellis-
ten piirteiden prosesseihin erilaisissa kirjoitusjadrjestelmissa.

Asiasanat: audiovisuaalinen integraatio, kielen oppiminen, lapsen aivot, magneto-
enkefalografia, MEG, lukeminen
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1 INTRODUCTION

Learning grapheme-phoneme association is a crucial step in reading acquisition
in alphabetic languages, which requires the brain to associate the visual
representation of letters to the auditory representation of phonemes. This kind of
audiovisual learning relies on the ability to integrate auditory and visual
information from the unisensory brain regions and to form a multisensory
associative representation. The audiovisual associations are strengthened
through repetition and reading practice, becoming faster and more automatic,
which enables fluent reading. Research has shown that this process could take
years to be fully automated and the failure of which has been related to reading
difficulties (dyslexia) in children. The current dissertation aims to systematically
investigate the brain mechanisms of audiovisual processing at different stages of
reading acquisition, with a particular interest in brain dynamics during initial
learning. In addition, previous studies on audiovisual integration have been
conducted mostly on alphabetic languages in which the letter-sound mapping is
rather simple and consistent. Less is known about the audiovisual processing in
other types of scripts. For example, Chinese is a logographic script in which
characters map onto mostly syllable-based morphemes in the spoken language.
Therefore, compared to alphabetic languages, similar cross-modal associations
have to be learned in Chinese but with an additional link to the meanings
embedded in the characters. The universal and orthography-dependent brain
mechanisms of cross-modal integration are further explored in a logographic
script (Chinese) in this dissertation.

1.1 Multisensory integration

In everyday life, we constantly receive and integrate information from multiple
sensory modalities. Multisensory integration is essential for high-level human
cognition since the ability to form a coherent multimodal representation of
objects is necessary for better understanding and interpretation of the external
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world. Among all the sensory modalities in humans, auditory and visual
pathways convey crucial sensory inputs which contain dense and complex
information. For example, our ability to converse relies on the ability to integrate
mainly the auditory (sounds) and visual (lip movements) inputs and form a
multisensory representation of the speech sound in the brain. Therefore, it is not
surprising to find that the auditory and visual inputs are integrated and
processed at various levels and stages in the brain.

Visual inputs affect the perception of heard speech. For example, in a face-
to-face conversation (lipreading), the speech perception is markedly enhanced if
the speaker’s lip movements are available and this is particularly important in
noisy conditions (Bernstein, Auer, & Takayanagi, 2004; Sumby & Pollack, 1954),
which involves segregation of different streams of sound sources (Bregman,
1994). Another example of this audiovisual interaction is the classic perceptual
phenomenon called the McGurk effect (McGurk & MacDonald, 1976), in which,
for example, the sound of /pa/ overlaid on a visual /ka/ would induce the
fusion perception of /ta/.

Spoken language includes speech perception and production, which are
products of biological evolution. However, written scripts are more recent
cultural inventions, which have existed for only a few thousand years (Liberman,
1992). In learning to read, speech sounds are associated with arbitrary
letters/characters in different kinds of written languages. This implied that the
brain has to adapt or change parts of the existing circuits for the challenge of
associating novel symbols with speech sounds. Research (Stekelenburg, Keetels,
& Vroomen, 2018) has found that compared to visual speech, the visual texts have
much weaker effects on the sound processing, which might be due to the fact that
the audiovisual associations in written scripts are arbitrary and require explicit
learning later in life. A prolonged neurocognitive developmental trajectory of
letter-speech sound processing has been observed by mismatch negativity
(MMN) studies in children learning to read (Froyen, Bonte, van Atteveldt, &
Blomert, 2009). It has been demonstrated that only after obtaining extensive
reading experience does the adult brain show signs of automatic letter-speech
integration (Froyen, van Atteveldt, Bonte, & Blomert, 2008) and efficient neural
associations between the visual text and auditory cortical representation (Bonte,
Correia, Keetels, Vroomen, & Formisano, 2017).

1.2 Auditory and visual sensory pathways

1.2.1 The Auditory Pathway

The auditory pathway involves transforming air pressure waves into a neural
code of the sound. The sound wave (changes in the air pressure) reaches the outer
ear and is funneled through the ear canal to the eardrum. Then the eardrum
vibrates the auditory ossicles (delicate bones in the middle ear), which amplify
the sound signal and send it to the cochlea in the inner ear. Hair cells within the
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cochlea transform the sound vibrations into neural electrical signals which travel
through the auditory nerve and subcortical nuclei to the auditory cortex in the
brain. The primary auditory cortex is located in the superior temporal gyrus (STG)
and expands into the area of the lateral sulcus and the transverse temporal gyrus
(also known as Heschl’s gyrus). Different types of neurons within the auditory
cortex show distinct response properties for encoding intensity, frequency,
timing, and spatial information of the sound (Moerel, De Martino, & Formisano,
2014). In addition, the human auditory cortex is adapted to process complex
features, such as rhythm, harmony, melody, and timbre in complex sounds,
which are common in human speech and music. The perception of the difference
or change in the sound stimulus is reflected by the evoked potentials (EP)
measured on the scalp surface using the electroencephalogram (EEG)
(Eggermont & Ponton, 2002). For example, the auditory mismatch negativity
(MMN) response is elicited by discriminable changes in the repetitive aspect of
auditory inputs that are stored in the auditory sensory memory (N&dtdnen,
Gaillard, & Mantysalo, 1978; Nadtanen, Tervaniemi, Sussman, Paavilainen, &
Winkler, 2001).

Complex auditory input, such as speech, is processed in distributed brain
regions and involves multiple processing stages related to different linguistic
features. The initial phase of speech processing includes spectrotemporal
analysis in bilateral auditory cortices. Then phonological-level processing and
representation are suggested to occur in the middle to posterior parts of the
bilateral superior temporal sulcus (STS) with weak lateralization towards the left-
hemisphere. A dual-route model of cortical organization for speech processing
was first suggested by Hickok and Poeppel (Hickok, 2012; Hickok & Poeppel,
2000). The ventral stream, which includes the superior and middle temporal
cortex, is linked to mapping speech input onto conceptual and semantic
representations for comprehension; the dorsal stream, which consists of the left-
dominant posterior planum temporale and frontal region, is responsible for
connecting acoustic speech with articulation in speech production. Various
event-related potentials (ERP) (e.g., N100, N400, and P600) have been identified
to show evoked responses to the presentation of speech stimuli. These language-
relevant ERP components are ordered in time and linked to specific processes of
linguistic features. For example, the N100 component (negative peak around 100
ms) has been associated with acoustic processes (Obleser, Lahiri, & Eulitz, 2003),
and the N400 component (negative peak around 400 ms) was related to lexical-
semantic processes (Kutas & Hillyard, 1980).

1.2.2 The Visual Pathway

Visual inputs from the retina are first forwarded to the lateral geniculate nucleus
(LGN) located in the thalamus before arriving at the primary visual cortex (V1).
Visual inputs flow through a cortical hierarchy in the human brain. Different
visual features are processed through this hierarchical structure (V2, V3, V4, and
V5) with increasing neural representations. The level of functional specialization
also increased with the increasing complexity of neural representation. Two
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distinct pathways have also been proposed for the visual pathway (Mishkin &
Ungerleider, 1982): the dorsal stream and the ventral stream. First, the dorsal
stream (also known as the “where pathway”) connects to the parietal lobe and is
involved in the direction of actions and perceiving location of objects. The ventral
stream (or the “what pathway”) goes into the temporal cortices and is activated
during visual object recognition, identification, and categorization. Notably, the
left ventral occipitotemporal (vOT) area is an important brain region adapted for
visual letter string/word processing. The left vOT connects the visual word
forms to other language areas of the brain, and shows a posterior to anterior
gradient (Lerma-Usabiaga, Carreiras, & Paz-Alonso, 2018; Vinckier et al., 2007),
with the posterior part involved in the extraction of visual features and is
sensitive to smaller grain sizes (e.g., letters) and the anterior part to larger grain
sizes, such as words (Dehaene et al., 2010). In reading acquisition, left vOT
develops an abstract representation of symbols that are invariant of the case, font,
and size. Furthermore, vOT interacts with spoken language systems, for example,
the phonological representations in the temporal cortex (Price & Devlin, 2011).

However, research (Dehaene & Cohen, 2011) has shown that purely visual
exposure is not sufficient to induce changes in vOT in relation to written stimuli.
Changes only started to emerge with top-down control (Song, Hu, Li, Li & Liu,
2010) and attention (Hashimoto & Sakai, 2004; Yoncheva, Blau, Maurer, &
McCandliss, 2010) to the interconnection between the visual and auditory inputs,
in other words, by learning the letter-speech sound associations.

1.3 Audiovisual integration

1.3.1 Analysis approach

In general, brain mechanisms of audiovisual interactions have been investigated
(Murray & Spierer, 2009; Raij, Uutela, & Hari, 2000; van Atteveldt, Formisano,
Goebel, & Blomert, 2004) with audiovisual paradigms which normally use four
types of stimuli: unisensory auditory (A), unisensory visual (V), audiovisual
incongruent (AVI) and audiovisual congruent (AVC). With this kind of
audiovisual experiment design, there are two principal analysis approaches that
could be served as indices of audiovisual processing.

The first method is derived from the additive model, in which the
audiovisual response is measured against the summation of the unisensory
auditory responses and visual responses [AV vs. (A + V)]. This approach is
suitable for almost any type of multimodal experiment design with random
combinations of unisensory stimuli and has been commonly employed in
electrophysiological research on multisensory integration (Calvert & Thesen,
2004; Raij et al., 2000; Sperdin, Cappe, Foxe, & Murray, 2009; Stein & Stanford,
2008). In addition, both sub-additive [AV < (A + V)] and supra-additive [AV >
(A + V)] effects could be detected, including the modulation of unisensory brain
processes in the unisensory cortical regions and novel brain processes specifically
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triggered by the bimodal feature of the stimulus with the assumption that
minimal common brain activity was presented across different conditions (Besle,
Fort, & Giard, 2004). Both sub-additive and supra-additive cross-modal
interaction has been reported in the neurons located in the superior temporal
sulcus and superior colliculus in animal studies using an electrophysiological
approach (Kayser, Petkov, & Logothetis, 2008; Laurienti, Perrault, Stanford,
Wallace, & Stein, 2005; Meredith, 2002; Perrault, Vaughan, Stein, & Wallace, 2005;
Schroeder & Foxe, 2002; Stein & Stanford, 2008).

Electro-magneto-encephalography (M/EEG) studies on humans have
mostly reported suppressive audiovisual effects (Fort, 2002; Foxe et al., 2000; Jost,
Eberhard-Moscicka, Frisch, Dellwo, & Maurer, 2014; Liitkenhoner,
Lammertmann, Simdes, & Hari, 2002; Molholm et al., 2002; Raij et al., 2000;
Schroger & Widmann, 1998; Teder-Salejarvi, McDonald, Di Russo, & Hillyard,
2002). In fMRI studies, interaction (e.g., [AV vs. (A+V)]) (Calvert et al., 1997;
Calvert, Hansen, Iversen, & Brammer, 2001) and conjunction analysis(e.g., [(AV >
A) N (AV > A) N A NV ]) (Beauchamp, Lee, Argall, & Martin, 2004; van
Atteveldt et al., 2004) has been used for identifying brain regions involved in
cross-modal integration. However, the results of fMRI studies should be
interpreted with caution since the specific criteria of audiovisual integration and
the analysis strategy was often not consistent across different studies (Calvert,
2001; van Atteveldt et al., 2004).

Another analysis method for investigating audiovisual integration is the
congruency comparison (Hein et al., 2007; Jones & Callan, 2003; Ojanen et al.,
2005; Risseler, Ye, Gerth, Szycik, & Miinte, 2018), which is the contrast between
the brain activities in response to audiovisual congruent and incongruent stimuli.
This is motivated by the fact that the congruency effect is only possible after the
unimodal information has been successfully integrated (van Atteveldt,
Formisano, Blomert, & Goebel, 2007; van Atteveldt, Formisano, Goebel, &
Blomert, 2007). The congruency effect has the advantage of not being sensitive to
other common neural activity that is not sensory-specific and therefore holds
better statistical criteria. Previous studies (Besle et al., 2004; Cappe, Thut, Romei,
& Murray, 2010; Jost et al., 2014; Raij et al., 2000) have shown that the additive
effect is associated with the more general audiovisual processing (which includes
audiovisual interaction effects in both early and late time window), whereas the
congruency comparison is more relevant for the brain interaction of meaningful
or already learned audiovisual stimuli (Hocking & Price, 2009).

1.3.2 Brain regions involved in audiovisual processing

Multisensory interaction has been reported at various cortical and subcortical
brain regions across species. For example, the superior colliculus (SC) in the
midbrain receives auditory, visual, and somatosensory inputs, and its
multisensory properties have been documented by numerous studies (Meredith
& Stein, 1983; Meredith & Stein, 1986; Perrault et al., 2005; Stein, 1978). Cortical
regions, including the superior temporal cortex (Beauchamp, Argall, Bodurka,
Duyn, & Martin, 2004; Noesselt et al., 2007; Stevenson & James, 2009), the
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intraparietal sulcus (IPS) (Cohen, 2009; Cohen & Andersen, 2004; Molholm et al.,
2006) and specific prefrontal regions (Diehl & Romanski, 2014; Macaluso &
Driver, 2005) have also been implicated in multisensory integration. In addition,
some of the traditionally unisensory regions also showed multisensory
properties (Driver & Noesselt, 2008; Ghazanfar & Schroeder, 2006, Kayser,
Petkov, Augath, & Logothetis, 2007) or could receive direct inputs from other
multisensory (Macaluso, Frith, & Driver, 2000) or unimodal regions (Lakatos,
Chen, O'Connell, Mills, & Schroeder, 2007; Murray et al., 2005). Converging
evidence suggests the superior temporal cortex (STC) seems to be an important
audiovisual integration site in humans. STC has been identified as the primary
integration area in studies using different kinds of audiovisual stimuli, for
example, audiovisual speech (Calvert, 2001; Calvert, Campbell, & Brammer, 2000;
Sekiyama, Kanno, Miura, & Sugita, 2003), audiovisual objects (e.g., tools)
(Beauchamp, Argall, et al., 2004; Beauchamp, Lee, et al., 2004) and grapheme-
phoneme combinations (Raij et al., 2000; van Atteveldt et al., 2004; van Atteveldt,
Roebroeck, & Goebel, 2009).

The frontal (including inferior frontal gyrus and premotor) and parietal
lobes were also involved during audiovisual processing of speech (Calvert &
Campbell, 2003; Ojanen et al., 2005), objects (Hein et al., 2007) and grapheme-
phoneme associations (van Atteveldt, Formisano, Goebel, & Blomert, 2007).
Recent neuroimaging studies (Doehrmann & Naumer, 2008) suggest potential
functional segregation of frontal and temporal cortical networks with the frontal
region being more reactive to semantically congruent audiovisual stimuli and the
temporal region being more reactive to semantically incongruent audiovisual
stimuli. Overall, these findings suggest that the superior temporal cortex
(STS/STG) is a general site for integrating learned audiovisual identity
information while other regions such as inferior frontal and parietal areas are also
involved in specific situations, subserving functions such as top-down control
and semantic matching.

1.3.3 Timing of brain activity related to audiovisual processing

fMRI has the advantage of accurately localizing brain regions related to
audiovisual integration, but the low temporal resolution of BOLD responses is
not suitable for measuring the temporal dynamics of the integration process.
Electrophysiological methods such as EEG or MEG could measure brain activity
with fine-grained temporal resolution (millisecond) and provide a wide range of
temporal and spectral information on the multisensory integration process. In
one EEG study (Molholm et al., 2002) using simple auditory tones and visual (a
red disk) stimuli, audiovisual integration has been found to occur early (about
40-50 ms) in the right parieto-occipital region, and this integration could affect
early visual processing. A similar early audiovisual interaction onset (70-80 ms)
was reported in one MEG study (Raij et al., 2010) using simple auditory (noise
bursts) and visual stimuli (checkerboards). A suppressive integration effect [AV
< (A + V)] has been observed in an early time window (50-60 ms after the onset
of the stimulus) using simple disc and triangular sound waveform and was
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localized in the primary auditory cortex, the primary visual cortex and the
posterior superior temporal sulcus (Cappe et al., 2010).

For more complex and language-related audiovisual stimuli such as words,
the integration effects seemed to occur later than they do with short and simple
audiovisual stimuli. Sensory responses to letters and speech sounds have been
reported in one MEG study (Raij et al., 2000) to elicit maximal brain activation in
multisensory regions about 200 ms after the onset of audiovisual stimuli. It was
followed by the suppressive interaction effects at the time windows of 280-345
ms (in the right temporo-occipito-parietal junction), 380-540 ms (in the left
superior temporal sulcus) and 450-535 ms (in the right superior temporal sulcus).
Hiragana grapheme-phoneme stimuli were used in one EEG study (Herdman et
al., 2006) and a stronger brain oscillation (2-10 Hz) within 250 ms in the left
auditory cortex and a weaker brain oscillation (2-16 Hz) at the time window of
250-500 ms in the visual cortices were found in response to the congruent
audiovisual stimuli than incongruent audiovisual stimuli. Another ERP study
(Jost et al., 2014) discovered that audiovisual suppression effects were 300-324
ms and 480-764 ms for familiar German words, and were 324-384 and 416-756
ms for unfamiliar English words.

1.3.4 Audiovisual integration in alphabetic languages

Existing studies have mostly centered on letter-speech sound processing in
alphabetic orthographies such as English (Holloway, van Atteveldt, Blomert, &
Ansari, 2015), Finnish (Raij et al., 2000), and Dutch (van Atteveldt et al., 2004; van
Atteveldt et al., 2009). Several multisensory brain areas have been identified to
show consistent activation patterns during letter-speech sound integration. In
particular, the superior temporal cortex has been reported to show heteromodal
properties in numerous fMRI studies, with a stronger cortical response to
congruent audiovisual stimuli than to incongruent audiovisual (letter-speech
sound) stimuli (Blau, van Atteveldt, Formisano, Goebel, & Blomert, 2008; van
Atteveldt et al., 2004; van Atteveldt et al., 2009). The bilateral superior temporal
cortices were also reported as the major cross-modal integration sites in one MEG
study using Finnish letter-speech sound pairs (Raij et al., 2000). Evidence
suggests that the multisensory superior temporal cortex could send different
feedback projection to the auditory cortex depending on the congruency
information processed in STC (van Atteveldt et al., 2004). Furthermore, the
audiovisual integration in the superior temporal cortex could arise at a broad
range of temporal synchrony between the auditory and visual modalities,
whereas the congruency effect in the auditory cortex (planum temporale and
Heschl’s sulcus) requires much stricter temporal synchrony (van Atteveldt,
Formisano, Blomert, & Goebel, 2007). The congruency effect could also be
affected by top-down control mechanisms such as the experiment instructions
and task demands (Andersen, Tiippana, & Sams, 2004). For instance, different
experimental designs (explicit vs. implicit and active vs. passive) have been
shown to modulate the letter-speech sound congruency effect in fMRI (Blau et
al., 2008; van Atteveldt, Formisano, Goebel, & Blomert, 2007).
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Audiovisual integration has been reported to have an orthographic
dependency. For example, the congruency effect was found in the STC in
transparent languages such as Finnish (Raij et al., 2000) and Dutch (van Atteveldt
et al., 2004). However, in opaque orthography such as English, only a smaller
modulation (and in the opposite direction) was found in the brain responses to
the less transparent letter-speech sound pairs (Holloway et al., 2015). As
discussed in the previous section, the timing of the audiovisual integration effects
in alphabetic scripts start relatively late (normally about 200-300 ms after the
onset of stimuli) as revealed by time-sensitive EEG/MEG measures, thereby
supporting the feedback projection mechanisms (van Atteveldt et al., 2004).

1.3.5 Behavioral correlates of audiovisual integration

Brain activity related to audiovisual processing has been reported to correlate
with reading-related cognitive skills. For example, neural activities during a
cross-modal rhyme judgment experiment were found to correlate with phonemic
awareness for typically developing children but not in children with reading
difficulties (RD) (McNorgan, Randazzo-Wagner, & Booth, 2013). Similarly,
audiovisual integration in the left STS was correlated with orthographic
awareness, word reading ability, and phoneme analysis and elision in typically
developing readers (Plewko et al, 2018). Audiovisual integration in
temporoparietal reading networks induced by short audiovisual training has
been reported to be associated with later reading fluency and therefore shows
promising implications for designing early interventions of reading difficulty
(Karipidis et al., 2018). Nonetheless, since fMRI has a poor temporal resolution,
the above neuroimaging studies were not able to differentiate the underlying
sensory and cognitive processes, which might underlie the significant
correlations with reading-related cognitive skills.

1.4 Audiovisual learning in the human brain

1.4.1 Letter-speech sound learning

The brain mechanisms of the well-established grapheme-phoneme integration
process has been studied in literate adults (Blau et al., 2008; Froyen et al., 2008;
Raij et al., 2000; van Atteveldt et al., 2004; van Atteveldt et al.,, 2009) and in
children learning to read (Blau et al., 2010; Froyen et al., 2009; Froyen, Willems,
& Blomert, 2011; Zaric¢ et al., 2014). These studies identified brain networks that
are consistently activated during letter-speech sound integration days, months,
or even years after learning of grapheme-phoneme associations. However, much
less is understood about the cognitive processes during the learning of new
associations, which is arguably more complex and demanding than the
automatic processing of existing associations. The scarcity of cross-modal studies
on the learning process in humans is likely due to challenges in studying the
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brain mechanisms during multisensory learning since it is very dynamic and
involves multiple cognitive components such as sensory processing,
multisensory integration, attention, memory formation, and consolidation. In
addition, the dynamic nature of learning also brings some methodological
challenges in studying learning. For example, brain measurement during
relatively stable cognitive processes and certain numbers of stimulus repetition
are usually necessary for obtaining a good signal to noise ratio (SNR) using most
of the neuroimaging tools.

The grapheme-phoneme learning very likely recruits multiple
neurobiological mechanisms and consists of several learning stages: First,
auditory and visual sensory inputs are processed in the unisensory auditory and
visual cortices where the sensory-specific memory traces are also formed. Then
auditory and visual information are integrated and combined into audiovisual
objects in multisensory brain regions (e.g., STC) based on the spatial-temporal
closeness of the multisensory input (e.g., the coincidence in space and time of the
audiovisual stimuli) or other top-down brain mechanisms. For example, during
explicit learning, attention is directed to the relevant sensory stimuli and learning
cues, which greatly enhance the learning performance through top-down control.
The cross-modal audiovisual associations are initially stored in the short-term
memory system. The short-term memory of audiovisual associations are
consolidated through practice and during sleep (Diekelmann & Born, 2010;
Dudai, 2012), and possibly transferred and stored in the neocortex for fast and
automatic retrieval (Klinzing, Niethard, & Born, 2019). This is based on the
complementary learning systems, which suggest a division of labor with the
initial rapid learning in the hippocampus (medial temporal regions) and gradual
memory consolidation in the neocortical systems (Davis, Di Betta, Macdonald, &
Gaskell, 2009; McClelland, McNaughton, & O'Reilly, 1995). However, fast
learning effects that occurred as a rapid form of memory consolidation at the time
scale of seconds have also been reported in relation to motor-skill learning
(Bonstrup et al., 2019). Such rapid consolidation might also play a role in certain
types of sensory learning (Hebscher, Wing, Ryan, & Gilboa, 2019).

1.4.2 Training studies on learning of artificial grapheme-phoneme associa-
tions

Artificial letter-speech sound training paradigms that simulate the initial stage
of reading acquisition in alphabetic languages could provide interesting insights
into the brain mechanisms of letter-speech sound learning. Brain changes related
to the learning of cross-modal associations have been reported at various time
scales, ranging from minutes (Hamaldinen, Parviainen, Hsu, & Salmelin, 2019;
Karipidis et al., 2017) and hours (Brem et al., 2018; Taylor, Rastle, & Davis, 2014)
to days (Hashimoto & Sakai, 2004; Karipidis et al., 2018; Madec et al., 2016; Quinn,
Taylor, & Davis, 2017; Taylor, Davis, & Rastle, 2017) after the initial training of
novel letter-speech sound associations.

Several cortical regions have been identified to be active during the
formation of cross-modal associations in previous artificial grapheme-phoneme
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training studies. For example, the left posterior inferior temporal gyrus and left
parieto-occipital cortex have been reported to show neural plasticity in forming
new connections between orthography and phonology when learning novel
letters in an early fMRI study (Hashimoto & Sakai, 2004). The parietal brain area
is also involved in audiovisual mappings during the early stages of literacy
acquisition (Quinn et al., 2017; Taylor et al., 2014). On the other hand, the left vOT
seems to receive top-down modulation from the superior temporal gyrus (STG)
where phonological recoding processes of newly-learned letters occur, and
activation in the left vOT was further correlated with the strength of audiovisual
associations in a two-day letter-speech sound training (Madec et al., 2016).
Similar changes in the left vOT showed increased N170 responses and vOT
activation to newly learned characters after a short artificial character-speech
sound training (Brem et al., 2018). These brain changes in the left vOT were also
correlated with the training performance and were interpreted as a
phonologically driven tuning of N170 and vOT (Pleisch et al., 2019). Furthermore,
cross-modal associative learning processes might be affected by modulation of
attention to important features seen in the activity of the frontal cortices
(Hamadldinen et al., 2019). Interestingly, brain changes related to audiovisual
learning was correlated with cognitive skills (Karipidis et al., 2018; Karipidis et
al., 2017). For instance, integration effects related to audiovisual learning were
found in a distributed brain network after a short grapheme-phoneme training
(<30 min) in preschool children (Karipidis et al., 2017) with promising
implications in identifying children with reading difficulties and predicting
reading outcomes in pre-readers (Karipidis et al., 2018).

Despite the emerging insights from the available literature, to date, there is
no comprehensive theoretical model of the cognitive processes and their brain
level equivalents that are utilized during grapheme-phoneme learning. It is
unclear when and how the audiovisual congruency effect starts to emerge in the
multisensory superior temporal cortex and how quickly during training the
visual specialization between learned letters starts to differ from unfamiliar
letters. In addition, the allocation of attention is essential during explicit learning,
yet how attentional processing is modulated by the learning material is still
unknown. Finally, brain changes related to the early stages of cross-modal
memory consolidation, such as after certain amounts of repetition/practice and
after overnight sleep, remain poorly understood.

1.5 Aims of the research

This dissertation aimed to systematically investigate audiovisual processing at
different phases of learning to read, therefore corresponding to different levels of
automaticity of integration. This includes the very beginning of initial exposure
to novel letters, the intermediate level, and the overlearned level. Furthermore,
to extend the existing findings on letter-speech sound integration in an
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alphabetic language, the audiovisual integration was also examined in a
logographic script (Chinese), which also involves the semantic process.

The aim of Study I was to examine the cortical activation to logographic
multisensory stimuli using MEG. Earlier studies have reported that the
audiovisual integration process is orthographic dependent. For example, a
reverse congruency effect (AVI > AVC) has been reported in more opaque
languages such as English (Holloway et al., 2015) compared to more transparent
languages. Still, little is known regarding other non-alphabetic language systems
(e.g., Chinese). Chinese characters are syllable-based morphemes that contain
meaning. Differences in languages are very likely to be reflected in the
audiovisual processing; for example, Chinese character-speech sound integration
is expected to involve lexical-semantic processing. Therefore it was hypothesized
that the character-speech sound integration would involve both audiovisual
congruency effect and semantic processing (N400m-like responses) only in the
Chinese group, but not in a Finnish group unaware of the Chinese language.
Furthermore, the suppressive interaction [AV vs. (A + V)] was expected to reveal
a more general multisensory integration pattern in Chinese and Finnish groups.

In Study II, brain responses to both unisensory (letters or speech sounds)
and multisensory (letter-speech sound combinations) stimuli were measured
using MEG, with the goal of connecting these brain indices to reading
development in children. Earlier studies have found a protracted developmental
trajectory of audiovisual integration in children with a cross-modal mismatch
negativity experiment (Blomert, 2011; Froyen et al., 2009). Previous studies have
reported some interesting correlation patterns between brain responses and
cognitive skills: e.g., auditory brain response with phonological and reading
skills (Lohvansuu, Hamaildinen, Ervast, Lyytinen, & Leppédnen, 2018), the visual
response with the reading skills (Brem et al., 2010; Maurer, Blau, Yoncheva, &
McCandliss, 2010), and audiovisual integration with reading skills (Blau, van
Atteveldt, Ekkebus, Goebel, & Blomert, 2009; Blomert, 2011; Plewko et al., 2018).
Study II aimed to explore the level of automaticity of audiovisual integration in
children learning to read, and the correlational pattern between the brain
responses to auditory (speech sounds), visual (letters), and audiovisual (letter-
speech sound combinations) stimuli and children’s cognitive skills.

The aim of Study III was to study brain mechanisms during the learning of
novel grapheme-phoneme associations and the effect of overnight memory
consolidation. During cross-modal associative learning, the auditory and visual
inputs had to be integrated and encoded into one audiovisual object, while no
such integrative processes were needed in non-associative learning. We expect to
see distinctive cognitive processes related to attention and memory encoding in
non-associative and associative learning. Furthermore, we hypothesized that the
learning of grapheme-phoneme associations would change the corresponding
unisensory processing of visually presented novel letters, and elicit congruency
effects in multisensory conditions. These effects would be modulated by
overnight memory consolidation. The unisensory effects were expected to occur
in the occipital and parietal regions, mostly due to the different visual and
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attentional processes, and the learning of the phonological representation for the
Learnable letters at a relatively late time window around 400 ms based on earlier
studies (Dehaene et al., 2010; Quinn et al., 2017; Taylor et al., 2014; Xu, Kolozsvari,
Monto, & Hiamaldinen, 2018, Xu, Kolozsvari, Oostenveld, Leppdnen, &
Hamaldinen, 2019). The multisensory congruency effects were expected to be
elicited in the posterior superior temporal cortices in the late time window only
after the learning of audiovisual associations (van Atteveldt et al., 2004; Wilson,
Bautista, & McCarron, 2018; Xu et al., 2019). Finally, learning performance was
correlated with cognitive skills linked to reading and working memory to explore
the key behavioral factors that interact with multisensory non-
associative/associative learning speed.
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2 METHODS

2.1 Participants

In Study I, two groups of adult participants were recruited: one group of native
Chinese speakers (N = 12) who were studying in Jyvaskyld and another group of
native Finnish speakers (N = 13). In Study II, participants were 29 Finnish-
speaking school children. In Study III, data from 30 native Finnish-speaking
adults were used. All participants included in these three studies had no
impairment in their hearing ability and normal or corrected-to-normal vision.
The participants were also checked for the following exclusion criteria: ADHD,
history of head injuries, medications that affect the brain, neurological disorders,
delays in language development, or other language-related problems. All three
studies were conducted in accordance with the Declaration of Helsinki. Ethical
approval was received from the Ethics Committee of the University of Jyvaskyla.
All participants (also children’s parents in Study II) gave their written informed
consent prior to the experiment.

2.2 Behavioral measures

In Study II and Study III, a number of cognitive tests were implemented for
correlation analysis with brain responses (Study II) and learning performance
(Study III). The cognitive tests included the following: subtests from the Wechsler
Intelligence Scales for Children Third Edition (Wechsler, 1991) for children above
six years and Wechsler Preschool and Primary Scales of Intelligence (Wechsler,
2003) for 6-year-old children in Study II; the Wechsler Adult Intelligence Scales
(Wechsler, 2008) for adult participants in Study III. Subtests including digit span
(working memory; forward and backward tasks), block design (visuospatial
reasoning), and expressive vocabulary were carried out. For the digit span test, a
string of numbers is pronounced, and the participants were asked to repeat the
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numbers in either forward or backward order. During the block design test, the
participants were asked to arrange red and white blocks to form the same design
they had been shown earlier by the experimenter. In a more difficult section, the
participants were presented with the design in a figure only and were asked to
build the same design. During the vocabulary test, the participants were asked
to describe the meaning of the word they heard.

Phonological awareness was examined in Study II and Study III with the
phonological processing task from NEPSY II (Korkman, Kirk, & Kemp, 2007).
During the task, the participant had to first repeat a word and then create a new
word using one of the following rules: replace one of the phonemes in the word
with another or leave out a phoneme or a syllable. To measure phonological
processing and verbal short-term memory skills, the non-word repetition task
from the NEPSY I test battery (Korkman, Kirk, & Kemp, 1998) was carried out.

The rapid automatized naming test in Study II and Study III (Denckla &
Rudel, 1976) included quickly and accurately naming five pictures of letters or
common objects. The letters and objects were in five rows, with each row
consisting of 15 objects. The audio sound during this task was recorded and was
used to calculate the time (seconds) of the task for the analysis.

Reading tests in Study Il and Study III consisted of a standardized word list
reading test (Hayrinen, Serenius-Sirve, & Korkman, 1999), in which the score was
based on the number of correctly read words in 45 seconds; a non-word list
reading task based on Tests of Word Reading Efficiency (Torgesen, Rashotte, &
Wagner, 1999), where the score was based on the number of correctly read non-
words given time of 45 seconds; a pseudoword text reading task (Eklund, Torppa,
Aro, Leppénen, & Lyytinen, 2015), in which the scores were calculated from the
number of correctly read pseudowords and the total reading time. A writing to
dictation task was carried out in which the participants were asked to write the
20 words they heard on a piece of paper. The score was calculated from the
number of correctly written words.

2.3 Stimuli and task

In Study I, six Simplified Chinese characters and their associated flat tone speech
sounds (1. fi: ku; 2. : pu; 3. f: tu; 4. #:bu; 5. #: du; 6. F: gu) were used as the
audiovisual stimuli. Four types of stimuli, including unisensory auditory (A),
unisensory visual (V), audiovisual incongruent (AVI), and congruent (AVC)
were presented randomly during the experiment. In order to keep the
participants” attention equally on the inputs from auditory and visual modalities,
they were asked to do a two-modality one-back working memory task.

In Study II, eight Finnish letters (A, A, E, I, O, O, U and Y) and their
associated phonemes ([a], [e], [e], [i]l, [o], [2], [u] and [y]) were used as
audiovisual stimuli. A child-friendly experimental design was used for Study II
in which the theme was about the forest adventure story of a Finnish cartoon
character. The children pressed a button if an animal picture was shown on the
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screen or an animal sound was played among the random presentations of A, V,
AV], and AVC trials. Similar detection tasks that require the participants to relate
to the audiovisual information explicitly were used in earlier studies (Blau et al.,
2010; Raij et al., 2000) on audiovisual integration in adults and children.

In Study III, the visual stimuli consisted of 12 Georgian letters (p, &, Q, *3, ©,
€ 3 36 8 © §). Auditory stimuli consisted of 12 Finnish phonemes ([a], [4], [e],
[t], [s], [k], [o], [6], [i], [p), [V], [d]). The auditory and visual stimuli were divided
into two sets with six audiovisual pairs in each set. One of the two audiovisual
stimulus sets was used as the Learnable set in which different learning cues (v
for congruent pairs [AVC] and X for incongruent pairs [AVI]) were presented
after the simultaneous presentation of audiovisual stimuli. The other audiovisual
stimuli set was used as the Control set, in which the feedback was always & after
the audiovisual stimuli (AVX). The audiovisual learning experiment consisted of
12 alternating training and testing blocks on the first day and six training and
testing blocks on the second day.

24 MEG and MRI data acquisition

Magnetoencephalography data were collected with the Elekta Neuromag®
TRIUXTM system (Elekta AB, Stockholm, Sweden) in a room with magnetic
shielding and sound attenuation at the University of Jyvaskyld. A sampling rate
of 1000 Hz and an online band-pass filter at the frequency of 0.1-330 Hz were
used in data acquisition settings. The head position with reference to the sensor
arrays within the MEG helmet was continuously traced using five digitized head
position indicator (HPI) coils, of which three were taped on the forehead and one
behind each ear. The head coordinate system was defined by three anatomic
landmarks, including left and right preauricular points and the nasion. The
anatomical landmarks, the position of the HPI coils, and the head shape (>100
points evenly distributed over the scalp) were digitally recorded using the
Polhemus tracking systems (Polhemus, Colchester, VT, United States) before the
MEG experiment. In order to record the electrooculogram (EOG), two electrodes
were attached diagonally with one slightly below the left eye and one slightly
above the right eye, and one additional ground electrode was attached to the
collarbone. The MEG data were acquired in an upright gantry position (68°), with
participants sitting comfortably on a chair.

In Study II, structural magnetic resonance images (MRI) were acquired
from Synlab Jyvadskyld, a private company specialized in MRI services. T1-
weighted 3D-SE images were acquired on a GE 1.5 T MRI scanner (GoldSeal
Signa HDxt) with a standard head coil and using the following parameters:
TR/TE = 540/10 ms, sagittal orientation, matrix size = 256 x 256, flip angle = 90°,
slice thickness = 1.2 mm.

25



2.5 Data analysis

Common MEG data analysis steps between the studies included: first, pre-
processing with Maxfilter (Version 3.0) to remove the external noise interference
and to compensate for head movement during the recording using a movement-
compensated temporal signal-space separation (tSSS) method (Taulu & Simola,
2006). MEG channels were checked manually to remove bad ones from the
Maxfilter. These bad channels were then reconstructed after the Maxfilter.

Second, data were then analyzed with the open source toolbox MNE Python
(Gramfort et al., 2013) and FieldTrip (Oostenveld, Fries, Maris, & Schoffelen,
2011). A 40 Hz low-pass filter (zero-phase FIR filter design using the window
method) was applied to the MEG data. Fast ICA (Hyvérinen, 1999) was then
applied to remove eye movement-related or cardiac artifacts. After applying ICA,
data were segmented into epochs with 200 ms (Study I and II) or 150 ms (Study
III) prior to and 1000 ms after the stimulus onset. Then epochs were checked
manually, and bad epochs were removed from further analysis. Baseline
correction was implemented by removing the mean response before the stimulus
onset from the whole epoch.

Individual MRIs from Study II were analyzed using Freesurfer (RRID:
SCR_001847, v5.3.0, Martinos Center for Biomedical Imaging, Charlestown, MA,
United States) to construct the cortical surface for source localization. Individual
MRIs were not available for the adult participants in Study I and Study III, and
therefore the FSAverage brain template from Freesurfer (RRID: SCR_001847,
v5.3.0, Martinos Center for Biomedical Imaging, Charlestown, MA, United States)
was used. Coregistration was done between the digitized head surface and the
brain template with 3-parameter scaling.

Cortically constrained minimum-norm source estimate (MNE) with depth-
weighting (p = 0.8) (Hdmaldinen & Ilmoniemi, 1994; Lin et al., 2006) was used for
source analysis. A one-layer boundary element model (BEM) derived from the
inner skull surface was applied for the forwarding modeling. The pre-stimulus
baseline data pooled from all conditions were used for the estimation of the noise
covariance matrix. For each of the current dipoles in the source space, the source
amplitude values were calculated using the vector norm. In Study II, the Desikan-
Killiany Atlas was used to calculate the mean source amplitude values within
each of the 68 defined brain regions (Desikan et al., 2006). In Study I and Study
III, the dynamic statistical parametric maps (dSPM) (Dale et al., 2000) were
applied for noise normalization after the MNE estimation.

In all three studies, interaction ([A + V vs. AV]) and congruency ([AVC vs.
AVI]) effects were used for investigating the audiovisual processing. In Study II,
the source-level brain activation of visual (P1m and N170m) and auditory (N1m,
N2m, and late sustained component) event-related fields (ERF) components were
extracted for the regression analysis with children’s cognitive skills. In Study III,
a learning index for each audiovisual stimulus was calculated based on the
performance in the testing blocks. Based on the learning progress, the
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participants acquired the letter-speech sound association adequately after about
four blocks of successful learning. The MEG data for Day 1 were therefore split
over three learning stages (learning index = 0, 1-4, and >4) for the audiovisual
conditions in learning and testing conditions separately. For Day 2, the MEG data
were averaged together, since the participants had already learned all the
audiovisual pairs. For the different learning cues, we postulated that the
participants were paying attention to them before learning and immediately
following the first few successful learning trials. Therefore, MEG data were split
into the following three parts for comparing the learning cues: learning index 0-
4, learning index>4 on Day 1 and all the data on Day 2. The unisensory auditory
and visual responses (for Learnable vs. Control comparison), as well as the brain
responses to three different learning cues, were calculated separately for different
learning stages in two days in Study III.

2.6 Statistical analysis

In Study I, cluster-based (spatiotemporal) nonparametric tests (Maris &
Oostenveld, 2007) were conducted for testing the interaction ([A + V vs. AV]) and
congruency ([AVC vs. AVI]) effects within Chinese and Finnish groups
separately at both sensor and source levels. Combined gradiometer data were
used in the sensor-level statistical analysis, which was implemented in the
Fieldtrip toolbox. Similar statistical tests were carried out at the source level using
the MNE Python toolbox.

In Study II, partial correlation (control for the effect of age) in SPSS (version
24,1BM Corp., Armonk, NY, United States) was used to examine the relationship
between the children’s cognitive skills and the brain activities (mean source
amplitudes and peak latencies of brain sensory responses from all four
conditions). Based on the results from the significant partial correlations, a linear
regression model was constructed in SPSS with brain activities as independent
variables and the children’s cognitive skills as dependent variables. The age of
the participants was entered into the regression model followed by the brain
responses (stepwise method: age->auditory/visual-> audiovisual) to explore the
unique variance explained by each independent variable. Temporal cluster-
based nonparametric permutation tests implemented in the Mass Univariate ERP
Toolbox (Groppe, Urbach, & Kutas, 2011) were used for testing the audiovisual
interaction ([A + V vs. AV]) and congruency ([AVC vs. AVI]) effects at the source
level (68 brain regions defined by the Desikan-Killiany Atlas). For brain regions
that demonstrated significant (p < 0.05) interaction or congruency effects, partial
correlations (controlling for the effect of age) were computed between cognitive
scores and multisensory brain activations in these brain areas by taking the mean
values from the time window of the clusters exceeding the randomization
distribution under HO. A data-driven approach (whole brain with broad time
window: 0-1000 ms) was used due to the small number of studies examining
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these effects in children compared to the clearly defined hypothesis for the
obligatory sensory responses.

In Study III, region of interest (ROI) analysis was used for comparing AV
congruency effectin a3 (congruency: AVC, AVI, AVX) x 2 (hemisphere: left, right)
analysis of variance (repeated measures ANOVA in SPSS) model. Based on
earlier literature (Karipidis et al., 2017; Raij et al., 2000; Xu et al., 2019) brain dSPM
source waveforms of multisensory responses (500ms to 800ms after stimulus
onset) were extracted from the left and right bank of the posterior superior
temporal sulcus (pSTS, label: “bankssts”) (Beauchamp, Argall, et al., 2004;
Blomert, 2011; Calvert et al., 2001; van Atteveldt et al., 2009; Xu et al., 2019) as
defined by the Desikan-Killiany Atlas (Desikan et al., 2006). Cluster-based
(spatiotemporal) permutation tests (Maris & Oostenveld, 2007) were used for
comparing Learnable and Control auditory, visual, and audiovisual interaction
brain activations from the linear regression analysis based on the additive model
using MNE Python. Brain responses to different learning cues (“YES”: v; “NO”:
X; “UNKNOWN”: &) were also compared in pairs using the spatiotemporal
cluster-based permutation tests. We did not have a clear hypothesis on the time
and location of this effect because of insufficient evidence from earlier studies;
therefore, a wider time window and whole-brain approach were used for the
spatiotemporal cluster-based permutation tests. Finally, to explore how much
variance of the reading-related cognitive scores could be explained by the
learning speed of Learnable and Control stimuli, correlation analysis (Pearson’s
correlation coefficients) was carried out between the individual learning speed
(average learning index of all Learnable and Control stimuli pairs in the twelfth
block) on Day 1 and all the cognitive test scores. The false discovery rate (FDR)
was applied to correct the p-values in the correlation analysis for the number of
tests (Benjamini & Hochberg, 1995).

TABLE 1 Summary of methods in all three studies.

Study Participants Age Measure Experiment Statistics
(mean+SD)

I Chinese: N Chinese: MEG Audiovisual = Spatiotemporal cluster-
=12 24.36 + 366 integration based permutation tests
Finnish: N = Finnish: (Chinese)

13 24.31 +2.06

II Finish chil- 817 +1.05 MEG, Audiovisual =~ Regression analysis, Tem-
dren: MR, integration poral cluster-based per-
N=29 Cognitive tests  (Finnish) mutation tests

III Finish 2433 +£3.50 MEG, Audiovisual ANOVA, Spatiotemporal
adults: Cognitive tests learning cluster-based permuta-
N =30 (Georgian) tion tests
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3 RESULTS

3.1 Studyl

In Study I, the spatiotemporal dynamics of brain activation in response to
logographic multisensory (auditory and/or visual) stimuli were examined by
applying interaction and congruency contrasts in Chinese and Finnish groups.
Suppression effects [AV < (A + V)] were observed in both samples (Chinese
and Finnish groups) at the sensor and the source levels but with a left-lateralized
effect (left temporal and frontal) in the Chinese group and a right-lateralized
(right parietal-occipital) effect in the Finnish group. As expected, the congruency
effect was only found in the Chinese group at both the sensor and the source level
(left frontal and temporal) since only the Chinese participants had knowledge of
the correct audiovisual associations. Overall, the sensor- and source-level
statistical results showed converging patterns regarding the time window and
spatial regions of clusters exceeding the threshold of randomization distribution
under HO. Details of the significant effects are reported in Table 2 and Figure 1.
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FIGURE1  Statistical results of suppression and congruency effects at the sensor and
source levels for the Chinese and Finnish groups. For the sensor-level statisti-
cal results, the clusters exceeding the randomization distribution under HO
are highlighted by red dots representing those channels in the sensor space.
The clusters are overlaid on the sensory topography of the difference contrast
extracted from the time window of clusters. For the source level, the clusters
exceeding the randomization distribution under HO are highlighted by the
yellow and red coloring on the cortical surfaces. The brightness of the cluster
is scaled by the temporal duration of the cluster in the source space. In addi-
tion, average evoked responses from the channels of the cluster are plotted
beneath the sensor space results, and the source waveform (dSPM value) ex-
tracted from the clusters is plotted beneath for the source space results. The
red and blue shaded area defines the standard error of the mean, and the
gray shaded area indicates the time window of the cluster.

TABLE 2 Summary of the clusters exceeding the randomization distribution under HO
for suppression and congruency effects at sensor and source levels in the
Chinese (N =12) and the Finnish (N = 13) groups.

Cluster Time window

Effect Level  Group number (ms) Region p-value
Chinese 1 557-692 Left temporal & 0.002
frontal
Sensor Right parietal-occi-
Finnish 1 363-520 1St p 0.006
pital
Suppression 1 205-365 Left angular & SUp- 31
effect . ramarginal gyri
Chinese Left t 1 &
Source y) 575-800 clt tempora 0.001
frontal
Finnish 1 285-460 Right parietal-occi- ) 4
pital
Sensor Chinese 1 538-690 Left frontal & tem-—— ) )
Congruency poral
ffect _
ertec Source Chinese 1 490-890 I};Eiﬁromal &tem- g

3.2 StudyII

In Study II, both unisensory (A and V) and multisensory (AVC and AVI) brain
responses to Finnish letters and corresponding phonemes were measured using
MEG and were correlated with children’s reading-related cognitive skills after
controlling for the effect of age. The age effect was controlled to investigate the
reading development independent of brain maturation. Multisensory interaction
and congruency effect were also examined, and significant brain indices of
audiovisual integration were further correlated with cognitive abilities.
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Partial correlation analysis revealed a rather consistent correlation pattern
between auditory and audiovisual responses (N1m, N2m, and late component)
in auditory cortices and phonological processing and rapid naming speed
(letters). The audiovisual responses (both AVC and AVI) in the left fusiform areas
(N170m) were significantly associated with phonological processing skills.

All significant correlation results are shown in Table 3. The correlation
pattern seemed to suggest a substantial overlap in children’s brain responses in
terms of relationships with cognitive skills. To disentangle these overlapping
variances between these brain responses, more specifically to see if there is
independent contribution from the multisensory responses, a linear regression
model was used with phonological processing and rapid naming as dependent
variables. The stepwise method was applied: age was put to the model first
followed by the unisensory brain responses (auditory/visual) and then the
multisensory brain responses (AVC and AVI). The regression results suggested
that auditory late component was the only significant predictor of phonological
processing and rapid naming skill of letters. Therefore, it can be concluded that
a larger auditory response (late sustained component) to the phoneme stimuli is
associated with faster rapid naming skills and better phonological processing
abilities in children.

No significant congruency effects were found by the cluster-based
permutation test (p > 0.05). An audiovisual interaction effect ([AVC < (A + V)])
was found in distributed parietal and temporal brain regions (see Figure 2). The
clusters exceeding the randomization distribution under HO and their time
windows were as follows: left (317-499 ms) inferior parietal, left (391-585 ms)
supramarginal, right (315-818 ms) inferior parietal, right (306-797 ms)
supramarginal, right (271-529 ms) precuneus, right (551-755 ms) postcentral,
right superior (535-827 ms) temporal and right middle (346-749 ms) temporal
cortices. Furthermore, the source amplitudes of significant audiovisual
interaction effects [(A + V) - AVC] in the above eight regions were checked for
correlations (partial correlation; controlling for the effect of age) with cognitive
skills. Audiovisual interaction in the right precuneus and inferior parietal region
was significantly correlated with phonological processing skills, whereas
audiovisual interaction in the right precuneus and left supramarginal region was
correlated with rapid naming speed of letters. Furthermore, audiovisual
interaction in the right precuneus and right temporal (superior and middle
temporal) regions was correlated with reading (word list, non-word list, and non-
word text reading) and writing skills, respectively.
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TABLE 3

Significant partial correlations between sensor brain responses and reading-related cognitive skills (controlling for the effect of age).

Cognitive skills Auditory Cortex Visual cortex
A AVC AVI AVC AVI
Com . Com Com . Com . Com
(Hemi) (Hemi) (Hemi) (Hemi) (Hemi)
N1m (R) 0.384" N2m (L) 0.420" N1m (L) 0.422 N170 (L) 0.404" | N170 (L) 0.427

Phonological pro- N2m (L) 0.454" LC (L) 0.506™ LC (L) 0.441"

cessing LC (L) 0499" | LC(R) 0.448"° LC (R) 0.456"
LC (R) 0.472

RAN Letter LC (L) -0.399° | LC (L) -0.412 LC (L) -0.381"

RAN Object LC (L) -0.405" LC (L) -0.394"

Non-word list Nim (R) 0.390°

reading LC (L) 0.395"

Note. A = auditory, AVC = audiovisual congruent, AVI = audiovisual incongruent, Com = component, Hemi = hemisphere, LC = late component,

r = correlation coefficient, L = left hemisphere, R = right hemisphere, *p < 0.05, **p < 0.01.
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FIGURE2  Brain regions that showed significant suppressive interaction effects (A +V >
AVC). The eight temporoparietal brain regions (defined in the Desikan-
Killiany atlas) showing significant effects are highlighted on the cortical sur-
faces (in the left panels). The right panels show the average source waveform
(MNE estimation) extracted from the brain regions with significant differ-
ences. The red and blue shadings define the standard error of the mean, and
the gray shadings represent the time window of the cluster.

3.3 Study III

In Study III, we investigated the neural mechanisms during the learning of novel
grapheme-phoneme associations and the effect of overnight memory
consolidation. The learning progress was tracked on a trial-by-trial basis during
training on two consecutive days and was used to identify and segment different
learning stages.
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3.3.1 Congruency effects in the pSTS

Repeated-measures ANOVA revealed significant main effects of the congruency
on Day 1 only after learning of letter-speech sound associations in the training
blocks (learning index >4: F(2, 52) = 4.81, p = 0.017) and in the testing blocks
(learning index 1-4: F(2, 58) = 4.37, p = 0.022; learning index >4: F(2, 54) = 4.43, p
=0.022), as well as on Day 2 (F(2, 58) = 3.82, p = 0.034) during the training blocks.
Post-hoc t-tests indicated that dSPM activation to the Control audiovisual stimuli
(AVX) was significantly lower (p < 0.05) than to the Learnable audiovisual
stimuli (AVC and AVI) in the Day 1 training blocks (when learning index: >4)
and to the audiovisual congruent stimuli (AVC) in the Day 2 training blocks.
During the testing blocks when the learning index was 1-4, the incongruent
audiovisual stimuli (AVI) elicited significantly higher (p < 0.05) activation than
the Control audiovisual stimuli (AVX). The Learnable congruent audiovisual
stimuli (AVC) elicited significantly higher (p < 0.05) activation than the Learnable
incongruent audiovisual stimuli (AVI) and the Control stimuli (AVX) in the Day
1 testing blocks when the learning index was greater than 4. In addition, there
was a hemisphere main effect (F(1, 29) = 7.48, p = 0.011) with higher dSPM
activation in the right hemisphere than the left hemisphere during the training
blocks on Day 1 at the stage when the learning index was 1-4.

3.3.2 Cortical responses to unimodal stimuli and audiovisual interaction
(Learnable vs. Control)

No significant differences were found for all the comparisons on Day 1 and Day
2 for auditory responses (Learnable vs. Control). For the visual response,
significant differences were found between learnable and control conditions
when the learning index is greater than 4 (p = 0.002, 455-795 ms, left parietal and
occipital regions) on Day 1 and Day 2 (p = 0.001, 380-795 ms, left parietal and
occipital regions). The cross-modal learning effects were tested for the
audiovisual interaction by comparing the audiovisual interaction brain
activations of the Learnable and Control stimuli from the time window of 500 ms
to 800 ms after the stimulus onset using spatiotemporal cluster-based
permutation statistics. The statistical tests were carried out for the three different
learning stages (Learning index = 0, 1-4, >4 respectively) on Day 1 and the
learned stage on Day 2. There was a significant difference (p = 0.019, 500-680 ms,
left parietal region) when at the stage when the learning index was 1-4 on Day 1.
As expected, the above results suggest that no brain activity changes were
observed before learning of the cross-modal association (learning index = 0).
Changes only started to occur after the successful learning of audiovisual
associations (learning index > 0).

3.3.3 Cortical responses to different learning cues

The brain activities following the three different learning cues were compared in
pairs using the spatiotemporal cluster-based permutation tests in the time
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window of 100 ms to 800 ms for Day 1 (Learning index = 0-4, >4) and Day 2.
There were significant differences between the three different learning cues when
the learning index was between 0-4 on Day 1. Two clusters exceeding the
randomization distribution under HO were found for the v vs. X comparison, one
(p = 0.012) in the left temporal regions in the time window of 300-490 ms and
another (p = 0.016) in the right temporal regions in the time window of 295-550
ms. Two clusters exceeding the randomization distribution under HO were found
for the © vs. X comparison, one (p = 0.008) in the left temporal regions in the time
window of 360-730 ms and another (p = 0.036) in the right temporal regions in
the time window of 355-785 ms. Two clusters exceeding the randomization
distribution under HO were found for the v’ vs. & comparison, one (p = 0.040) in
the left temporal regions in the time window of 400-780 ms and another (p =
0.037) in the right temporal regions in the time window of 245-455 ms. In
addition, there was a significant difference for the & vs. X comparison (p = 0.029,
300-740 ms, left temporal and occipital regions) when the learning index was
greater than 4 on Day 1. No significant differences were found between three
different learning cues on Day 2. The results regarding the Learnable vs. Control
comparisons (auditory, visual, audiovisual interaction) and contrasts between
the brain responses to different learning cues are summarized in Figure 3.
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FIGURE3  The spatiotemporal cluster-based statistical results for the Learnable vs. Con-

trol comparisons (auditory, visual, audiovisual interaction) and contrasts of
the brain responses to different learning cues at different learning stages in
two days. MEG data were split into the following three parts for the Learna-
ble vs. Control comparisons (auditory, visual, audiovisual interaction): learn-
ing index 0, learning index 1-4, learning index >4 on Day 1, and all the data
on Day 2. MEG data were split into the following three parts for contrasts of
the brain responses to different learning cues: learning index 0-4, learning
index >4 on Day 1, and all the data on Day 2. The brain activities were com-
pared using the spatiotemporal cluster-based permutation tests. The cluster
exceeding the randomization distribution under HO was represented by red
coloring on the cortical surface, and the temporal duration of the whole clus-
ter was marked in the figure above the cortical surface. The brightness of the
color on the cortical surface was scaled by the temporal duration of the clus-
ter. A warm color means the difference is significantly greater than zero, and
a cold color means the difference is significantly smaller than zero. Non-sig-
nificant results are marked with NS.
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3.3.4 Correlations between cognitive skills and learning speed

Correlation analysis was carried out between learning speed (of the Learnable
and Control stimuli) and cognitive test scores. After FDR correction, only the
learning speed of the Control stimuli was significantly correlated with the time
spent on RAN objects (FDR-corrected p = 0.0002).
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4 DISCUSSION

This dissertation aimed to investigate the brain activity changes related to the
learning of audiovisual associations in reading. These include the dynamic
changes in cortical activity during the learning (Study III), at early stages (Study
IT) after the learning of letter-speech sound associations and audiovisual
processing of meaningful character-speech sound combinations (Study I). Study
I investigated the audiovisual integration process in a logographic language,
Chinese, in which a character is associated with a syllable sound and a meaning.
One group of native Chinese speakers and another group of native Finnish
speakers (control group) participated in the audiovisual MEG experiment with
Chinese characters and speech sounds as stimuli. For the Finnish group, only a
suppression effect was found in the right parietal and occipital cortices, which is
probably related to the general audiovisual process of unfamiliar audiovisual
stimuli. Both audiovisual suppression and congruency effects were found in the
Chinese group in the left superior temporal and left inferior frontal regions,
which reflected the effect of learning character-speech sound associations. Study
IT examined the brain activities of unisensory (auditory/visual) and audiovisual
processing in a group of Finnish children learning to read with the aim of linking
these cortical unisensory and audiovisual responses to their reading-related
cognitive skills. Regression analysis showed that from the brain measures, the
auditory late response around 400 ms showed the largest association with
phonological processing and rapid automatized naming abilities. In addition, the
audiovisual integration effect was most pronounced in the left and right
temporoparietal regions, and activations in several of these regions were
correlated with children’s reading and writing skills. Study III aimed to
investigate the cortical mechanisms for supporting letter-speech sound learning,
particularly the brain dynamics during the learning of grapheme-phoneme
associations. Dynamic changes were observed in brain responses related to
multisensory processing and the visual letter processing when grapheme-
phoneme associations were learned and after overnight memory consolidation.
Overall, the cross-modal learning process changes brain activity in a large
network of brain regions, including the superior temporal cortex and the dorsal
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(parietal) pathway. Most interestingly, after the presentation of the cross-modal
relationship (from learning cues), the middle- and inferior- temporal regions
seemed to be engaged in multisensory memory encoding processes.

4.1 Audiovisual integration in logographic languages

In Study I, we investigated audiovisual integration in logographic scripts
(Chinese) in one group of native Chinese speakers and another group of native
Finnish speakers. The suppressive effect [AV < (A + V)] showed different
patterns in the two groups: it was left-lateralized for the Chinese group, which
possibly reflecting automatic audiovisual processes of learned character-speech
sounds, and right-lateralized for the Finnish group when processing novel
Chinese audiovisual stimuli. In addition, the congruency effect was only found
in the Chinese group in the left superior temporal cortex and Broca’s area in a
late time window (500-800 ms).

The suppressive effect was found mainly in the left angular/supramarginal,
inferior frontal, and temporal brain areas for the Chinese group, which indicated
that the left-hemispheric language network was activated during the processing
of well-learned audiovisual (Chinese character and speech sound) associations.
The suppression effect in the left angular and supramarginal gyri was found
relatively early at the time window of about 200-350 ms after the stimulus onset.
The left angular and supramarginal gyri have been identified as heteromodal
areas which link orthographic representations of symbols from the occipital
region to phonological coding in the superior temporal cortex (Price, 2000; Pugh,
Mencl, Shaywitz, et al., 2000; Schlaggar & McCandliss, 2007) and also possibly to
the inferior frontal gyrus through a feedforward pathway (Simos, Rezaie,
Fletcher, & Papanicolaou, 2013). The suppressive effect in the left superior and
middle temporal regions in the late time window (around 550-800 ms) was
consistent with results from earlier MEG/EEG (Calvert et al., 2001; Raij et al.,
2000) and fMRI (van Atteveldt et al., 2004; van Atteveldt et al., 2009) studies using
alphabetic letters. The suppressive effect in Broca’s area could be related to the
extra semantic processing of Chinese characters (Kuo et al., 2001; Tan et al., 2001;
Wang et al., 2008), which was not needed for letter-speech sound processing in
alphabetic languages. The audiovisual suppression effect could be seen as the
optimization of brain networks as a result of language learning (Raij et al., 2000)
for the Chinese participants.

The suppressive effect was found in a comparatively earlier time window
(285-460 ms) in the right inferior parietal and occipital area in the Finnish group.
For the Finnish participants who had never learned Chinese, they most probably
process the unfamiliar audiovisual information by paying more attention to the
visual features (Calvert et al., 2001; Madec et al., 2016), for example by analyzing
the spatial configuration of varying strokes within the character to be able to
process the audiovisual stimuli. The parietal region has been known to have
multisensory properties (Ahveninen et al., 2006; Bremmer et al., 2001; Cohen,
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2009; Grunewald, Linden, & Andersen, 1999; Lewis, Beauchamp, & DeYoe, 2000).
Converging evidence also suggests that the right parietal region is related to the
perception of multisensory stimuli that do not have any long-term memory
representations from unisensory modalities (Kamke, Vieth, Cottrell, &
Mattingley, 2012). Therefore, the suppressive effect found in the right parietal
region in the Finnish group most likely reflects a basic audiovisual processing of
novel symbols (Calvert, 2001; Cappe et al., 2010; Molholm et al., 2002) during a
working memory task or attention-related process in the distributed
frontoparietal cortical networks (Scolari, Seidl-Rathkopf, & Kastner, 2015;
Shulman et al., 2010; Yantis, 2008).

The congruency (AVC vs. AVI) effect was only significant in the Chinese
group, which were mainly distributed in the left superior temporal cortex
(including Heschl’s gyrus), left inferior frontal cortex and also parts of the insula.
The congruency effect found in the superior temporal cortex matches previous
studies (Blau et al., 2008; Jost et al., 2014; Raij et al., 2000; van Atteveldt et al., 2004)
on letter-speech sound integration in alphabetic languages. According to the
functional neuroanatomical model proposed by (van Atteveldt et al., 2009), the
visual and auditory inputs are integrated in the multisensory STS/STG regions
and then possibly projected to the auditory cortex through a feedback pathway.
The activation of this feedback projection mechanism was supported by the
relatively late time window (around 500-800 ms after the stimulus onset) of the
congruency effect in Study I. Earlier studies using transparent languages such as
Finnish (Raij et al., 2000) and Dutch (van Atteveldt et al., 2004) found that the
brain responses in the auditory association cortex were enhanced by congruent
letters-speech sound pairs and suppressed by incongruent letters-speech sound
pairs. However, the direction of congruency was reversed for opaque languages
such as English, in which incongruent letter-speech sound pairs elicited even
stronger activation in the superior temporal cortex than congruent ones
(Holloway et al., 2015). The results from Study I further suggested that the
congruency is adaptive to different types of scripts showing a reversed direction
(AVI>AVC) in the superior temporal areas in logographic scripts compared to
earlier studies on alphabetic language (Raij et al., 2000; van Atteveldt et al., 2004).
A comparable congruency effect was observed for German words, which was
related to lexical-semantic processing of words (Jost et al., 2014).

The left superior temporal cortex and left frontal cortex showed similar
effects in both suppressive and congruency comparisons in Study I. This is
consistent with previous studies on Chinese characters, which showed that left
temporal cortices and frontal regions (BA 9 and BA 47) are important for the
character reading process (Tan et al., 2001; Tan et al., 2000). For example, the left
middle frontal cortex (BA 9) was indicated to be involved in the visuospatial
analysis and semantic processing of Chinese characters (Tan et al., 2001). The
inferior frontal cortex has been reported repeatedly to be activated specifically by
semantically incongruent audiovisual stimuli, which was associated with
increased demands of cognitive control, including working memory processes
and semantic retrieval (Doehrmann & Naumer, 2008; Martin & Chao, 2001;
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Wagner, Paré-Blagoev, Clark, & Poldrack, 2001). Taken together, the left superior
temporal cortex seems to be a common hub in the brain network of audiovisual
processing across languages. Furthermore, the left inferior frontal cortex is

recruited for the additional semantic process during audiovisual integration in
logographic scripts (van Atteveldt & Ansari, 2014; Wu, Ho, & Chen, 2012;).

4.2 Audiovisual processing and its behavioral correlates in chil-
dren

In Study II, brain-evoked responses to auditory, visual, and audiovisual stimuli
of Finnish letters and speech sounds were extracted and correlated with cognitive
skills in children learning to read (6-11 years). The results revealed an interesting
correlation pattern: auditory responses, especially the late sustained response,
were significantly correlated with phonological skills; the visual N170 response
from the left fusiform gyrus was also correlated with phonological skills in the
audiovisual condition. Furthermore, audiovisual integration effects indexed by
the suppressive interaction [AV < (A + V)] were found in the temporoparietal
regions and contributed independently to reading skills. The congruency effect
was not significant, therefore indicating less automatized LSS integration in
children learning to read.

The auditory responses to speech sounds had major peaks around 100 ms
(P1/N1) and 250 ms (N2), which were typical in children, as reported by earlier
studies on the maturation of auditory evoked responses (Parviainen, Helenius,
Poskiparta, Niemi, & Salmelin, 2011; Wunderlich, Cone-Wesson, & Shepherd,
2006). The N2 response was followed by another late negative peak around 400
ms (Ceponiené et al., 2001; Ceponiené, Torki, Alku, Koyama, & Townsend, 2008;
Szymanski, Rowley, & Roberts, 1999) and is related to phonological processing
(Bann & Herdman, 2016; Kuuluvainen, Leminen, & Kujala, 2016; Stevens,
Mcllraith, Rusk, Niermeyer, & Waller, 2013). In Study II, the auditory N1m, N2m,
and late component were found to be correlated with phonological processing
skills. This was consistent with earlier studies (Bonte & Blomert, 2004;
Héamaldinen, Lohvansuu, Ervast, & Leppdnen, 2015; Lohvansuu et al., 2014;
Parviainen et al., 2011), which linked auditory N1, N2 and late component to
reading and reading-related skills in children. Further regression analysis
revealed that among the auditory components in the auditory and audiovisual
conditions, the left auditory late response was the driving force and explained
unique variance in the correlation with phonological skills. In addition, the left
auditory late response amplitude was also significantly correlated with rapid
naming ability; similar results have been reported in earlier research
(Kuuluvainen et al., 2016).

For the visual modality, the only significant brain-behavior correlation was
found between the N170 responses in the left fusiform area under both
audiovisual (AVC and AVI) conditions and phonological skills. This was
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consistent with findings in another MEG study (Parviainen, Helenius, Poskiparta,
Niemi, & Salmelin, 2006) in which letter-string-sensitive activation in the
occipitotemporal area was also correlated with phonological abilities in children.
The N170 response is an electrophysiological index of brain specialization for
letter string or word processing (Maurer, Brem, Bucher, & Brandeis, 2005) and
was functionally localized in the so-called visual word form area (VWFA) in the
left occipitotemporal area (Cohen et al., 2000; Dehaene & Cohen, 2011; Dehaene,
Le Clec'H, Poline, Le Bihan, & Cohen, 2002). Evidence has suggested that the
emergence of the left-lateralized N170 response is at least partly driven by an
automatic connection between orthographic and phonological systems (Maurer
et al.,, 2010; McCandliss & Noble, 2003). Therefore, the significant correlation
between left fusiform response and phonological skills under audiovisual
conditions suggested a top-down feedback modulation of the left ventral
occipital area from the auditory or audiovisual integration regions (Dehaene et
al., 2010; Desroches et al., 2010; Yoncheva, Zevin, Maurer, & McCandliss, 2010).

The suppressive interaction based on the additive model [AV - (A + V)] was
found to be significant in multiple temporal and parietal regions, which partly
overlaps with the findings of audiovisual integration in the superior temporal
cortex in adults (Blau et al., 2008; Raij et al., 2000; van Atteveldt et al., 2004). The
dorsal (temporoparietal) cortical network, including supramarginal gyrus and
angular gyrus in the inferior parietal cortex and the posterior superior temporal
gyrus (pSTQ) is related to mapping print onto its phonological and semantic
representation (Sandak, Mencl, Frost, & Pugh, 2004). The results from Study II
suggested that a more widely distributed temporoparietal cortical network is
recruited to support learning the association of orthography with phonological
codes in beginner readers (Pugh et al., 2013). In addition, the rather late time
window of the suppressive integration indicated a less automatic audiovisual
process in children (Blomert, 2011; Froyen et al., 2009), which might involve top-
down modulation.

Suppressive integration in temporoparietal regions was correlated with
phonological processing, rapid automatized naming as well as reading and
writing skills after controlling the age effect. More specifically, phonological
skills were correlated with the interaction effect in the right precuneus and
inferior parietal regions, while rapid naming of letters was correlated with the
interaction effect in the left supramarginal and right precuneus. Similar results
have been reported in previous studies on the associations between pre-reading
skills (phonological processing and rapid naming) and brain changes in
temporoparietal regions in children (Raschle, Chang, & Gaab, 2011; Raschle, Zuk,
& Gaab, 2012; Specht et al., 2009). Moreover, the integration effect in the right
precuneus was consistently correlated with reading skills, for example, nonword
list and nonword text and word list reading accuracy. This was in consonance
with one study (Pugh et al., 2013), which also used the brain (fMRI) and behavior
correlation approach and reported that the activation in the precuneus to prints

and speech sounds (pseudowords/words) is correlated with reading-related
skills.
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The congruency effect (AVC vs. AVI) was not significant in Study II. Since
many of the participants in this study had only one or two years of reading
instruction, it is likely that at the neural level, they may not establish fully
automated letter-speech sound integration, as shown by earlier studies using
MMN (Blomert, 2011, Froyen et al., 2009). In addition, the audiovisual
congruency effect is not only heavily dependent on the experimental task
(Andersen et al., 2004; van Atteveldt, Formisano, Goebel, & Blomert, 2007) but
also seemed to interact with the imaging methods. For example, fMRI studies
(Blau et al., 2010; Brem et al., 2010) on children have found congruency effects
using similar implicit active task, but not during explicit matching task (van
Atteveldt, Formisano, Goebel, & Blomert, 2007), whereas an active matching task
was able to elicit a congruency effect using MEG (Raij et al., 2000). Taken together,
the suppressive integration and congruency effects in Study II indicated more
general audiovisual integration processes in children who have not obtained the
fully automatic level of letter-speech sound integration, as evidenced by the
absence of congruency effect.

According to the general neurodevelopmental model of reading proposed
by (Cornelissen, Hansen, Kringelbach, & Pugh, 2010; Pugh et al., 2001), the
temporoparietal (dorsal) brain networks are crucial during the early phase of
learning to read. Working together with the anterior circuits (especially the
inferior frontal region), the dorsal (temporoparietal) reading system is involved
in the emergence of phonological awareness (Katzir, Misra, & Poldrack, 2005)
and in integration between orthography, phonology, and semantics (Pugh et al.,
2001). The maturation of the dorsal reading circuit will then guide and support
the development of the left ventral (occipitotemporal) circuit, including the
VWEFA (Dehaene & Cohen, 2011) for supporting fluent reading in advanced
readers. Therefore, Study II underscores the crucial role of the temporoparietal
circuits in developing phonological awareness and initiating automatic letter-
speech sound associations in beginning readers.

4.3 Audiovisual learning in the human brain

Study III investigated the neural mechanisms of letter-speech sound association
learning. The brain dynamics during initial learning and memory consolidation
after learning were captured in a two-day letter-speech sound learning
experiment using magnetoencephalography. The MEG experiment was designed
to separate the audiovisual processing and the grapheme-phoneme associative
learning by consecutive presentations of, first, audiovisual stimuli, and second,
different learning cues. Two sets of audiovisual stimuli were used for training in
which the letter-speech sound association in one set (Learnable) could be learned
but not in the other set (Control) based on the different learning cues provided.
The participants” performance was monitored with trial-by-trial precision in the
testing blocks after each learning block. Changes related to associative learning
were examined by comparing the Learnable and Control conditions at different
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learning stages. Dynamic brain changes were found during multisensory
learning and, most interestingly, during the processing of the learning cues.

The brain responses to the Learnable and Control visual stimuli (presented
alone) showed rather stable differences after the learning of audiovisual
associations. More specifically, Learnable and Control letters started to elicit
different activation patterns around left temporoparietal, paracentral and
occipital regions at late learning stages on Day 1 (learning index: >4) and also on
Day 2. The Learnable letters were linked to their phonemic representations
through training, and these audiovisual connections were strengthened over
time. This could lead to a different processing mechanism, in which only the level
of orthographic familiarity was increased for the Control stimuli. Similar results
have been reported by earlier studies comparing single letters and pseudo-letters
(Bann & Herdman, 2016; Herdman & Takai, 2013). The relatively late time
windows (455 ms on Day 1 and 380 ms on Day 2) of the significant cluster might
reflect the still slower processing speed of newly-learned grapheme-phoneme
mapping than well-established or over-learned ones (Brem et al., 2018; Herdman
& Takai, 2013; Maurer et al., 2005). The location of significant difference in
temporoparietal also matches with previous findings on early reading
acquisitions (Carreiras, Quifiones, Herndndez-Cabrera, & Dufabeitia, 2015;
Dehaene, Cohen, Morais, & Kolinsky, 2015; Pugh et al., 2001) and artificial word
training (Quinn et al.,, 2017), which showed that these dorsal circuits are
important for grapheme to phoneme conversion (Pugh, Mencl, Jenner, et al., 2000;
Sandak et al., 2004; Taylor et al., 2014). However, no difference was found for the
auditory only conditions between Learnable and Control sets, which suggested
that mapping of additional visual letters to existing phonemes might not alter the
brain representations of the existing phonemes (Familiar Finnish phonemes)
itself, but rather a new audiovisual association was formed.

Region-of-interest (ROI) (left and right pSTS) analysis of audiovisual
congruency effects based on the ANOVA model showed no difference before the
learning (learning index: 0) as expected. Brain responses to the Learnable (AVC
and AVI) and Control (AVX) sets started to differ in the early learning stage on
Day 1 (learning index:1-4), which indicated that categorization of Learnable and
Control sets seemed to be easier and appear earlier than the learning of the
audiovisual association in the Learnable set. It was only at a later stage (learning
index: >4) in the testing blocks on Day 1 when the congruency (AVC > AVI) effect,
a brain-level index of learned associations was found to be significant. This was
consistent with earlier studies using similar grapheme-phoneme training
paradigms (Karipidis et al., 2018; Karipidis et al., 2017) as well as for the over-
learned audiovisual stimuli (Raij et al., 2000; van Atteveldt et al., 2004). Moreover,
this congruency (AVC > AVI) effect in the testing blocks was absent on Day 2 and
only responses to Learnable audiovisual congruent (AVC) and Control (AVX)
stimuli showed a significant difference in the training blocks on Day 2. These
changes highlighted the dynamic characteristics of brain processes related to the
newly-learned audiovisual associations. Memory consolidation and
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reorganization during overnight sleep seems to affect multisensory processing at
the initial stage of audiovisual learning.

Converging evidence for the dynamic audiovisual processing in the early
learning stage was also found in audiovisual suppressive interaction effects
based on the additive model (A + V vs. AV). The suppressive effect (A +V > AV)
showed differences between Learnable and Control conditions only at the early
learning stage (learning index:1-4) on Day 1 in the left parietal region which had
been indicated to be crucial for grapheme-phoneme mapping in early reading
acquisition (Pugh et al., 2013; Sandak et al., 2004). As discussed in Study I and
Study II, the suppressive interaction effect reflects a more general form of cross-
modal interaction and could be engaged transiently during the early learning
stage (as shown by Study II) before a stable integration of the two modalities was
established.

Overall, the above discussion on uni/multi-modal processing of learned
associations suggested that the audiovisual processing is very dynamic and
depends on the different learning stages and tasks, whereas the brain
representation of learned letters seemed to be more stable and persistent after
successful learning of its phonological association. These early dynamic
processes have not been reported before since most earlier studies had only
examined the multisensory or learning effects at one time point after training.

The brain responses to the three different learning cues provided a unique
window into the brain mechanism of associative learning. In general, a reversed
pattern was observed for the learning cue processing as compared to the
audiovisual processing: the brain responses to the learning cues were different
mainly before and immediately after (learning index: 0-4) behavioral learning
could be observed on Day 1 and no difference was observed between the brain
activations to three learning cues on Day 2. The audiovisual associative learning
(V' vs. X contrast) and non-associative learning (% vs. X contrast) effects showed
largely overlapping in brain regions around the left and right middle and inferior
temporal and some deeper brain sources near the insula and bilateral medial
temporal (hippocampus) regions. Similar results have been found in previous
studies, for example, the inferior temporal cortex has been indicated to be crucial
in forming cross-modal associations (Gibson & Maunsell, 1997; Miyashita &
Hayashi, 2000; Sakai & Miyashita, 1991) and the hippocampus and nearby areas
are related to working memory processes (Olson, Moore, Stark, & Chatterjee,
2006; Quak, London, & Talsma, 2015; Yonelinas, 2013). The audiovisual
associative and non-associative learning (v vs. & contrast) showed different
activations in parts of the left temporal region and right insula. The decreased
activation in the left temporal cortex for audiovisual associative learning
compared with non-associative learning might be related to the cross-modal
memory encoding (Tanabe, Honda, & Sadato, 2005), and the increased activation
in the right insula regions might be related to multisensory attention (Chen et al.,
2015). Such subtle differential activation strength between audiovisual
associative and non-associative learning in both hemispheres, which probably
reflects the unique cognitive processes in associative learning.
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Learning speed in artificial grapheme-phoneme association training has
been shown to correlate with future reading fluency and was suggested as a
novel tool to identify children with future reading problems (Karipidis et al., 2018;
Karipidis et al., 2017). Audiovisual non-associative learning speed in Study III
showed a correlation with rapid naming ability, which is a robust behavioral
precursor of reading fluency across various languages (Kirby et al., 2010; Moll et
al., 2014). Rapid naming has been found to be linked to cross-modal learning by
other artificial learning studies (Aravena, Tijms, Snellings, & van der Molen, 2018;
Karipidis et al., 2018; Karipidis et al., 2017). In our case, the correlation with
associative learning was not significant after FDR correction could be due to
statistical power issues (r =-0.45 and uncorrected p=0.012 for the correlation
between RAN objects and the associated learning speed). It could also be possible
that experiment design seemed to favor the learning of separating the Learnable
and Control stimuli from each other in addition to the learning of audiovisual
associations.

4.4 General discussion

This dissertation investigated various aspects of brain changes related to learning
audiovisual associations in reading acquisition using magnetoencephalography.
Study I extended the previous findings on well-learned audiovisual integration
of alphabetic languages to logographic languages, which include the semantic
process for each character-speech sound pair. In Study II, audiovisual integration
was examined in beginning readers, and brain-behavior analyses were utilized
to examine the relationship between children’s cognitive skills and cortical
responses related to auditory, visual, and audiovisual processes of letters and
speech sounds. Study III was designed to capture the brain dynamics of learning
grapheme-phoneme associations using a well-controlled audiovisual training
paradigm.

In general, across all three studies, the audiovisual processing showed large
similarities in terms of time windows and brain locations. For example, the
superior temporal region, which has been shown to be important for audiovisual
integration of letter-speech sound (van Atteveldt et al., 2004) and audiovisual
objects (Beauchamp, Lee, et al., 2004) in general, was also identified to be an
important cortical hub for audiovisual integration in this dissertation work. In
Study I, the left superior temporal cortex was actively involved in the processing
of both multisensory interaction ([A + V vs. AV]) and congruency comparison.
This showed that the STC was indeed a common region of audiovisual
processing across languages, including both logographic and alphabetic
languages. In Study II, the suppressive interaction was also identified in various
temporoparietal regions, including the superior regions for the integration of
letter-speech sounds in children learning to read. In Study III, the activity in
superior temporal areas was found to be sensitive to the effect of learning
audiovisual associations and seemed to be dynamic across different learning
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stages. In addition, the time windows of audiovisual integration across three
studies were also similar (after about 400 ms). This relatively late time window
supports the idea that audiovisual integration was only possible after the
unisensory processing of auditory and visual information.

The audiovisual processing also showed some distinct differences across
orthographies and more important at different stages of learning to read. In
Study I, different suppressive interaction effects found in Chinese and Finnish
groups indicated the adaptive nature of the cortical networks of the audiovisual
processing. Importantly, in addition to the integration in STC, the inferior frontal
cortex was also involved in audiovisual processing of semantic information in
native Chinese speakers. The findings in the left superior temporal cortex are
surprisingly similar to those in alphabetic languages but with also some unique
brain processes in the inferior frontal cortex specific to the logographic scripts.
The results from Study I thus suggested that there are some universal audiovisual
integration mechanisms in reading acquisition complemented by additional
language-specific processes. Study II showed that at the early stages of learning
the letter-speech sound integration, more broad brain regions (left and right
temporoparietal regions) seemed to be recruited for the audiovisual processing.
Findings from Study II point to the important role of these temporoparietal
regions in learning letter-speech sound associations in early reading
development. Study III further confirmed the dynamic nature of audiovisual
processing using a cross-modal association learning task in two days. Depending
on the different stages of learning grapheme-phoneme associations, rapid
changes in brain activity have been observed in a broad range of temporoparietal
brain regions. This might be related to activations of brain circuits for forming
multisensory memory and subsequent overnight consolidation. Study III further
indicated that the newly learned cross-modal association also affects the visual
representation of letters in distributed occipital and parietal regions.

Based on findings from this dissertation and previous studies, a model
regarding the learning of audiovisual associations in reading acquisition was
proposed in Figure 4. In this model, the auditory (e.g., the sound of /a/) and
visual (e.g., letter a) sensory inputs are first processed in the primary auditory
and visual cortices. The auditory features of the stimuli are then combined to
form more abstract representations most likely in the superior temporal regions
in both early and late time windows as reflected for example by the auditory P2
response (Hamadldinen et al., 2019) and late sustained responses (Ceponiene,
Alku, Westerfield, Torki, & Townsend, 2005). The visual features have been
processed, and they form an abstract representation when the visual information
is processed along the vOT cortex known to respond to orthographic regularities.
The auditory and visual information is then integrated in the multisensory areas
in the superior temporal cortex (marked in red in Figure 4) (Beauchamp, Lee, et
al., 2004; Raij et al., 2000; van Atteveldt et al., 2009) to form a coherent audiovisual
object at a relatively late time window after the auditory and visual inputs are
processed (see van Atteveldt et al., 2009 for a functional neuro-anatomical model
of letter-speech sound integration in literate adults). Depending on the different
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tasks used during the experiment, there might be top-down modulatory
feedback from the frontal regions (marked in yellow in Figure 4) to the
multisensory regions (van Atteveldt, Formisano, Goebel, & Blomert, 2007). In
addition, Study I further pointed out that semantic-related processing involved
the left inferior frontal regions.

Sound: /a/ Letter: a

1',[ D) _——
B

5>

Auditory cortex:
Auditory
processing

Frontal cortex: h
Top-down control &
language processing incl.
\_ semantics, syntax etc W,

Parietal:
GP conversion

(" Medial temporal (subcortical), )
middle and inferior temporal
regions : AV learning and
\& memory encoding J

FIGURE4  Schematic diagram of the possible network involved in the learning of letter-
speech sound associations. A = Auditory cortex, V = Visual cortex, STC = su-
perior temporal cortex, vOT = ventral occipitotemporal cortex, GP = Graph-
eme-phoneme.

During the initial learning stage, the audiovisual representations are
encoded, and short-term memory of the audiovisual objects are stored in the
middle and inferior temporal and possibly also in the medial temporal (e.g.,
hippocampus) regions (marked in cyan in Figure 4) (Easton & Gaffan, 2001;
Quinn et al., 2017). Frontal regions (Mei et al., 2014) have been suggested to be
involved in the top-down control mechanism, for example, in the selection of
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cross-modal features (Calvert et al., 2001; Hamaldinen et al., 2019) to combine and
direct attention to the relevant learning cues. In addition, parietal regions
(marked in blue in Figure 4) also receive visual inputs (of letters) from the
occipital regions and might be involved in storing the corresponding
phonological representation of the letters (grapheme-phoneme conversion) by
interacting with the multisensory superior temporal cortex during the early
stages of learning as indicated in Study III. As learning progress, changes have
been reported to occur in vOT (Brem et al., 2010; Brem et al., 2018; Hashimoto &
Sakai, 2004; Madec et al., 2016; Quinn et al., 2017) and dorsal pathway (parietal
regions) (Hashimoto & Sakai, 2004; Mei et al., 2015; Mei et al., 2014; Taylor et al.,
2017; Taylor et al., 2014) as well as the STC (Hamaéldinen et al., 2019; Karipidis et
al., 2018; Karipidis et al., 2017; Madec et al., 2016) for forming optimal cortical
representation and automatic processing of the audiovisual objects.

A letter-speech sound learning deficit has been reported as one possible key
factor for dyslexia in studies using artificial letter training paradigms (Aravena,
Snellings, Tijms, & van der Molen, 2013; Aravena et al., 2018; Karipidis et al., 2018;
Karipidis et al., 2017). Findings from this dissertation could provide a better
understanding of neural dynamics that underpin grapheme-phoneme learning
and could be used to identify specific bottlenecks in learning cross-modal
associations in children. A more refined grapheme-phoneme learning model
could provide better scientific evidence on how to improve the teaching of
multimodal material. For example, teachers could adapt individual training
programs that are targeted to strengthen the specific pathways in the model for
enhancing children’s learning efficiency.

4.5 Limitations

The task during the audiovisual experiment could affect the specific audiovisual
processing observed as shown in earlier studies (van Atteveldt et al., 2009; van
Atteveldt, Formisano, Goebel, & Blomert, 2007). In Study I and Study II, active
tasks were used for investigating the audiovisual integration of learned
associations. Active audiovisual paradigm is more realistic since in real-life
situations the audiovisual processing is an active action (e.g., learning to read).
However, it also brought certain complications in analyzing the data and
interpreting results. For example, Study I used a dual-modality working memory
task, in which the working memory processes might interfere with audiovisual
integration. In addition, since the stimuli consisted of Chinese characters and
speech sounds, the working memory task might have different demands for
native Chinese speakers and Finnish speakers who have never learned Chinese
before. Therefore, direct group comparison was not conducted considering that
the task demand and the underlying brain mechanism of audiovisual integration
might be quite different for Chinese and Finnish groups.

The accuracy of MEG source localization could potentially restrict the
conclusions on the precise brain areas. In Study I and Study III, the FsAverage
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brain template was used for MEG source localization since individual MRI
images were not acquired due to limited resources. To minimize the mismatch of
brain size and shape between the individual brain and the template brain, a
three-parameter scaling was used to fit the template brain to the individual
digitized head points. In general, compared with other functional neuroimaging
techniques such as fMRI, MEG is not the optimal tool for accurate localization of
brain activity. However, compared with EEG, MEG is insensitive to the head
tissue conductivity, which would allow better brain source estimations. The main
goal of the present research was not to localize the brain activities with millimeter
accuracy but to have a rough estimation of brain activities over relatively large
cortical surfaces. Therefore MEG could provide relatively good localization
accuracy even with brain templates and has the advantage of high temporal
resolution (millisecond). In Study II, although the size of the child’s brain was
smaller than adults and thus was further away from the MEG sensors, individual
structural MRIs were acquired to improve the localization accuracy. Deep brain
structures such as the medial temporal system (including the hippocampus) play
a crucial role in the learning and memory processes, as reported in a number of
studies (Axmacher, Elger, & Fell, 2008; Brasted, Bussey, Murray, & Wise, 2003;
Jarrard, 1993; Mayes, Montaldi, & Migo, 2007). MEG is not optimal to localize
deep brain activity due to the decreased signal-to-noise ratio (SNR) as a function
of source depth. However, evidence suggests that hippocampal activities could
be captured with MEG (Attal & Schwartz, 2013; Ruzich, Crespo-Garcia, Dalal, &
Schneiderman, 2019), especially during learning and memory tasks (Backus,
Schoffelen, Szebényi, Hanslmayr, & Doeller, 2016; Shah-Basak et al., 2018; Taylor,
Donner, & Pang, 2012). In Study III, some activities related to the processing of
the learning cues seemed to emerge from the deep brain sources. However, due
to the limited SNR and spatial resolution in MEG, caution should be taken when
interpreting results, particularly the localization regarding the deep brain sources.
In Study III, the learning process was tracked on two consecutive days;
ideally it would be interesting to track the learning process over a longer period
(e.g., one week). Several other studies have looked at the behavioral (Aravena et
al., 2013; Aravena et al., 2018) and neural (Taylor et al., 2017; Taylor, Davis, &
Rastle, 2019) change related to cross-modal learning over an extended period of
time. However, the main goal of Study III was to investigate the brain
mechanisms during the initial learning using an artificial grapheme-phoneme
training paradigm simulating the situation when children typically learn letters.
Interesting brain dynamics were observed during letter-speech sound learning
in Study III, which could provide new information on potential brain
mechanisms leading to long-term learning outcomes. The grapheme-phoneme
learning was examined in adults in Study III based on the assumption that this
kind of basic multisensory learning is preserved in adults and would recruit
similar brain networks as in children learning to read. Therefore a potential
interesting research question concerns the difference of brain mechanisms in
adults and children when learning novel letter-speech sound associations.
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4.6 Future directions

A more detailed neurocognitive model, including functional connectivity and
network pattern, is needed for a better understanding of the cortical organization
and the developmental trajectory of letter-speech sound learning. Learning and
integrating cross-modal associations involves interaction and communication
between multiple brain regions, including the sensory processing regions, the
short-term memory systems, attention and cognitive control systems in frontal
and parietal areas. Therefore functional brain connectivity and network analysis
would be an interesting approach for future studies on letter-speech sound
association integration and learning. The current dissertation work has identified
important brain regions (hubs) and time windows that could be useful for future
studies that use optimal experimental design for connectivity and network
analysis.

The automatic letter-speech sound integration deficit has been proposed as
an important cause of reading difficulties (Blomert, 2011; Froyen et al., 2011; Zarié
et al., 2014). Several studies (Aravena et al., 2018; Karipidis et al., 2017; Pleisch et
al., 2019) have tried to examine the difference of LSS integration at different levels
of learning to read in children with reading difficulties and typically developing
controls. However, less is known about the differences in brain processes during
the learning of letter-speech sound associations. For that reason future studies
could apply the developed LSS learning paradigm (similar to the learning
experiment implemented in Study III) to examine the formation of letter-speech
sound associations in children with varying reading skills, including dyslexic
readers. Such studies could help in understanding the neural mechanisms of
reading difficulties and may inspire the design of tools (e.g., dynamic assessment)
for early identification of such problems (Aravena et al., 2018; Elbro, Daugaard,
& Gellert, 2012). Furthermore, the brain-behavior analysis could be utilized to
identify brain indexes of audiovisual learning, which correlated with children’s
cognitive skills. Since the artificial grapheme-phoneme training approach is not
restricted to a specific language, it could provide a more general and flexible
measure of children’s cross-modal learning ability even before formal reading
instruction. This approach could potentially benefit the early identification (Elbro
et al., 2012) and intervention of children with future reading problems and
provide targeted personalized training for those with reading difficulties.

Successful letter-speech sound integration is a crucial step for fluent
reading, yet reading is a much more complex cognitive process that includes, for
example, syntactic, semantic, and phonological processes to extract complete
information from the text in close temporal and spatial proximity. Linguistic
elements at one level are combined to construct linguistic elements at a higher
level; for example, letters are combined into words that contain meanings as well
as sounds. In alphabetic languages, how the letter-speech sound integration
interacts with high-level linguistic processes (e.g., at the word or even sentence
level) during learning to read is still poorly understood. However, due to the
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complexity of natural languages, it is immensely difficult to isolate the exact brain
mechanism responsible for specific linguistic processes and interactions at
different levels. Artificial language training paradigms (Folia, Uddén, De Vries,
Forkstam, & Petersson, 2010) provide a simplified linguistic structure and good
control for the prior learning experience, and they are useful tools for
investigating brain mechanisms of learning to read from the basic letter-speech
sound processing (Study III) to higher-level linguistic processes and the
interaction between different levels.

In conclusion, the results of this dissertation indicate the adaptive nature of
the audiovisual process. It was found that at the initial learning stage, a dynamic
and distributed cortical network was recruited during the forming and
consolidating of cross-modal associations. The cortical audiovisual process was
confirmed in this dissertation to still be at the immature state in children learning
to read, but the level of automaticity was associated with their reading-related
skills. In addition, audiovisual integration in reading seems to recruit certain
universal audiovisual integration mechanisms and is complemented by
language-specific processes.
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YHTEENVETO (SUMMARY)

Audiovisuaalisten yhteyksien oppimiseen liittyvit aivotoiminnan muutokset
lukemaan oppimisen yhteydessa

Kirjainten ja d4nteiden yhteyden oppiminen on aakkosia kéyttavissa kielissa yksi
ensimmadisid askeleita kohti lukutaidon omaksumista. Tutkimukset ovat osoitta-
neet, ettd neuraalisella tasolla timd audiovisuaalinen integraatioprosessi nadyttaa
olevan tdysin automaattinen vasta, kun lukemista on harjoiteltu useita vuosia ja
ettd kykenemittomyys muodostaa automaattisesti grafeemi-foneemi-vastaa-
vuuksia on yksi lukemisvaikeuksien taustalla olevista syistd. Olemassa oleva au-
diovisuaalisen integraation neuroanatominen malli perustuu pédasiassa tutki-
mustuloksiin, jotka koskevat lukutaitoisten, aakkoskirjoitusta kdyttavien aikuis-
ten jo opittua kirjainten ja dénteiden yhdistdmistd. Lukemaan opettelun alkuvai-
heessa tapahtuvasta audiovisuaalisesta prosessoinnista tiedetddn kuitenkin vé-
hemmain, samoin kuin audiovisuaalisesta integraatiosta esimerkiksi logografista
eli sanakirjoitusta kdyttavissa kirjoitusjdrjestelmissa.

Tamaén vaitostutkimuksen tavoitteena oli selvittdd lukemisen audiovisuaa-
listen yhteyksien oppimiseen liittyvid aivotoiminnan muutoksia. Erityisesti kes-
kityttiin aivodynamiikan muutoksiin kirjain-danne-yhdistelmien oppimisen ai-
kana (tutkimus 3) ja pian niiden oppimisen jdlkeen (tutkimus 2). Liséksi tutki-
muksessa 1 kartoitettiin audiovisuaalista prosessointia logografista kirjoitusjar-
jestelmdd kayttavassa kielessd (kiina), jossa kullakin kirjoitusmerkilld on oma
merkitys. Magnetoenkefalografia (MEG) on kuvantamistekniikka, jolla aivotoi-
mintaa voidaan kartoittaa aivojen sdhkoisen toiminnan tuottamia magneettikent-
tid taltioimalla. Sitd kaytettiin kaikissa kolmessa osatutkimuksessa, jotta voitiin
tallentaa yksiaistisen ja moniaistisen prosessoinnin tuottamaa aivotoimintaa.

Tutkimuksessa 1 selvitettiin audiovisuaalista integraatioprosessia kiinan
kielessd, jonka merkit liitty vt tavun ddnteeseen ja merkitykseen. Syntyperdisten
kiinan puhujien ryhmad ja toinen vastaava suomenkielinen kontrolliryhma osal-
listuivat audiovisuaaliseen MEG-kokeeseen, jossa drsykkeind kaytettiin kiinan
kirjoitusmerkkejd ja puheddnteitd. Suomalaisessa ryhméssa havaittiin vain sup-
ressioefekti oikeassa pddlaki- ja takaraivolohkossa, mikd todenndkoisesti liittyy
yleiseen tuntemattomien audiovisuaalisten drsykkeiden aiheuttamaan audiovi-
suaaliseen prosessiin. Kiinalaisessa ryhmdssd havaittiin sekd audiovisuaalista
supressio- ettd kongruenssiefektida vasemman ylemmaéan ohimolohkon ja vasem-
man alemman otsalohkon alueilla. Tdma osoitti, ettd logografisessa kielessad au-
diovisuaalisessa prosessoinnissa kdytettiin ylemmilld ohimolohkoalueilla sa-
manlaista aivomekanismia kuin aakkosia kadyttavissa kielissd, mutta mukaan val-
jastettiin lisdksi alemmat otsalohkoalueet sanojen merkitysten késittelyyn.

Tutkimuksessa 2 keskityttiin lukemaan opettelevan suomalaisen lapsiryh-
mé&n aivotoimintaan yksiaistisen (auditiivisen/visuaalisen) ja audiovisuaalisen
prosessoinnin aikana. Tarkoituksena oli selvittdd yksiaististen ja audiovisuaalis-
ten vasteiden yhteys lasten lukemiseen liittyviin kognitiivisiin taitoihin. Ryhma
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tyypillisesti kehittyvid 6-11-vuotiaita suomalaislapsia osallistui erityisesti lap-
sille suunniteltuun audiovisuaaliseen kokeeseen, jossa drsykkeind kdytettiin suo-
men kirjaimia ja ddnteitd. Aivoaktivaatio reaktiona auditiivisiin, visuaalisiin ja
audiovisuaalisiin drsykkeisiin, samoin kuin audiovisuaalista integraatiota mit-
taava aivovaste, korreloivat lukutaidon ja kognitiivisten taitojen kanssa, jotka en-
nustavat lukutaidon kehitystd. Regressioanalyysin perusteella myshdinen audi-
tiivinen vaste, noin 400 ms &drsykkeen alusta, osoitti selkeimmin yhteyttd fonolo-
giseen prosessointiin ja nopeaan automaattiseen nimedmiskykyyn. Audiovisu-
aalinen integraatioefekti oli lisdksi huomattavin vasemmilla ja oikeilla temporo-
parietaalisilla alueilla, ja useilla ndistd alueista aktivaatio oli yhteydessd lasten
luku- ja kirjoitustaitoihin. Namad tulokset viittasivat lasten audiovisuaalisen pro-
sessoinnin kypsyméttomyyteen ja temporoparietaalisten alueiden merkitykseen
lukemaan opettelun alkuvaiheessa sekd niiden ainutlaatuiseen rooliin lukutai-
don omaksumisessa.

Tutkimuksessa 3 pyrittiin kartoittamaan niitd aivokuoren mekanismeja,
jotka tukevat kirjainten ja ddnteiden oppimista, sekd erityisesti aivojen dynamiik-
kaa grafeemi-foneemi-vastaavuuksia opittaessa. Yhteensd 30 suomalaista ai-
kuista osallistui kahtena perdkkdisend pdivand MEG-kokeeseen, jossa he opette-
livat yhdistdamaééan itselleen uusia vieraskielisid kirjaimia tuttuihin suomalaisiin
danteisiin. Harjoituksessa kéytettiin kahta audiovisuaalista drsykejoukkoa: en-
simmdisessd joukossa (“opittava”) audiovisuaalinen yhteys voitiin oppia annet-
tujen vihjeiden perusteella, toisessa joukossa (“kontrolli”) sen sijaan ei. Oppimi-
sen edistymistd seurattiin drsyke kerrallaan luokitellen sen perusteella eri oppi-
misvaiheita. Aivojen herdtevasteissa havaittiin dynaamisia muutoksia moniais-
tiseen prosessointiin sekd visuaaliseen kirjainten prosessointiin liittyen grafeemi-
foneemi-vastaavuuksia opeteltaessa ja muistijdljen vahvistuttua yon aikana. Yli-
pddnsd aistien vdlinen oppimisprosessi ndyttdisi sddtelevan toimintaa laajojen ai-
voalueiden muodostamassa verkostossa, johon kuuluvat ylempi ohimolohko ja
dorsaalinen hermorata. Yksi keskeinen 16ydos oli, ettd keski- ja alaohimolohkon
alueet olivat mukana moniaistisessa muistiin koodauksessa oppimisvihjeen ka-
sittelyn aikana. Kolmannen osatutkimuksen tulokset korostavat kirjainten ja pu-
heddnteiden vastaavuuksien oppimiseen liittyvad aivojen dynaamisuutta ja plas-
tisuutta sekd tarjoavat tarkemman grafeemi-foneemi-oppimisen mallin.

Kaiken kaikkiaan viitostutkimuksen tulokset osoittivat, ettd audiovisuaali-
nen prosessointi mukautuu tehtdvavaatimusten ja oppimisen seurauksena. Op-
pimisen alkuvaiheessa aistien vilisid yhteyksid muodostettaessa ja vahvistetta-
essa kdyttoon otettiin dynaaminen ja hajautettu aivokuoren verkosto. Aivokuo-
rella tapahtuvan audiovisuaalisen prosessoinnin todettiin olevan lukemista opet-
televilla lapsilla vield kypsyméaton, mutta automaattisuuden taso oli yhteydessa
heidédn lukemiseen liittyviin taitoihinsa. Lisdksi luettaessa tapahtuva audiovisu-
aalinen integraatio ndyttdd hyodyntdvan tiettyjd universaaleja audiovisuaalisia
integraatiomekanismeja, joita tdydennetddn kielikohtaisilla prosesseilla.
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Learning to associate written letters/characters with speech sounds is crucial for
reading acquisition. Most previous studies have focused on audiovisual integration
in alphabetic languages. Less is known about logographic languages such as
Chinese characters, which map onto mostly syllable-based morphemes in the
spoken language. Here we investigated how long-term exposure to native language
affects the underlying neural mechanisms of audiovisual integration in a logographic
language using magnetoencephalography (MEG). MEG sensor and source data from
12 adult native Chinese speakers and a control group of 13 adult Finnish speakers
were analyzed for audiovisual suppression (bimodal responses vs. sum of unimodal
responses) and congruency (bimodal incongruent responses vs. bimodal congruent
responses) effects. The suppressive integration effect was found in the left angular
and supramarginal gyri (205-365 ms), left inferior frontal and left temporal cortices
(675-800 ms) in the Chinese group. The Finnish group showed a distinct suppression
effect only in the right parietal and occipital cortices at a relatively early time window
(285-460 ms). The congruency effect was only observed in the Chinese group
in left inferior frontal and superior temporal cortex in a late time window (about
500-800 ms) probably related to modulatory feedback from multi-sensory regions
and semantic processing. The audiovisual integration in a logographic language
showed a clear resemblance to that in alphabetic languages in the left superior
temporal cortex, but with activation specific to the logographic stimuli observed in
the left inferior frontal cortex. The current MEG study indicated that learning of
logographic languages has a large impact on the audiovisual integration of written
characters with some distinct features compared to previous results on alphabetic
languages.

Keywords: audiovisual integration, magnetoencephalography, auditory cortex, language learning, reading,
Chinese characters
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INTRODUCTION

Learning to read involves the integration of multisensory
information (primarily from the auditory and visual modalities)
and combining it with meaning. Multisensory integration,
defined as modulation of brain responses by signals from
multiple modalities, has been shown to be a dynamic and
context-dependent process (van Atteveldt et al., 2014; Murray
et al., 2016a). In natural audiovisual speech perception, it
has been shown that complementary or correlated visual
speech information could affect the auditory processing of
speech by activating the perisylvian auditory speech regions
through the ventral and dorsal visual streams (Campanella
and Belin, 2007; Campbell, 2008; Bernstein and Liebenthal,
2014). Multisensory integration is also found within the visual
cortices during early and late post-stimulus stages and could
directly impact perception (Murray et al., 2016b; Kayser et al.,
2017). Unlike spoken language, the ability to read is not
hard-wired in the human brain through the evolution since
written language is a recent cultural invention which has
only existed for a few thousand years (Liberman, 1992).
Consequently, it takes years of repetition and practice to form
the long-term memory representations of audiovisual language
objects, which would enable fluent readers to successfully
automatize the integration of language-related auditory and
visual sensory information (Froyen et al., 2009). A growing body
of neuroimaging research has examined the neurophysiological
basis of the letter-speech sound integration mainly in transparent
alphabetic languages (Raij et al, 2000; van Atteveldt et al.,
2004, 2009; Froyen et al., 2009). Interestingly, research using
less transparent language such as English has found both
similarities in the audiovisual integration effect compared with
transparent languages and orthography dependent differences
in the processing of irregular mappings of letter-speech sound
combinations (Holloway et al., 2015). Therefore, an intriguing
open question is about the audiovisual integration in other
kinds of languages, for example character-speech processing
in logographic languages such as Chinese. Understanding of
such character-speech integration in logographic languages may
provide more insights into the universal and language-specific
brain circuits underlying audiovisual integration in reading
acquisition.

Audiovisual paradigms, which typically consisted of auditory
only (A), visual only (V), audiovisual congruent (AVC) and
audiovisual incongruent (AVI) stimuli, were widely used in
investigating brain mechanisms of multisensory interactions
between the auditory and visual modalities (Raij et al., 2000;
Murray and Spierer, 2009; van Atteveldt et al., 2009). Within
the structure of such experimental design, two main approaches
could be derived and used as indications of audiovisual
integration. The first approach is based on the additive model,
which compares the audiovisual responses to the summations
of the constituent unisensory responses [AV — (A + V)],
and has been frequently used in electrophysiological studies
on multisensory integration (Raij et al, 2000; Calvert and
Thesen, 2004; Stein and Stanford, 2008; Sperdin et al., 2009).
The additive model could be applied to almost any kind of

audiovisual experimental design with arbitrary auditory and
visual combinations. This approach is suitable to detect both
supra-additive [AV > (A + V)] and sub-additive (hereon referred
to as the suppression effect) [AV < (A + V)] modulations of
unimodal activities in the sensory-specific cortices as well as
to observe new processes specifically activated by the bimodal
nature of the stimulus under the assumption that there is
no common activity (such as target processing) presented in
the auditory, visual and audiovisual conditions (Besle et al.,
2004). Animal electrophysiological studies have shown both
super- and sub-additive multisensory interactions in the superior
colliculus neurons and the superior temporal sulcus (STS;
Meredith, 2002; Schroeder and Foxe, 2002; Laurienti et al., 2005;
Perrault et al., 2005; Kayser et al.,, 2008; Stein and Stanford,
2008). Electroencephalography (EEG)/magnetoencephalography
(MEG) studies on humans have typically shown suppressive
multisensory effects (Schroger and Widmann, 1998; Foxe et al.,
2000; Raij et al., 2000; Fort et al., 2002; Liitkenhoner et al., 2002;
Molholm et al., 2002; Teder-Salejarvi et al., 2002; Jost et al., 2014;
Xu et al., 2018). Such suppression effects could occur as early as
50-60 ms after the stimulus onset and these functionally coupled
responses are localized within the primary visual and auditory
cortices as well as the posterior STS (Cappe et al., 2010). Other
research in humans has also demonstrated that these audiovisual
suppression effects can be observed at late time windows and for
both familiar and unfamiliar audiovisual stimuli (Raij et al., 2000;
Jost et al., 2014; Xu et al., 2018).

The second approach is to study the audiovisual congruency
effect (Jones and Callan, 2003; Ojanen et al, 2005; Hein
et al,, 2007; Risseler et al., 2018), which compares different
brain responses to congruent and incongruent audiovisual
pairs. The rationale is that the congruency effect can only be
established when the unisensory inputs have been integrated
successfully (van Atteveldt et al., 2007a,b). One advantage of the
congruency comparison is that it is not sensitive to any additional
non-sensory activity and thus has a clear statistical criterion.
Research using transparent languages such as Dutch and Finnish
has found that the congruent alphabetic audiovisual stimuli elicit
a stronger brain response in the superior temporal cortex than
the incongruent pairs (Raij et al., 2000; van Atteveldt et al., 2004).
Based on earlier studies (Raij et al., 2000; Besle et al., 2004; Cappe
etal., 2010; Jost etal., 2014), the suppression effect reflects general
audiovisual integration (including both early and late audiovisual
interaction effects), whereas the congruency effect is more related
to the specific interaction of learned or meaningful audiovisual
associations (Hocking and Price, 2009).

Previous research has mainly focused on the brain
mechanisms of audiovisual integration in alphabetic languages
such as Dutch (van Atteveldt et al., 2004, 2009), English
(Holloway et al., 2015) and Finnish (Raij et al., 2000). Several
language-related and cross-modal brain regions have been
shown to activate consistently during letter-speech sound
integration in alphabetic languages. In particular, the superior
temporal cortices have been reported in fMRI studies to have
heteromodal properties (van Atteveldt et al., 2004, 2009; Blau
et al., 2008). The left and right STS have also been implicated
to be the main letter-speech sound integration regions in
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an early MEG study using Finnish letters (Raij et al., 2000).
In addition, feedback projections from these cross-modal
regions were found to alter the brain activities in the primary
auditory cortex (van Atteveldt et al., 2004). The heteromodal
areas in the temporal cortices have shown differences in
their tolerances to temporal synchrony between modalities:
the visual and auditory inputs are integrated in the STS
and superior temporal gyrus (STG) within a broad range of
temporal cross-modal synchrony between the auditory and
visual stimuli, while the effect of congruent and incongruent
auditory-visual stimuli rapidly diminishes with decreasing
temporal synchrony in planum temporale (PT) and Heschl’s
sulcus (HS) regions (van Atteveldt et al., 2007a). Top-down
influences by different instructions and task demands also
evidently affect the congruency effects (Andersen et al., 2004).
For instance, different experimental designs (explicit/implicit
and active/passive) have been shown to modulate the letter-
speech sound congruency effect in fMRI (van Atteveldt et al.,
2007b; Blau et al., 2008).

While fMRI provides accurate locations of the integration
sites, its poor temporal resolution fails to capture the timing
information. EEG and MEG have an excellent temporal
resolution (in millisecond scale) and could provide additional
timing information about audiovisual integration processes.
An early MEG study using Finnish letters and speech sounds
revealed that the auditory and visual sensory inputs showed
maximal activities in multimodal sites about 225 ms after
stimulus onset (Raij et al., 2000). It was followed by suppressive
interaction at 280-345 ms in the right temporo-occipito-
parietal junction and at 380-540 ms in the left STS and
450-535 ms in the right STS (Raij et al, 2000). Another
MEG study using Hiragana graphemes and phonemes found
that congruent audiovisual stimuli evoked larger 2-10 Hz
oscillations in the left auditory cortex within the first 250 ms
after stimulus onset and smaller 2-16 Hz oscillations in
bilateral visual cortices between 250 and 500 ms compared
with incongruent audiovisual stimuli (Herdman et al., 2006).
Corroborating evidence comes from an EEG study that
found audiovisual suppression effects in event-related potentials
(ERPs) for familiar German (300-324 and 480-764 ms)
and unfamiliar English words (324-384 and 416-756 ms),
whereas audiovisual congruency effect could be found only
for familiar German words (160-204, 544-576, 1032-1108 and
1164-1188 ms), and it was characterized by topographic
differences probably due to lexical-semantic processes involved
(Jost et al., 2014).

However, most studies on audiovisual integration have
only investigated letter-speech sound mappings in alphabetic
languages, and less is known about the logographic language
such as Chinese. In Chinese, a single character encodes
morphosyllabic information that represents a syllable with a
distinct meaning (Perfetti and Tan, 1998; Shu, 2003; Tan
et al., 2005; Ziegler and Goswami, 2005; McBride, 2015). For
native Chinese speakers, long-term memory representations of
characters through years of learning and reading repetition
would enable them to retrieve the phonological and semantic
information embedded in the characters directly. Semantic

processing has been shown to modulate the brain activity
around 400 ms, with the N400 response being sensitive
to semantic incongruency (Kutas and Federmeier, 2011; Du
et al, 2014; Jost et al, 2014). The magnetic counterpart of
the N400 (N400m) has also been shown to be sensitive to
semantic content and to have sources in the bilateral temporal
cortices in unimodal conditions (Service et al., 2007; Vartiainen
et al., 2009). Thus, research using logographic language such
as Chinese is important to advance our understanding of
the general mechanisms of audiovisual integration including
cross-modal semantic congruency processing in the human
brain.

In the current study, we investigated the dynamics of
cortical activation to logographic multisensory stimuli using
MEG. We designed an active one-back audiovisual cover task
during which audiovisual integration could be examined. We
presented Chinese characters and speech sounds as stimuli
in A, V, AVC, and AVI conditions to native speakers of
Chinese and used native speakers of Finnish, who were naive
to Chinese, as a control group to verify the effects of long-term
exposure to these stimuli. The MEG data were analyzed at
both sensor and source levels to examine the suppression and
congruency effects. Highly automatized audiovisual associations
could affect processes related to general cross-modal integration
manifested as suppression effect and congruency detection. More
specifically, we hypothesized that learned characters combined
with the corresponding congruent/incongruent speech sounds
would elicit an audiovisual congruency effect manifested as a
combined modulatory feedback and semantic N400m response,
but only in native Chinese speakers. In addition, we examined
the effects of long-term exposure of logographic language on
the audiovisual suppressive interaction (sum of auditory and
visual only conditions compared to audiovisual condition)
which should be affected less by semantic processing than the
congruency effect. Instead, suppressive integration is likely to
reflect more general cross-modal processes. We thus expected
more similar suppression than congruency effect to alphabetic
languages found in earlier studies.

MATERIALS AND METHODS

Participants

Chinese participants were adults and native speakers of
Mandarin Chinese studying in Jyvaskyld, Finland. Chinese
participants had learned simplified Chinese characters through
formal education. In addition, another group of native speakers
of Finnish was recruited as a control group. Finnish participants
had no prior exposure to the Chinese language. All participants
included had normal hearing and normal or corrected-to-
normal vision. They were screened for the following exclusion
criteria: head injuries, ADHD, neurological diseases, medication
affecting the central nervous system, language delays or any
other language-related disorders. Ethical approval for this study
was obtained from the Ethics Committee of the University
of Jyvaskyla. This study was carried out in accordance
with the recommendations of the Ethics Committee of the
University of Jyvéaskyld with written informed consent from
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all subjects. All subjects gave written informed consent in
accordance with the Declaration of Helsinki. The protocol
was approved by the Ethics Committee of the University of
Jyviskyld. After the MEG experiments, all of them received
movie tickets as compensations for their time. In total, we
measured MEG data from 19 native Chinese speakers and
18 Finnish speakers. Of those seven were excluded from the
Chinese group and five were excluded in the Finnish group
for following reasons: four subjects due to poor visual acuity
even with magnetically neutral glasses for vision correction,
two subjects due to excessive head movements or low head
positions in the MEG helmet, one due to technical problems
during the recording, and five subjects due to strong noise
interference and poor signal quality. The final dataset thus
included 12 Chinese participants and 13 Finnish participants
(Table 1).

Stimuli and Task

The stimuli consisted of six Chinese characters (Simplified
Chinese) and their corresponding flat tone speech sounds (1. #:
bu; 2. #: du; 3. % gu; 4. B ku; 5. %: pu; 6. %t tu). The characters
were all common characters familiar to the native Chinese
speakers and had the following meanings: 1. steps/walking;
2. both/capital; 3. grain; 4. cool; 5. common; and 6. rabbit.
The mean duration of the auditory stimuli was 447.2 ms (SD:
32.7 ms). The duration of the visual stimuli was 1,000 ms.
Four kinds of stimuli, A, V, AVC and AVI were presented in
random order with 108 trials in each type of the stimuli. Each
trial started with a fixation cross at the center of the screen for
1,000 ms. In the AVI and AVC conditions, there was a 36 ms
delay between the visual and auditory stimuli. This time delay is
within the optimal range of cross-modal integration (Schroeder
and Foxe, 2002; Kayser et al., 2008). The visual stimuli were
projected onto the center of the screen one meter away from the
participants with a white color background. The fixation cross
was 1.2 cm and the characters were 2.5 x 2.5 cm on the screen.
The stimuli were presented with Presentation (Neurobehavioral
Systems, Inc., Albany, CA, USA) software running in a Microsoft
Windows computer.

Participants were instructed to do a dual-modality one-back
task in order to keep their attention equally on both auditory
and visual stimuli (Figure 1). Cover task trials as shown in
Figure 1 occurred randomly (with 7.5% probability across all
trials) to keep their attention on both auditory and visual
modalities. The cover task trials tested the participant’s memory
about the auditory and visual stimuli one trial before the last
trial. The cover task trials consisted of one test trial for the
auditory stimulus, one test trial for the visual stimulus followed
by feedback. Four options were given on the screen in each

TABLE 1 | Demographic information of the study participants.

Group Chinese Finnish
Number of participants 12 13

Age 24.36 + 3.66 24.31 £ 2.06

Sex 9 Female, 3 Male 9 Female, 4 Male
Handedness 12 right 12 right, 1 ambidextrous

# ol &

n 45 _

AVC —— AVI

< Al e

>

What was the syllable you heard before
the last one?

1:ba 2:ta 3:ka 4:nosyllable

What was the character you saw before
the last one?

1: 4 2: /% 3: % 4: no character

Character: correct ©
Syllable: incorrect ®

Characters : 70% correct
Syllables: 80% correct

FIGURE 1 | The audiovisual stimuli and dual one-back task. (A) Stimuli
consisted of auditory only (A), visual only (V), audiovisual congruent (AVC) and
AV incongruent (AVI) conditions using six Chinese characters and their
corresponding speech sounds. The AVC combinations were indicated by
blue lines and the incongruent combinations were indicated by yellow lines.
The comparison between uni- and multimodal stimuli will reveal suppression
effects while comparing the two multimodal conditions will reveal congruency
effects. (B) The four types of stimuli (A, V, AVC, AVI) were presented randomly,
as well as the cover task trials which occurred with 7.5% probability and
consisted of one question for auditory, one for visual stimulus followed by
feedback. The order of auditory and visual questions was also randomized.

of the auditory or visual test trials and the participants needed
to choose the correct one from the four options using the
response pad. The order of the auditory and visual test trials was
randomized.

MEG Recording

MEG data (102 magnetometer channels and 204 planar
gradiometer channels; sampling rate: 1,000 Hz; band-pass filter:
0.1-330 Hz) were recorded using Elekta Neuromag® TRIUX™
system (Elekta AB, Stockholm, Sweden) in a magnetically
shielded room. The head position with respect to the MEG
sensors in the helmet was monitored continuously with five
digitized head position indicator (HPI) coils attached to the scalp.
Three HPI coils were placed on the forehead and one behind each
ear. At the beginning of each MEG recording, the positions of
HPI coils were determined by three anatomic landmarks (nasion,
left and right preauricular points), which were digitized using the
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Polhemus Isotrak digital tracker system (Polhemus, Colchester,
VT, USA). To allow the co-registration with the MRI template,
an additional set of points (>100) randomly distributed over the
scalp were also digitized. Electro-oculogram (EOG) signal was
recorded with one ground electrode attached to the collarbone
and another two diagonally placed electrodes (one slightly above
the right eye and one slightly below the left eye).

Data Analysis

First, MEG data were processed with Maxfilter 3.0™ (Elekta AB,
Stockholm, Sweden) to remove external magnetic disturbance
and correct for head movements (Taulu et al,, 2004; Taulu
and Kajola, 2005; Taulu and Simola, 2006). Bad channels were
marked manually and were excluded and later reconstructed
in the Maxfilter. The temporal extension of the signal-space
separation method (tSSS) was applied in buffers of 30 s (Taulu
etal., 2004; Taulu and Kajola, 2005; Taulu and Simola, 2006). The
head position was estimated using 200 ms time windows with
10 ms steps for head movement compensation. The mean head
position across the whole MEG recording session was used for
head position transformation.

MEG data were then analyzed using MNE Python (0.14;
Gramfort et al, 2013). First, a low-pass filter of 40 Hz
(firwin2 filter design, transition bandwidth 10 Hz) was applied
to the continuous MEG recordings and data were segmented into
epochs —200 to 1,000 ms relative to the stimulus onset. Data were
then manually checked to excluded any trials that contaminated
by head movement related artifacts or electronic jump artifacts.
Then fast independent component analysis (ICA) was applied to
remove any eye blink and cardiac artifacts related components.
MEG epochs exceeding 1 pT/cm (for gradiometer channels) or
3pT (for magnetometer channels) peak-to-peak amplitudes were
excluded from further analysis. Event-related fields (ERFs) were
obtained by averaging trials in the four conditions (A, V, AVC,
and AVI) separately. Sum of auditory and visual responses (A
+ V) was calculated by adding up the auditory and visual ERFs

together (the numbers of trials in A and V conditions were
equalized). To match the noise level of the A + V and AVC
conditions and thus make these two conditions comparable, a
subset of the AVC trials was created by randomly selecting about
half the number of trials from the AVC condition as the number
of trials in the A + V condition. For sensor level comparison,
the gradiometer channel pairs in two orthogonal directions
were combined using the vector sum method implemented in
FieldTrip toolbox (Oostenveld et al., 2011). Gradiometers were
chosen because they are less sensitive to noise sources originating
far from the sensors than the magnetometers.

Individual magnetic resonance images (MRI) were not
available from the participants and therefore the Freesurfer
(RRID:SCR_001847) average brain (FSAverage) was used as a
template for the source analysis. Three-parameter scaling was
used to coregister FSAverage with the individual digitized head
points. The average distance between the digitized head points
and the scaled template scalp surface was 3.55 mm (0.25 mm SD).

Depth-weighted L2-minimum-norm estimate (wMNE;
Hémildinen and Ilmoniemi, 1994; Lin et al., 2006) was
calculated for 10,242 free orientation current dipoles distribute
on the cortical surface in each hemisphere. The noise covariance
matrix was estimated from the raw MEG data from the
200 ms pre-stimulus baseline. The inverse solution was noise-
normalized using dynamical statistical parametric maps (dSPM;
Dale et al, 2000) for further statistical analysis. Since the
FSAverage brain template that was used for all participants was
only scaled to the subject-specific head size, the estimated brain
activity could be directly compared in the statistical analyses
without morphing to a common brain.

Statistical Analysis

Sensor level statistical analyses on the combined gradiometers
were conducted using the nonparametric permutation test
(Maris and Oostenveld, 2007) with spatial-temporal clustering
based on t-test statistic implemented in the FieldTrip toolbox.

6000
I Fl I Fl
[0 CN [0 CN
5000
1.0 p=0.019 p=0.004
I | % 4000
£
LE‘O-B “E’
5 : 3000
%06 s
5
o« 2000
0.4
0.2 1000
0.0 Auditory Visual 0 Auditory Visual
FIGURE 2 | The accuracy and reaction time of the cover task trials in auditory and visual modalities and in the Chinese (N = 12) and Finnish (N = 13) groups. Error
bars represent the standard deviation of the mean.
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Source level analyses were similarly conducted using the
nonparametric permutation f-test with spatio-temporal
clustering in MNE Python. The time window was selected
from 0 to 1,000 ms after the stimulus onset and the number
of permutations was 1,024 in both sensor and source level
statistical analyses. The cluster alpha was 0.05 for the
incongruent-congruent comparison. For the AV — (A +
V) comparison, a more conservative cluster alpha value of
0.005 was used due to the lower SNR since only half of the trials
were averaged compared with the congruency contrast.

RESULTS

Behavioral Performance

The accuracy and reaction time of the cover task trials in both
Chinese and Finnish groups are shown in Figure 2. There was
a significant group difference in the accuracy for both auditory
(t3) = —2.52, p = 0.019) and visual modality (¢3) = —3.20,
p = 0.004) between Chinese and Finnish groups, with the
Chinese participants (Auditory: mean = 0.60, SD = 0.13 ;
Visual: mean = 0.70, SD = 0.15) being more accurate than the

Finnish participants (Auditory: mean = 0.45, SD = 0.16; Visual:
mean = 0.51, SD = 0.16) as expected. No significant differences
in the reaction time were found between Chinese and Finnish
groups.

Grand Average

Figure 3 gives an overview of the brain responses to the unimodal
and bimodal audiovisual stimuli in sensor and source level in
both Chinese and Finnish groups. Figure 3A shows the grand
average evoked waveforms for the A, V, AVC and AVI conditions
averaged over left and right temporal and occipital channels
(vector sum of the paired orthogonal gradiometer channels) in
the Chinese and Finnish groups. Figure 3B shows the magnetic
field topography and dSPM source activations of the peak evoked
responses at early (100-200 ms) and late (300-700 ms) time
windows for each of the four conditions.

Suppression Effect [AVC — (A + V)]

Testing for suppression effects in the latency range from 0 to
1,000 ms post-stimulus in both groups separately at the sensor
level, the cluster-based permutation test revealed significant

A

Chinese

e Left-temporal

%7 60 0204 06 08 10 N\ < %07 06

53 04 06 08
Time(s) Time(s)

sojeu_ Left-occipital Jope-t1_ Right-occipital

53 o4 66 G5 10
Time(s)

%7 66 02 64 06 08 10

Time(s)

Finnish

e Left-temporal A s

%2 00 0204 06 08 10 90 o2_04 06 08
Time(s) Time(s)

e Left-occipital - Right-occipital

%7 G5 o204 o6 @8 10
Time(s)

%7 w5 0z o4 06 65 10
Time(s)

FIGURE 3 | Grand average plots at both sensor and source level for the A, V, AVC and AVI conditions. (A) Grand averaged waveform for the combined gradiometer
(vector sum of the paired orthogonal gradiometer channels) channels grouped (channels within the circle) over the left and right temporal and occipital channels in
the Chinese (above, N = 12) and Finnish (below, N = 13) groups. (B) Magnetic field topography and dynamical statistical parametric maps (dSPM) source activation
at the peak of grand average evoked responses in the early (100-200 ms) and late (300-700 ms) time windows for each of the four conditions.

Chinese Finnish
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differences between the summed auditory and visual only
conditions and the AVC conditions for both the Chinese
group (p = 0.002) and the Finnish group (p = 0.006).
In the Chinese group, the significant cluster was from
557 to 692 ms and mainly at the left temporal and frontal
channels. In the Finnish group, the significant cluster was
from 363 to 520 ms and mainly at the right parietal-occipital
channels.

At the source level, the cluster-based permutation test also
revealed significant differences between the summed auditory
and visual only conditions and AVC conditions for both the
Chinese group and the Finnish group. In the Chinese group, two
significant clusters were found with different time windows and
source locations. The first significant cluster was from 205 to
365 ms in the left angular and supramarginal gyri (p = 0.01).
The second significant cluster was from 575 to 800 ms in the left
temporal and frontal regions (p = 0.001). In the Finnish group,
the significant cluster was from 285 to 460 ms and found in the
right parietal-occipital regions (p = 0.003).

Results for both sensor and source level suppression
integration comparisons and the spatiotemporal pattern of
significant clusters are shown in Figure 4.

Congruency Effect (AVI — AVC)

At the sensor level, the congruency effect was tested in the
latency range from 0 to 1,000 ms post-stimulus in both
groups separately. The cluster-based permutation test revealed
a significant difference between the congruent and incongruent
conditions in the Chinese group only (p = 0.01; see Figure 5).
The cluster occurred from 538 to 690 ms and the difference was
most pronounced over the left frontal and temporal sensors in
this latency range.

At the source level, the cluster-based permutation test also
revealed a significant difference between the congruent and
incongruent conditions in the Chinese group only (p = 0.008;
see Figure 5). The cluster occurred from 490 to 890 ms and
the difference was most pronounced over the left frontal and
temporal regions.

DISCUSSION

In this study, we examined the effect of long-term exposure
to Chinese characters on the audiovisual integration processes.
We used a rigorous control of the participant’s attention on
the two modalities by introducing a dual-modality one-back
task. We observed that exposure to one’s native language and
the long-term memory traces for spoken and written language
indeed significantly changed the neural networks of audiovisual
integration. This can be seen in the left-lateralized suppression
effect, reflecting automatic audiovisual processes in the Chinese
participants and a right-lateralized suppression effect in Finnish
participants when processing novel Chinese audiovisual stimuli.
Furthermore, long-term memory representations of Chinese
characters are also manifested in how the brain reacts to the AVC
and AVI stimuli in the left superior temporal and Broca’s area in
native Chinese speakers.
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FIGURE 4 | Sensor and source level statistical results for the suppression
effects in the Chinese (N = 12) and Finnish (N = 13) groups. Left: significant
clusters, represented by the red dots in the sensor space and the yellow and
red coloring on the cortical surfaces for the source space. The brightness of
the cluster was scaled by the temporal duration of the cluster in the source
space. Right: average evoked responses from the channels of the significant
cluster for the sensor space results, and the source waveform (dSPM value)
extracted from the significant clusters for the source space results. The red
and blue shaded area represents the standard error of the mean and the gray

shaded area indicates the time window of the cluster.

Suppression (AVC vs. A + V) effects were found in
both the Chinese and Finnish groups but with different
hemispheric lateralizations and at different time windows.
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FIGURE 5 | Sensor and source level statistical results of the congruency
effects for the Chinese participants (N = 12). Left: the significant clusters,
represented by red dots in the sensor space and the yellow and red coloring
on the cortical surfaces for the source space. The brightness of the cluster
was scaled by the duration of the cluster in the source space. Right: the
average evoked responses from the channels of the significant cluster for the
sensor space results, and the source waveform (dSPM value) extracted from
the significant clusters for the source space results. The red and blue shaded
area represents the standard error of the mean and the gray shaded area
indicates the time window of the cluster.

The suppression effect was most pronounced over the left
angular/supramarginal, temporal and inferior frontal regions in
the Chinese group, which suggested that the left hemisphere
language network of native Chinese speakers was activated
during processing of learned audiovisual association of Chinese
characters and speech sounds. When children learn to read in
an alphabetic language, visual letters and auditory phonemes
are often presented simultaneously and neural pathways that
map graphemes to phonemes are formed (Brem et al,
2010). Neural connectivity is strengthened through learning
to read in school and later through reading practice, which
would enable fluent readers to form long-term memory
traces for written symbols and fast retrieval of audiovisual
associations (Maurer et al., 2006). Consequently, the audiovisual
suppression effect can be interpreted as the optimization of
neural networks as a consequence of language learning in the
Chinese participants (Raij et al., 2000). The early suppression
effect was found in the left angular and supramarginal
gyri about 200-350 ms after the stimulus onset. The left
angular and supramarginal gyri have been considered as
heteromodal areas related to linking orthographic representation
from the occipital lobe to phonological coding represented
in the STG (Price, 2000; Pugh et al, 2000; Schlaggar and
McCandliss, 2007) and also possible feed forward connection
to the inferior frontal gyrus (Simos et al, 2013). The
left-lateralized suppression effect in the left superior and
middle temporal areas in the later time window (about
550-800) matches those observed in earlier MEG, EEG
and fMRI studies (Raij et al., 2000; Calvert et al, 2001;
van Atteveldt et al, 2004) using alphabetic letters. The

effect in Broca’s area is less often reported in audiovisual
integration studies using alphabetic languages, possibly due
to the fact that the Chinese language requires extra semantic
processing in this area as shown by many other studies
(Kuo et al, 2001; Tan et al, 2001; Wang et al, 2008).
Taken together, it seems that the left superior temporal cortex
is a common node in the neural network for audiovisual
language processing for both alphabetic and logographic scripts.
Importantly, the left inferior frontal cortex seems to be involved
in the additional semantic-related audiovisual processing in
logographic scripts (Wu et al., 2012; van Atteveldt and Ansari,
2014).

In the Finnish group, the suppression effect was most
pronounced in the right inferior parietal and occipital area
in a slightly earlier time window (285-460 ms), which partly
matches with the findings by Raij et al. (2000) who also showed a
predominant audiovisual interaction effect in the right temporo-
occipito-parietal junction (280-345 ms). Clearly, for Finnish
participants, Chinese characters did not have long-term memory
representations and might be processed more like line drawings
instead of meaningful characters. Parietal areas have been shown
to be involved in multisensory processing in both human and
monkey studies (Grunewald et al, 1999; Lewis et al., 2000;
Bremmer et al., 2001). For example, lateral intraparietal area
(LIP) which was originally considered as part of the unimodal
visual cortex has been shown to respond to auditory stimuli
in many studies (Bremmer et al, 2001; Ahveninen et al.,
2006; Cohen, 2009). Other research has also indicated that the
right parietal region plays a role in the perception of stimuli
without any long-term representations arising simultaneously
from the multiple sensory modalities (Kamke et al., 2012). The
suppression effect in the right parietal and occipital regions
at early time window indicates that the unfamiliar audiovisual
information processing might rely more on the processing of
the visual features (Calvert et al., 2001; Madec et al., 2016). It
could be explained by the fact that Finnish participants who
are naive to Chinese focused much more attention on the
analysis of the spatial information of various strokes comprising
the logographic character in order to be able to integrate the
audiovisual stimuli. It should be noted that the suppression
effect in the Finnish group was mostly related to this specific
task and should not be interpreted as audiovisual integration
related to logographic language. Therefore, the suppression
effect found in the Finnish participants most likely represents
a basic audiovisual processing (Calvert, 2001; Molholm et al.,
2002; Cappe et al, 2010) of novel symbols in a working
memory task.

Spatial-temporal clustering revealed an N400-like deflection
elicited due to the congruency of the audiovisual stimuli
in the Chinese, which was absent in the Finnish group.
The congruency effect was mainly localized close to the
left superior temporal cortex, Heschl’s gyrus, inferior frontal
cortex and also parts of the insula. The difference occurred
in a late time window around 500-800 ms. This result is
in line with previous studies using MEG and EEG (Raij
et al., 2000; Jost et al, 2014). According to the functional
neuroanatomical model for the integration of letters and
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speech sounds proposed by van Atteveldt et al. (2009),
the auditory and visual information is integrated in the
heteromodal STS/STG and then feedback projected to the
auditory cortex. In the current study, the congruency effect
presented in the late time window therefore supports such
feedback projection mechanism. Previous studies (Raij et al.,
2000; van Atteveldt et al., 2004) using transparent alphabetic
grapheme-phoneme associations found that the brain activations
in the auditory association cortex were enhanced by congruent
letters and suppressed by incongruent letters. This modulation
is overruled during the explicit matching when both types
of the audiovisual stimuli are equally relevant, independent
of the congruency and temporal relation (van Atteveldt
et al., 2007b). Whereas in opaque languages such as English,
incongruent grapheme-phoneme associations have been shown
to elicit a weaker and even reversed pattern of audiovisual
integration to congruent pairs in the superior temporal areas
(Holloway et al, 2015). Our results further indicated that
audiovisual congruency is adaptive to different script types
with a reversed direction in the superior temporal areas in
logographic language compared to earlier reports on alphabetic
language (Raij et al, 2000; van Atteveldt et al., 2004).
Converging evidence from another audiovisual integration
study (Jost et al., 2014) revealed a similar congruency effect
for familiar German words, and was attributed to lexical-
semantic processes involved in the processing of audiovisual
words stimuli. The inferior frontal cortex has repeatedly
been shown to be activated specifically by semantically
incongruent audiovisual stimuli, which has been attributed
to increased demands on the cognitive control involving
semantic retrieval and working memory processes (Martin and
Chao, 2001; Wagner et al., 2001; Doehrmann and Naumer,
2008).

The Chinese group showed a decrease of activation in
the inferior frontal cortex when congruent audiovisual pairs
were compared to the combined auditory and visual only
stimulations. This indicates less neural resources for the
audiovisual processing than the sum of resources it took to
process the auditory and visual information independently.
Furthermore, in the congruency comparison, the incongruent
audiovisual pairs showed a higher activation than the congruent
pairs again suggesting that it is less demanding to process
the congruent audiovisual information due to complementary
representations from both auditory and visual modalities. Since
the Finnish participants had never learned the character-speech
sound associations, they did not show any congruency effects.
The left-lateralized suppression and congruency effects in the
Chinese group suggest that the native Chinese could effectively
utilize the audiovisual features of the learned language, whereas
the right-lateralized suppression effect in the Finnish group
may suggest that the Finnish participants rely more on the
basic audiovisual processing mechanisms including substantial
visual feature analysis. Therefore, congruency and suppression
effects provide complementary information about audiovisual
integration.

Both suppression and congruency effects in the Chinese group
were mainly in the late time window about 500-800 ms after

the stimulus onset. Previous studies have also found similar
late orthographic-phonological interactions (400-700 ms) in
spoken language processing during metaphonological tasks
(Pattamadilok et al., 2011; Lafontaine et al., 2012). Interestingly,
a late negativity enhancement (about 650 ms) after auditory
stimulus onset was reported in mismatch negativity (MMN)
studies on audiovisual integration in both the beginner and
advanced readers in children (Froyen et al., 2009; Zaric et al,
2014, 2015). It was interpreted as more elaborate associative
processes that are activated for the integration of letter-
speech pairs in children. In addition, the suppression and
congruency effects were mainly localized in the left frontal
and superior and middle temporal areas. These locations
are consistent with previous fMRI studies using Chinese
characters and have shown that character reading process
is characterized by particularly strong left lateralization of
the frontal (BAs 9 and 47) and temporal cortices (Tan
et al., 2000, 2001). For example, the left middle frontal area
(BA 9) was suggested as an important region for integrating the
logographic visuospatial analysis and the semantic processing
in Chinese (Tan et al, 2001). Given the fact that the
characters/speech items all refer to meaningful words, both the
suppression as well as the congruency effect in the late time
window most likely reflect a mixture of modulatory feedback
and lexico-semantic processing during audiovisual integration
in the Chinese participants. However, as discussed -earlier,
such audiovisual modulatory feedback and lexico-semantic
processing seem to be largely overlapping in time windows
and brain regions, further studies are needed to dissociate
the effects of semantic processing from the other audiovisual
process.

There are some limitations in the present study. We
used an active paradigm which corresponded to real life
situations of audiovisual integration (e.g., learning to
read) as an active action. However, it also brought some
challenges to identify the underlying functional brain networks
while the participants were performing a working memory
task. The brain activity during an active task makes the
interpretation of direct group comparisons problematic
since the task difficulties and demands for the two groups
were different. Therefore, the conclusion regarding the
orthographic influences on multisensory integration was
indirectly based on the comparison of our results in the
Chinese group with previous letter-speech sound integration
studies in alphabetic languages. Another limitation relates
to the lack of structural magnetic resonance images in
the present study, which could potentially lead to poorer
source localization accuracy. However, the localization of the
brain activity at the millimeter scale was not the goal of the
current study, instead we were interested in the estimation
of the larger cortical areas that contributed to the cognitive
process.

CONCLUSION

Our findings demonstrated the effect of long-term exposure
to logographic language on audiovisual integration processes
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for written characters and speech sounds. Different suppression
effects in the Chinese and Finnish groups indicated the
adaptive nature of the brain networks for processing different
types of audiovisual information. Importantly, in the Chinese
group, the left superior temporal and inferior frontal cortices
were actively involved in the processing of both audiovisual
vs. unimodal and congruency information pinpointing the
left superior temporal and frontal cortex as important hubs
for audiovisual and semantic processing in Chinese. The
findings are remarkably similar to those found for alphabetic
languages in the left superior temporal cortex but with
also unique aspects of the processing of the logographic
stimuli in the inferior frontal cortex. The results thus
indicate that there are universal audio-visual association
mechanisms in language learning complemented by language-
specific processes.
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Letter-speech sound (LSS) integration is crucial for initial stages of reading acquisition.
However, the relationship between cortical organization for supporting LSS integration,
including unimodal and multimodal processes, and reading skills in early readers remains
unclear. In the present study, we measured brain responses to Finnish letters and speech
sounds from 29 typically developing Finnish children in a child-friendly audiovisual
integration experiment using magnetoencephalography. Brain source activations in
response to auditory, visual and audiovisual stimuli as well as audiovisual integration
response were correlated with reading skills and cognitive skills predictive of reading
development after controlling for the effect of age. Regression analysis showed that
from the brain measures, the auditory late response around 400 ms showed the
largest association with phonological processing and rapid automatized naming abilities.
In addition, audiovisual integration effect was most pronounced in the left and right
temporoparietal regions and the activities in several of these temporoparietal regions
correlated with reading and writing skills. Our findings indicated the important role
of temporoparietal regions in the early phase of learning to read and their unique
contribution to reading skills.

Keywords: letter-speech sound integration, brain development, magnetoencephalography, auditory cortex,
language learning, reading

INTRODUCTION

Letter-speech sound (LSS) integration is a key step in learning to read for alphabetic languages.
The development and reorganization of early readers’ language circuits for supporting automatized
LSS integration and how such integration is related to the development of fluent reading are crucial
questions from both theoretical and practical point of view (Shankweiler et al., 2008; Dehaene et al.,
2015). Research has shown that in early readers, the print-speech convergence (as measured by
coactivation in fMRI) in the left reading network (inferior frontal gyrus, inferior parietal cortex,
and fusiform gyrus) is a significant predictor of reading achievement measured 2 years later
(Preston et al., 2016). In another study using four contrasting languages to find common indices
of successful literacy acquisition, highly similar neural organization for print-speech convergence
was observed between the languages. Furthermore, such print-speech convergence was suggested
as a common brain signature of reading proficiency (Rueckl et al., 2015). However, little is known
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about the interrelationships between brain mechanisms of
speech perception, letter processing, LSS integration and the
development of reading skills during childhood.

In order to understand the development of LSS integration,
which is a form of audiovisual integration, auditory and visual
processes also need to be taken into account. The maturation
of auditory and visual cortices is reflected by changes in the
auditory and visual evoked responses. In general, the auditory
evoked responses have been shown to change greatly with the
tendency of shortened latencies and decreased amplitudes from
childhood to adulthood (Albrecht et al., 2000). For example, the
auditory P1 and N1b (the supratemporal component of the N1)
peaks show large age-related decreases in latency. In addition,
auditory P1, P1-N1b, and N2 peak amplitudes change throughout
childhood with accelerated change around the age of 10 years
(Ponton et al., 2000). For the visual components, there is a clear
delay in the activation timing in children compared to adults,
which progressively increases from occipital (related to low-level
visual analysis) to occipitotemporal (related to letters/letter string
analysis) and further to temporal areas (related to written word
perception) (Parviainen et al., 2006).

It has been shown that audiovisual speech produces
audiovisual interaction effects reflected as both suppression
of the visual response to lipreading and reduced auditory
responses to the speech sound compared with unimodal
conditions (Besle et al., 2004, 2008). One study used audiovisual
speech and audiovisual non-linguistic stimuli to investigate the
developmental pattern of audiovisual interactions in the age
range of 5-19 years (Tremblay et al., 2007). The results showed
that the strength of audiovisual speech integration significantly
correlated with age, whereas the performance on non-speech
tasks seemed to be similar across all ages. These findings suggest
independent maturational processes for audiovisual speech
and non-speech during childhood. Converging evidence from
electrophysiological research revealed a systematic relationship
between brain responses underlying audiovisual integration (of
simple audiovisual sounds and objects) in the time range of the
auditory N1 response (about 120 ms) and age between 7 and
16 years (Brandwein et al., 2011). Multisensory processes are
thus still developing even in late childhood and this maturation
is likely to be reflected in learning and automatization of LSS
correspondences, as well as in the associations with reading skill
development.

As children learn to read, their sensitivities to print are
paralleled by changes in an occipitotemporal negativity N1 (or
N170) to words as measured by event-related potentials (Brem
et al,, 2010; Maurer et al., 2010; Fraga Gonzélez et al., 2014).
This visual N1 has been shown to develop with reading skills,
showing an inverted U-shaped developmental trajectory with
maximum N1 tuning (selectivity for print) during the second
grade and further decrease of the N1 tuning in adults (Maurer
et al,, 2005, 2006). Neuroimaging studies have localized the
visual print-sensitive N1 in a region within the left fusiform
gyrus called “visual word form area” (VWFA) (McCandliss et al.,
2003; Dehaene and Cohen, 2011). In one recent study (Bach
et al., 2013) 19 non-reading kindergarteners were trained in
letter-speech sound associations with Graphogame (Lyytinen

et al, 2009) for 8 weeks. It was found that the N1 and
the VWFA activation in these kindergarteners significantly
improved the prediction of reading skills in second grade over
behavioral data alone and together with the behavioral measures
they explained up to 88% of the variance in reading (Bach
et al.,, 2013). Therefore, visual N1 is considered as a sensitive
index of visual letter string processing reflecting important
processes for reading fluency (Fraga Gonzilez et al, 2014,
2017).

Audiovisual integration, which is defined as the interaction
between auditory and visual modalities, and its developmental
trajectory remain poorly understood. The additive model,
which is based on the comparison of multisensory responses
to the summed responses from the constituent unisensory
conditions [responses to audiovisual stimuli - responses to
(auditory stimuli + visual stimuli)], has been frequently used in
electrophysiological studies on multisensory integration (Calvert
and Thesen, 2004; Stein and Stanford, 2008; Sperdin et al,
2009). Another commonly used approach in audiovisual research
is to study the congruency effect (Jones and Callan, 2003;
Ojanen et al., 2005; Hein et al, 2007; Risseler et al., 2017),
which involves a contrast between congruent and incongruent
audiovisual pairs. LSS in alphabetic languages consistently
activates several language and cross-modal brain regions in
adults. Regions particularly in the superior temporal cortices,
have been shown in fMRI studies to have heteromodal properties
(van Atteveldt et al., 2009). These brain regions have also
been implicated in magnetoencephalography (MEG) findings
showing LSS sites in the left and right superior temporal
sulci (STS) (Raij et al.,, 2000). Feedback projections from this
heteromodal region have also been shown in fMRI studies
to modify the response in a modality-specific region of the
primary auditory cortex (van Atteveldt et al., 2004). Top-down
factors generated by different task demands and instructions
also clearly impact multisensory integration (Andersen et al,
2004). For example, use of explicit vs. implicit and passive vs.
active experimental task has been shown to influence the brain
responses related to LSS (van Atteveldt et al., 2007; Blau et al.,
2008).

Accessing the phonological representations for written words
and letter strings has been shown to also involve the parietal
areas in many studies particularly the supramarginal gyrus (BA
40) and the angular gyrus (BA 39) (Price, 2000; Pugh et al,
2000b; Schlaggar and McCandliss, 2007). Activation in these
two posterior regions was found to significantly correlate with
cross—modal (auditory and visual) language task performance
(Booth et al., 2003). Furthermore, neuroimaging studies have
confirmed that activation in the angular gyrus and supramarginal
gyrus were associated with phonological (Buchsbaum and
D’Esposito, 2008; Sliwinska et al., 2015) and semantic processing
(Binder et al, 2009) of written words, respectively. Parietal
regions also show differences during phonological processing
in children with reading difficulties (Vandermosten et al,
2016). Taken together, there are several temporoparietal brain
regions that are suggested to be involved in the process of
integrating visual and auditory information for the purpose of
reading.

Frontiers in Human Neuroscience | www.frontiersin.org

August 2018 | Volume 12 | Article 304



Xu et al.

Brain Responses to Letter-Speech Sound in Children

In contrast to the natural relationship between auditory
and visual information in audiovisual speech, the association
between letters and speech sounds is mostly based upon
agreed conventions. Although knowledge of letter-speech sound
associations seems easy to acquire within 1 year of reading
instruction (Hardy et al., 1972), EEG studies using mismatch
negativity (MMN) paradigm (Nadtinen, 2001) have found that
beginning readers showed protracted development of letter-
speech sound associations beyond early school years (Froyen
et al., 2009) and such orthographic-phonological integration
could serve as a neural signature of successful or failing
reading development (Blomert, 2011). Studies on dyslexia have
revealed reduced audiovisual integration (indexed by cross
modal MMN) which is associated with a more fundamental
deficit in the auditory processing of speech sounds leading to
reading failure (Blau et al., 2009; Zari¢ et al., 2014). Therefore,
audiovisual integration is considered as an important marker
associated with reading fluency and has been shown to facilitate
visual specialization (indexed by print sensitive N1 in the
VWFA) in learning to read (Fraga Gonzdlez et al, 2016,
2017).

Although LSS integration has been shown to be important
for reading development (Blau et al., 2009, 2010; Blomert and
Froyen, 2010; Blomert, 2011), reading is also dependent on other
cognitive skills. Several behavioral measures such as phonological
awareness, verbal short-term memory and rapid automatized
naming (RAN) have been shown to be closely associated with
reading skills and provide a good estimation of risk for dyslexia
(Pennington and Lefly, 2001; Puolakanaho et al., 2007; Melby-
Lervag et al,, 2012). These cognitive measures have been shown
to be important mediators of the prediction of reading outcome
from brain responses as measured by ERPs (Lohvansuu et al.,
2018).

In the present study, we measured auditory responses to
speech and visual responses to letters as well as audiovisual
integration related responses of letter-speech  sound
combinations with MEG with the purpose of linking these
brain responses to reading development. Previous studies
(Froyen et al., 2008, 2009; Blomert, 2011) have often used an
audiovisual oddball design and shown a long developmental
trajectory for LSS integration. We used an experimental design
with equal numbers of unimodal and bimodal stimuli as well
as equal numbers of congruent and incongruent audiovisual
stimuli. This allows a more direct examination of the LSS
integration as well as separating the unimodal effects from
the audiovisual effects. We used regression-based methods
(controlling for age) to explore the relationship between
the neural-level responses to speech sounds, visual letters,
audiovisual combinations and behavioral cognitive skills. We
expected to see associations between responses to the speech
sounds and phonological and reading skills (e.g., Lohvansuu
et al., 2018), between the visual N1 and reading skills (e.g., Brem
et al,, 2010; Maurer et al., 2010; Fraga Gonzélez et al., 2014),
and importantly between the brain measures of LSS integration
and reading skills (Blau et al, 2009; Blomert and Willems,
2010; Blomert, 2011; Preston et al., 2016; Fraga Gonzalez et al.,
2017).

MATERIALS AND METHODS

Participants

All participants were Finnish speaking school children (6-
11 years) recruited through the National Registry of Finland.
None of the participants had neurological disorders or problems
caused by permanent head injuries, ADHD, delay in language
development or language-specific disorders or medication
affecting the central nervous system. In total, 32 Finnish children
participated in the experiments. Of those three were excluded
for the following reasons: two subjects due to excessive head
movements and one subject due to low head position in the
MEG helmet. The data included in the present study consisted
of 29 children (mean age 8.17 years, SD: 1.05 years; 19 girls,
10 boys; 1 left-handed). All participants included had normal
hearing as tested with an audiometry and normal or corrected-
to-normal vision. This study was carried out in accordance with
the recommendations of the Ethics Committee of the University
of Jyviskyla. The protocol was approved by the Ethics Committee
of the University of Jyvdskyld. All children and their parents
were informed about the project and they gave written consent
in accordance with the Declaration of Helsinki to participate in
the study. All subjects received gifts (movie tickets or shopping
vouchers) as compensation for participation.

Stimuli and Task

The stimuli consisted of eight Finnish capital letters (A, E, I,
0, U, Y, A, and O) written with Calibri font in black color
and their corresponding speech sounds ([a], [e], [i], [o], [u],
[y], [e], and [e]). Four categories of stimuli, auditory only (A),
visual only (V), audiovisual congruent (AVC), and audiovisual
incongruent (AVI) were presented in random order with 112
trials for each type of stimuli. The experiment was ca. 20 min in
total with two short breaks. The duration of the auditory stimuli
was 300 ms. The duration of the visual stimuli was 400 ms.
For the audiovisual trials, the auditory and visual stimuli started
at the same time. Each trial lasted 1500 ms and started with a
fixation cross at the center of the screen for 500 ms, then followed
by the presentation of auditory, visual or audiovisual stimuli
(Figure 1). The visual stimuli were projected on the center of
the screen in a gray background. The size of the visual stimuli
was 0.6 cm X 0.6 cm for the fixation cross and 2 cm x 2 cm
for the letters on a screen 1 m away from the participants.
The sounds were delivered through insert earphones using MEG
compatible lo-fi sound system at a comfortable loudness level.
The stimuli were presented with Presentation (Neurobehavioral
Systems, Inc., Albany, CA, United States) software running on a
Windows computer. The experiment was conducted in a child-
friendly environment in which we told a story of a cartoon
character’s adventure in a forest. In order to keep their attention
equally on both auditory and visual stimuli, the participants were
instructed to press a button using their right hand when they
saw an animal drawing or heard an animal sound. In total eight
animal drawings and their corresponding sounds were used as
target stimuli and they occurred with 10% probability. Feedback
(hit or miss) was given immediately after button press.
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stimuli (400 ms). The total length of each trial was 1500 ms.

FIGURE 1 | Audiovisual letter-speech sound task. (A) Stimuli consisted of auditory only (A), visual only (V), audiovisual congruent (AVC), and audiovisual incongruent
(AVI) conditions using eight Finnish letters and their corresponding phonemes. Eight animal drawings and/or animal sounds occurred with 10% probability to keep
participants’ attention equally on both auditory and visual stimuli. They were instructed to press a button using their right hand when they saw and/or heard an
animal. (B) The four types of stimuli (A, V, AVC, and AVI) were presented randomly. Each trial started with 500 ms fixation, followed by auditory (300 ms) and/or visual

MEG and MRI

306-channel MEG data were recorded in a magnetically shielded
room using Elekta Neuromag® TRIUX™ system (Elekta AB,
Stockholm, Sweden) with 1000 Hz sampling rate and 0.1-
330 Hz band-pass filter. The head position in relation to the
sensors in the helmet was monitored continuously with five
digitized head position indicator (HPI) coils attached to the
scalp. Three HPI coils were placed on the forehead and one
behind each ear. The position of HPI coils was determined
in relation to three anatomic landmarks (nasion, left and
right preauricular points) using the Polhemus Isotrak digital
tracker system (Polhemus, Colchester, VT, United States) at the
beginning of the recording. To allow the co-registration with
individual magnetic resonance images (MRIs), an additional
set of scalp points (>100) randomly distributed over the skull
were also digitized. Electrooculogram (EOG) was recorded with
two electrodes attached diagonally slightly below the left and
slightly above the right eye and one ground electrode attached
to the collarbone. The MEG was recorded in 68° upright gantry
position.

Individual structural MR images were acquired from a private
company offering MRI services (Synlab Jyvaskyld). T1-weighted
3D-SE images were collected on a GE 1.5 T (GoldSeal Signa
HDxt) MRI scanner using a standard head coil and with the
following parameters: TR/TE = 540/10 ms, flip angle = 90°,
matrix size = 256 X 256, slice thickness = 1.2 mm, sagittal
orientation.

Behavioral Assessment

Cognitive skills were tested on a separate visit. The behavioral
tests included the following: Wechsler Intelligence Scales for
Children Third edition (Wechsler, 1991) and Wechsler Preschool
and Primary Scales of Intelligence (Wechsler, 2003) for children
above 6 years and for 6-year-olds, respectively. Block design
(visuospatial reasoning), vocabulary (expressive vocabulary), and
digit span (forward and backward; working memory) subtests
were administered. In the block design test, the children are
shown how to arrange blocks with red and white color to form
a design and they have to build the same design. In more difficult
sections the children are only shown the design in a figure
and they have to build it. In the vocabulary test, the children
hear a word and they have to describe the meaning of that
word. In the digit span test, series of numbers are said to the
participant and they have to repeat them either in forward or
backward order. These tests were used to assess the children
general cognitive skills and used as control variables for the
possible associations between phonology and reading measures
and the MEG indices.

Phonological awareness was tested using the Phonological
processing task from NEPSY II (Korkman et al., 2007). In this
task, the child is first asked to repeat a word and then to create a
new word by leaving out a syllable or a phoneme, or by replacing
one phoneme in the word with another phoneme.

Rapid automatized naming (Denckla and Rudel, 1976), in
which pictures of five common objects or five letters had to be
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named as quickly and as accurately as possible. The objects and
letters were arranged in five rows each containing 15 objects. The
task was audio-recorded and the time in seconds was calculated
from the recording to be used in the analyses.

Three reading tests were included: word list reading using
standardized test of word list reading (Hayrinen et al., 1999),
number of correctly read words in 45 s was used as the score;
non-word list reading based on Tests of Word Reading Efficiency
(Torgesen et al., 1999), number of correctly read non-words in
45 s was used as the score; pseudoword text reading (Eklund et al.,
2015), number of correctly read words and total reading time
were used as the scores. Writing to dictation was also assessed
in which the child heard 20 words and had to write them on a
sheet of paper. Number of correctly written words was used as
the score.

Data Analysis

Data were first processed with Maxfilter 3.0™ (Elekta AB) to
remove external interference and correct for head movements.
Bad channels were identified manually and were excluded and
later reconstructed in Maxfilter. The temporal extension of the
signal-space separation method (tSSS) was used in buffers of 30 s
(Taulu et al., 2004; Taulu and Kajola, 2005; Taulu and Simola,
2006). Head position was estimated in 200 ms time windows
and a 10 ms step for movement compensation. The MEG data
were transformed to the mean head position across the recording
session.

Data were then analyzed using MNE Python (0.15) (Gramfort
et al., 2013). First, continuous MEG recordings were low-pass
filtered at 40 Hz and epoched into —200 to 1000 ms trials
relative to the stimulus onset. Data were then manually checked
to remove any head movement-related artifacts and electronic
jump artifacts. Then independent component analysis (ICA)
using fastICA algorithm (Hyvirinen and Oja, 2000) was applied
to remove eye blinks, horizontal eye movements and cardiac
artifacts. MEG epochs exceeding 1 pT/cm for gradiometer or
3 pT for magnetometer peak-to-peak amplitudes were excluded
from further analysis. Event-related fields were obtained by
averaging trials in the four conditions separately. Sum of
the auditory and visual response (A + V) was calculated by
first equalizing the number of epochs between the unimodal
conditions and then adding up the event-related fields of the
auditory and visual only conditions. To match the noise level
of A + V and AVC conditions and therefore to make these
two conditions comparable, a subset of AVC trials was created
by randomly selecting half the number of trials from the
AVC condition which equates to the noise level in A + V
condition.

Individual MRI were processed in Freesurfer (RRID:
SCR_001847, Martinos Center for Biomedical Imaging,
Charlestown, MA, United States) to obtain the cortical surface
for source modeling. Three participants’ MRIs were replaced by
age and gender matched MRIs of other children (MRIs were not
available for two children and the third one had a bad quality
cortical surface reconstruction). Freesurfer reconstructed cortical
surface was decimated to about 4098 evenly distributed vertices
per hemisphere with 4.9 mm spacing. Cortically-constrained

and depth-weighted (p = 0.8) L2 minimum-norm estimate
(WMNE) (Himildinen and Ilmoniemi, 1994; Lin et al., 2006)
was calculated using one layer boundary element model (BEM)
from the inner skull surface for all current dipoles with a
loose orientation of 0.2. The noise covariance matrix was
estimated from the raw 200 ms pre-stimulus baseline data
over all conditions. For each current dipole, the estimated
source amplitudes were calculated by taking the norm of the
vectors. Source amplitudes were averaged within each label
for the 68 brain regions defined by the Desikan-Killiany Atlas
(Desikan et al., 2006). In order to capture the full extent of
the sensory event-related field, the auditory source region was
defined by a combination of superior temporal and transverse
temporal brain areas and the visual source region was defined
by a combination of lateral occipital, cuneus, pericalcarine
and lingual brain areas. In addition, the fusiform area was
defined as a region of interest for the N170 component based
on previous studies (Cohen et al., 2000; Dehaene and Cohen,
2011).

In total, five auditory and visual event-related fields, the
auditory N1m, N2m and late component, and the visual P1m
and N170m were investigated in the present study. Peak latencies
of these sensory responses were identified at sensor level
(magnetometer) from the grand average of auditory and visual
only conditions. The peak latencies were 109 ms (left) and 105 ms
(right) for the auditory N1m, 241 ms (left) and 247 ms (right)
for the auditory N2m and 448 ms (left) and 463 ms (right) for
the auditory late component. The peak latencies were 104 ms
(left) and 97 ms (right) for the visual P1m and 204 ms (left) and
192 ms (right) for the visual N170m. For all the four conditions
(A, V, AVC, and AVI), the source level brain activities in the
auditory or visual source regions were extracted by taking the
average source activities of 50 ms time window centered around
the peak latencies which were identified in the previous step.
For auditory late component, a longer time window of 100 ms
was used due to the extended time course of the response. In
addition, individual peak latencies for each participant were also
detected within the time window of each component in the source
space.

Statistical Analysis

First, partial correlations (controlling for age in months) were
calculated between the cognitive skill measures (see above)
and the mean amplitudes and peak latencies of brain sensory
responses in the four conditions using SPSS Statistics 24
software package (IBM Corp., Armonk, NY, United States).
For the integration (A + V-AVC) and congruency (AVC-
AVI) comparison, individual source waveforms in 68 brain
regions extracted according to Desikan-Killiany atlas was used in
nonparametric permutation (Maris and Oostenveld, 2007) t-tests
with temporal clustering implemented in Mass Univariate ERP
Toolbox (Groppe et al., 2011). The time window was selected
from 0 to 1000 ms after stimulus onset and the number of
permutations was 2000. The cluster alpha was 0.05 for both
integration and congruency comparison. The family-wise p
values were corrected for multiple comparisons. For regions
that showed significant (p < 0.05) integration or congruency
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effects, partial correlations (controlling for age in months)
were calculated between cognitive skills and brain responses
in each of these regions averaged in the time window of the
significant clusters. In addition to the source amplitude values,
a laterality index [(left-right)/(left+right)] was calculated for the
activity from the fusiform gyrus to examine differences in the
development of the hemispheric specialization to print as shown
for example by (Maurer et al., 2008, 2010).

In addition, linear regression analyses were performed with
cognitive skills as the dependent variable in SPSS Statistics 24.
Children’s age was entered first into the model followed by the
brain responses as independent variables in order to determine if
the different brain responses explain independent or overlapping
portions of variance in the cognitive skills. Dependent and
independent variables were selected based on significant partial
correlations.

RESULTS

Cognitive Skills and Behavioral

Performance

Descriptive statistics of the participants’ cognitive skill measures
and their behavioral performance in the cover task during MEG
experiment are presented in Table 1.

Grand Averages

Grand averages of combined gradiometer channels in auditory
only, visual only, audiovisual congruent and audiovisual
incongruent conditions are shown in Figure 2. The waveforms
were averaged over left and right temporal and occipital
gradiometer channels (within the four circles shown in the sensor
layout map).

The auditory and visual responses were identified in the
magnetometer channels based on their topographies and timings.
For the visualization purpose, the topography plot of auditory
N1m, N2m and late component, and visual P1m and N170m are

TABLE 1 | Descriptive statistics of the participants’ cognitive skill measures and
behavioral performance in the cover task during MEG experiment (N = 29).

Mean SD Range
Age (years) 8.17 1.05 6-11
Block design, raw score 25.53 9.50 10-52
Vocabulary, raw score 28.17 8.71 12-50
Digit span, raw score 11.67 1.88 8-16
NEPSY phonological processing, raw score 42.53 5.74 30-562
Rapid automatic naming(letters), time (s) 40.01  11.20 26-69
Rapid automatic naming(objects), time (s) 60.61 12.63 38-90
Word list reading, number of correct items 58.46  26.32 10-104
Non-word list reading, number of correct items 31.39 14.283 7-67
Non-word text reading, time (s) 118.32 74.74 36-390
Non-word text reading, number of correct words 29.96 5.33 16-37
Writing to dictation, number of correct words 34.07 8.14 10-40
MEG cover task, accuracy, % 96.91 3.85 81-100
MEG cover task, reaction time, ms 642 127 475-1064

shown at the local maximum of the global field power (GFP) in
Figure 3.

Correlations Between Cognitive Skills

and Sensory Brain Responses

No significant correlations were found between the scores in
the cognitive skill measures for visuo-spatial reasoning (block
design), general verbal skills (vocabulary), or verbal working
memory (digit span) and the sensory brain responses. No
significant correlations were found between age and the sensory
brain responses.

Consistent correlations were found between the phonological
processing accuracy, rapid naming speed of letters and auditory
N1m, N2m, and LC responses (see Tables 2-4). No consistent
correlation patterns were observed between peak latencies and
cognitive skills (see Supplementary Material). In addition, the
left auditory cortex activity at the late time window in response
to the audiovisual stimuli showed rather systematic associations
with phonology, rapid naming of letters and objects as well as
non-word list reading accuracy. N170m amplitude in the left
fusiform gyrus in the audiovisual conditions (both AVI and
AVC) were significantly correlated with phonological processing.
A similar correlation pattern was observed for the auditory only,
audiovisual congruent and incongruent conditions in relation to
cognitive skills thus indicating a high overlap between these brain
measures. In general, we found that the larger the brain response
the better the performance in the behavioral tasks for all of the
correlations.

In the next step, linear regressions were used to predict
the phonological and rapid naming (the dependent variable)
using age and the brain responses that showed significant
partial correlations as predictors (independent variables). Age
was entered first into the model followed first by the significant
auditory variables and visual variables using stepwise method
and finally by the significant audiovisual variables also using
the stepwise method. This model was used to disentangle
possible overlapping variance explained by auditory/visual and
audiovisual brain responses. In the multiple regression model,
as shown in Table 5 the auditory late component from the left
hemisphere was the only significant predictor of the phonological
skills and RAN letters.

The scatterplots (Figure 4) show that, in general, the larger
the source activity in the auditory cortex the more likely it is that
the child has better phonological processing skills and faster rapid
naming abilities.

Integration and Congruency Effects
Integration Effect (A + V vs. AVC)

Cluster-based permutation tests showed that audiovisual
integration effect was found in multiple brain regions in the
parietal and temporal areas after ca. 250 ms (p < 0.05) as shown
in Figure 5. In total eight significant clusters were found in eight
brain regions of the Desikan-Killiany atlas. These clusters were
in the left (317-499 ms) and right (315-818 ms) inferior parietal,
left (391-585 ms) and right (306-797 ms) supramarginal, right
(271-529 ms) precuneus, right (551-755 ms) postcentral and
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right superior (535-827 ms), and middle (346-749 ms) temporal
cortices.

Congruency Effect (AVC vs. AVI)
Cluster-based permutation test did not reveal significant effects
(p > 0.05) in congruency comparison.

Correlations Between Cognitive Skills
and the Brain Activity Related to

Multimodal Integration

The difference between the AVC and A + V conditions was
calculated and the average source amplitudes from the different
brain regions in the time window identified by the permutation
test were used for the correlation analyses with cognitive skills
(Table 6). Representative partial correlations between suppressive
integration and behavioral tests are shown in Figure 6.

DISCUSSION

In this study, auditory and visual responses, as well as audiovisual
integration of letters and speech sounds were correlated with
children’s behavioral cognitive skills. Results from the current
study revealed that auditory processing, especially the auditory

processing in the late time window was the driving force for
the correlation between sensory evoked fields and phonological
skills. The visual N170 in the left fusiform gyrus in the
audiovisual condition was also correlated with phonological
skills. In addition, audiovisual suppressive integration was
localized mainly in the temporoparietal brain regions and showed
an independent contribution from the sensory evoked fields to
the reading skills.

It has been shown that the sequence of activation in response
to speech sounds is strikingly different in children compared with
adults (Wunderlich et al., 2006; Parviainen et al., 2011). Children
showed prolonged responses to sound with a major peak at
250 ms in both left and right hemispheres (Parviainen et al., 2011)
while a corresponding effect occurred about 100 ms specifically
in the left hemisphere in adults (Parviainen et al., 2005). This
matches with the current findings that showed a major negative
going peak around 250 ms after speech sound onset. The response
at 250 ms is usually followed by a second activity peak around
400 ms (Ceponiene et al., 2001, 2005, 2008).

The auditory late component seems to be sensitive to the
speech sounds as can be seen from the study in children in
which a strong late activation around 400 ms was observed in
speech sounds compared to other types of sounds (Parviainen
et al, 2011). The activity during the late component time
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FIGURE 3 | Butterfly plot of the magnetometer channels in the auditory only (upper panel) and the visual only (lower panel) conditions. The individual waveforms are
colored by its position in the sensor array as shown on the upper left in each panel. The topography plot shows the auditory N1m, N2m and late component (LC) in
the auditory only condition and the visual P1m and N170m in the visual only condition at the local maximum of the global field power (GFP).

window has been suggested in other studies to be related to
late stages of phonological processing (Stevens et al., 2013;
Bann and Herdman, 2016) or to orthographic-phonological
mapping (Weber-Fox et al., 2003). However, in our study the late
processing (around 413 ms) seemed to be linked to the auditory
stimuli. This fits with previous studies suggesting that this time
window could reflect the effect of speech sound representations
(Szymanski et al., 1999; Ceponiene et al., 2001, 2005; Kuuluvainen

et al., 2016) and it is sensitive to phonological priming (Bonte
and Blomert, 2004). The response has also been suggested
to be important for receptive language processing (Ceponiene
et al., 2008) which also matched with the correlation pattern
of the current study. Overall this could imply that the later
stages of integrative speech sound processing are important also
for learning to read and for phonological skills. Although the
activity around 400 ms seems to mature early in development
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TABLE 2 | Partial correlations (controlling for age) between cognitive skills and the auditory responses in the auditory only condition.

Auditory Phonological RAN RAN Word list Non-word Non-word Non-word Writing to
processing letters objects reading list reading text time text accuracy dictation
L, N1m 0.363 -0.219 —-0.173 —0.017 0.078 —0.037 0.143 0.141
R, NTm 0.384* —0.312 —0.368 0.304 0.375 —0.226 0.305 0.286
L, N2m 0.454* —0.349 —-0.189 0.203 0.323 —-0.216 0.312 0.142
R, N2m 0.286 —0.228 —0.265 0.279 0.316 —0.204 0.301 0.273
L, LC 0.499** —0.399* —0.358 0.215 0.308 —0.181 0.241 0.234
R, LC 0.472* —0.338 —0.280 0.187 0.258 —0.164 0.284 0.313
Note: *p < 0.05, **p < 0.01.
The auditory components are left (L) and right (R) auditory N1m, N2m and late component (LC).
TABLE 3 | Partial correlations (controlling for age) between cognitive skills and the visual responses in the visual only condition.
Visual Phonological RAN RAN Word list Non-word Non-word Non-word Writing to
processing letters objects reading list reading text time text accuracy dictation
L, VC, P1 0.343 —-0.171 —0.005 —0.241 —0.206 0.255 —0.053 —0.015
R, VC, P1 0.372 —-0.212 -0.116 —0.136 —0.081 0.195 0.093 0.075
L, FG,N170 0.282 —-0.131 0.036 —0.078 0.011 0.023 0.113 0.027
R, FG, N170 0.218 —-0.1562 —0.150 —0.080 —0.029 0.079 0.094 0.074
V, L 0.074 0.062 0.211 -0.017 0.004 —-0.125 —0.103 —0.058

Note: VC, visual cortices; FG, fusiform gyrus; LI, laterality index.

The visual responses are left (L) and right (R) visual P1m in the visual cortices and N170m in the fusiform gyrus.

TABLE 4 | Partial correlations (controlling for age) between cognitive skills and the auditory and visual responses in the audiovisual conditions [the first row in each cell is

audiovisual congruent (AVC) and the second row audiovisual incongruent (AVI)].

AVC AVI Phonological RAN RAN Word list Non-word Non-word Non-word Writing to
processing letters objects reading list reading text time text accuracy dictation
L, AC, N1 0.272 —0.162 —-0.124 —0.074 —0.047 0.091 0.098 0.154
0.422* —0.250 —0.215 —0.025 0.027 —0.014 0.106 0.182
R, AC, N1 0.351 —0.266 —0.315 0.299 0.390* —-0.213 0.320 0.257
0.337 —0.253 —0.352 0.267 0.337 —0.180 0.314 0.253
L, AC, N2 0.420* —0.311 —0.265 0.245 0.378 -0.277 0.229 0.119
0.338 —0.290 —0.250 0.284 0.346 —0.280 0.235 0.054
R, AC, N2 0.278 —0.247 —0.266 0.290 0.329 —0.230 0.262 0.252
0.235 —0.203 —0.241 0.216 0.305 -0.198 0.272 0.259
L, AC, LC 0.506** —0.412* —0.405* 0.311 0.395* —0.288 0.252 0.272
0.441* —0.381* —0.394* 0.218 0.293 —0.251 0.153 0.227
R, AC, LC 0.448* —0.312 —0.235 0.107 0.126 -0.122 0.193 0.267
0.456* —0.309 —0.241 0.151 0.201 —0.158 0.255 0.293
L, VC, P1 0.292 -0.135 0.010 —0.198 —0.149 0.188 —0.062 0.004
0.243 —0.087 0.067 —0.308 —0.236 0.281 —0.084 -0.110
R, VC, P1 0.315 —-0.197 —0.145 0.015 0.066 0.001 0.057 0.127
0.297 —0.210 —0.145 —0.024 0.015 0.031 0.091 0.112
L, FG, N170 0.404* —0.261 —0.090 0.014 0.124 —0.011 0.202 0.088
0.427* —0.280 -0.113 0.064 0.203 —0.025 0.255 0.122
R, FG, N170 0.213 —0.133 —-0.173 0.020 0.072 —0.046 0.121 0.191
0.221 —0.165 —0.235 0.032 0.080 —0.036 0.113 0.170
AV, LI 0.208 —0.079 0.169 —0.050 —0.052 0.045 —0.065 —0.160
0.220 —0.093 0.239 —0.058 —0.034 0.043 0.010 —0.076

Note: AC, auditory cortices, \/C, visual cortices; FG, fusiform gyrus; LI, laterality index. *p < 0.05, **p < 0.01.
The auditory components are left (L) and right (R) auditory N1m, N2m and late components. The visual components are left (L) and right (R) visual P1m in the visual
cortices and N170m in the fusiform gyrus.
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TABLE 5 | Linear regression analysis using phonological and rapid naming as the
dependent variable, age was entered first in the model, then the brain responses
that showed significant partial correlations as predictors (independent variables).

Cognitive skills Step Standardized A R2
beta

Phonological processing 1. age 0.256 0.091
2. Left auditory LC 0.487** 0.235**
3. AVC/AVI responses ns ns

RAN letters 1. age —0.059 0.009
2. Left auditory LC —0.405* 0.163*
3. AVC/AVI responses ns ns

Note: Beta = standardized Beta coefficient; R2 change = unique variance

accounted for at each step of the 2-step (enter method for age; stepwise for brain
measures) multiple regression analyses. *p < 0.05, **p < 0.01.

(Kushnerenko et al., 2002), there is still substantial variation in
the response amplitude at school-age that is systematically linked
with cognitive skills related to language processing.

In the current study, we found correlations between N1,
N2, late component and phonological processing for both
auditory and AV conditions. Although the regression analysis
showed that only the left auditory late component explains
unique variance among the brain measures implicating that
the early responses do not have independent variance from
the late activity that is related to phonological processing.
From the time window around 100 ms correlations have been
found between brain responses and preschool cognitive skills
also in other studies. For example, auditory P1 response has
been shown in typically developed children to be associated
with phonological and pre-reading skills (Kuuluvainen et al.,
2016). In addition, for children at risk for dyslexia, their P1
response amplitudes elicited by speech sound stimuli were
smaller compared to controls (Lovio et al, 2010). Similarly,
in a study (Hdmadldinen et al., 2015) investigating the event-
related potentials to tones in children with multiple risk

factors for dyslexia, the amplitudes at the P1-N2 time window
was correlated with letter knowledge and phonological skills.
The N1 and N2 time window has also been shown to be
sensitive to reading level differences in response to phonological
priming (Bonte, 2004) and nonspeech stimuli (Espy et al,
2004).

The N2 response has been linked to reading and reading-
related skills in previous studies. For example, the N2m has been
found to correlate with reading skills in children (Parviainen
et al., 2011) and the N2 response has been reported to have
larger amplitudes in response to speech and non-speech sounds
in dyslexic children compared with control group and such
enhanced brain responses were correlated with reading skills
(Hdmaldinen et al, 2013). Furthermore, the brain activity
at the N2 time window has been found to correlate with
phonological skills, as well as reading and writing accuracy
in children with dyslexia (Lohvansuu et al., 2014). The N2m
response strength in the left hemisphere in the current study
was correlated with phonological skills further supporting the
hypothesis that this time window is important to language-
related skill development.

We also found a significant correlation between rapid naming
ability and auditory late component amplitude. Previous research
(Kuuluvainen et al., 2016) showed a similar relationship between
N4 and rapid naming speed in preschool children in which
N4 was suggested to be linked to accessing phonological
representations. Overall, the correlation patterns found in the
current study between the phonological and rapid naming ability
and auditory brain responses are consistent with and in support
of the earlier literature.

Audiovisual responses shared a large portion of variance
with the auditory responses, and furthermore, both showed an
association with phonology. In order to disentangle contributions
of the auditory processing from the audiovisual processing,
we run regression analyses with both auditory and audiovisual
brain responses as predictors. No unique variance was left to
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be explained by the responses to the audiovisual stimuli on the
phonological skills after the left auditory late response was taken
into account. The regression analyses thus showed the auditory
response to be the driving force behind the association with
phonological skills.

N170 amplitude and the laterality index of the N170 were
not significantly correlated with any of the cognitive skills
in the visual only condition. Most previous studies (Cohen
et al,, 2000; Dehaene et al., 2002; Maurer et al., 2005, 2008;
Dehaene and Cohen, 2011) found brain specialization for letter
strings and whole words in VWFA (as indexed by N170
responses in EEG/MEG). Presentation of single letters in our
study instead of letter strings or words could therefore have
led to the lack of findings for the N170 response in the
visual only condition. However, previous studies (McCandliss

and Noble, 2003; Maurer et al., 2010) have suggested the left
lateralization of N170 for words to be partly driven by an
automatic link between orthographic and phonological systems.
Interestingly, the N170 response showed significant correlation
with phonological skills in both audiovisual congruent and
incongruent conditions in the left fusiform area. This result
could suggest a possible top-down feedback activation of the
VWEFA and the lateral inferior temporal cortex from auditory and
audiovisual integration sites. It has been reported that the VWFA
could be activated during speech processing through a top-
down modulation (Dehaene et al., 2010; Desroches et al., 2010;
Yoncheva et al,, 2010). Such auditory/audiovisual processing
modulation fits well with the significant correlation between
phonological processing and N170 responses in left fusiform in
the audiovisual conditions in our study. Similar results were
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TABLE 6 | Partial correlations (controlling for age) between cognitive skills and averages of the brain responses in the regions and time windows where significant
audiovisual integration effects were revealed by the cluster-based permutation analyses.

A+V-AVC Phonological RAN RAN Word list Non-word Non-word Non-word Writing to
processing letters objects reading list reading text time text accuracy dictation
Supramarginal_lh 0.365 —0.421* —-0.167 0.163 0.233 —-0.130 0.297 0.006
Supramarginal_rh 0.324 —0.262 —0.067 0.099 0.096 0.079 0.300 0.293
Inferiorparietal_lh —0.055 —0.056 0.097 —-0.125 —0.036 —0.109 —0.166 —0.136
Inferiorparietal_rh 0.401* —0.353 —0.263 0.192 0.269 —-0.126 0.266 0.328
Superiortemporal_rh 0.229 —0.196 —0.259 0.277 0.304 —0.135 0.211 0.504**
Middletemporal_rh 0.304 -0.215 —0.258 0.306 0.371 —0.230 0.210 0.408*
Postcentral_rh 0.215 —0.131 0.104 —0.007 0.133 0.031 0.262 0.263
Precuneus_rh 0.457* —0.455* -0.317 0.435* 0.405* —0.186 0.519** 0.376

Note: *p < 0.05, **p < 0.01.
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FIGURE 6 | Scatter plots show the most pronounced four partial correlations (controlling for age) between the suppressive effect in the MEG responses for
letter-speech sound integration and performance in the cognitive skill tests.

found in an MEG study in which occipitotemporal letter- When comparing the summed unimodal responses to the
string-sensitive activation strength was also reported to be audiovisual responses, suppressive audiovisual integration effect
correlated with phonological skills in children (Parviainen et al., was found in right temporal and both left and right parietal
2006). regions. These regions partly match with a previous MEG
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study (Raij et al, 2000) in adults about LSS integration
in which a suppressive integration effect was found in the
right temporo-occipito-parietal junction and the left and right
STS. In the current study, we found suppressive audiovisual
integration effects mostly in the temporoparietal areas but
not in the frontal cortices reported in (Raij et al, 2000).
This could be due to the difference in the experimental
design since an active implicit audiovisual task was used in
our study whereas (Raij et al., 2000) used an active explicit
matching task, which could recruit more top-down task related
audiovisual attention processes (van Atteveldt et al, 2007).
The dorsal (temporoparietal) system, including supramarginal
gyrus/angular gyrus in the inferior parietal lobule and the
posterior superior temporal gyrus (pSTG) is thought to be related
to mapping visual print onto the phonological and semantic
structures of language (Sandak et al., 2004). Compared with
the rather consistent findings in the superior temporal cortex
for LSS integration in adults (Raij et al., 2000; van Atteveldt
et al., 2004), it seems that the early readers have recruited more
widely distributed temporoparietal cortical networks to support
learning the association of orthography with phonological codes
(Pugh et al,, 2013). The suppressive LSS integration effect in
the parietal areas at the rather late time window could be
related to top-down modulation of the audiovisual processing
and reflect less automatic processing of the stimuli than in
adults. Pugh et al. (2013) also find a similar correlation between
BOLD response and reading skills in the precuneus, which is
similar to the current study, and they interpret their finding
as part of the visual attention network that seems to impact
reading development. They also suggest that this could reflect the
integration between visual, language and attentional processes.
Lack of the suppressive integration effect at the left superior
temporal areas could be related to the less automatic processing
of the multimodal stimuli in early readers (Froyen et al., 2009;
Blomert, 2011).

The timing of this integration effect was mostly from about
300 to 600 ms in the present study, which matches well with the
previous studies using similar stimuli and paradigms (Raij et al.,
2000; Herdman et al., 20065 Jost et al., 2014). The relatively late
time window is probably due to the fact that bimodal audiovisual
integration happens after the early unimodal processing of sound
in the auditory cortex and print in the visual cortex (Raij
et al, 2000) and possibly involve the feedback projection to
auditory cortex in a late stage of processing (van Atteveldt et al.,
2004).

Significant partial correlations were found between the
audiovisual integration effect and phonological skills, rapid
naming abilities as well as reading and writing skills. Phonological
skills were correlated with the strength of the audiovisual
integration effect in the right inferior parietal and precuneus
regions, while rapid naming of letters was correlated with the
strength of the audiovisual integration in the left supramarginal
and right precuneus regions. Previously research has found
similar associations between both structural (gray matter volume
indices) (Raschle et al., 2011) and functional (Raschle et al., 2012)
changes in these temporoparietal regions and pre-reading skills
such as phonology and rapid naming. Moreover, activations in

left parietal (angular gyrus) lobe was correlated with individual
at-risk index scores for dyslexia in pre-readers (Specht et al,
2009). Reduced LSS is suggested to be linked to a deficit in
auditory processing of speech sounds, which in turn predicts
phonological skills (Blau et al., 2009). Consistent correlation was
found between the strength of the audiovisual integration effect in
the right precuneus and reading skills such as word list, nonword
list and nonword text reading accuracy. This matches well with
results from one recent study which used similar brain-behavior
correlation analysis with fMRI and showed the activation in the
precuneus to print and speech sounds of words and pseudowords
to be correlated with reading-related skills (Pugh et al., 2013).
Finally, writing skills were also significantly correlated with
the strength of the audiovisual integration effect in the right
superior and middle temporal regions. This might suggest that
the skills required in writing to dictation are more associated with
auditory processes for speech than those required for reading
(Hdmaldinen et al., 2009). Taken together, these results highlight
the important role of LSS in the temporoparietal area in early
reading acquisition (Blomert and Froyen, 2010; Blomert and
Willems, 2010).

Audio-visual congruency did not produce significant effects
in the brain responses in the present study. Here we discuss
possible reasons for this. First, the congruency effect which
heavily depends on the task demands (Andersen et al., 2004;
van Atteveldt et al., 2007), also seems to interact with the brain
imaging method (fMRI vs. MEG). For example, several previous
fMRI studies on children have found a congruency effect using
similar implicit active tasks to ours (Blau et al., 2010; Brem
et al, 2010). In contrast, use of an active explicit matching
task in fMRI has been reported to overrule the congruency
effect (van Atteveldt et al., 2007) However, the MEG study of
(Raij et al., 2000) used an active task forcing the participants to
relate letters to sounds and reported an audiovisual congruency
effect in the heteromodal superior temporal cortex. Therefore,
it seems that the task demands modulate differently the MEG
and BOLD responses. Second, it is also possible that the children
in the present study may not establish fully automatized LSS
integration as many of them only have 1 or 2 years of reading
instruction. Previous research (Froyen et al., 2009; Blomert, 2011)
using MMN paradigm has shown the protracted developmental
trajectory of LSS integration and this may be reflected in the
absence of congruency effect in the present study. Finally, almost
all previous electrophysiological studies (Froyen et al., 2008, 2010;
Zari¢ et al., 2014) examining letter-speech sound congruency
in children have used an oddball paradigm, it is likely that
congruency is pronounced in the oddball paradigm, but not in the
simple LSS paradigm used in the present study. The audiovisual
integration and congruency comparisons indicated that children
seemed to utilize more general multimodal integration processes
of letters and speech sounds, but have not reached the fully
automatic level of integration as shown by the absent of
congruency effect.

A cohort of beginning readers with relatively wide age range
(6-11 years) was recruited to examine the reading and reading
related cognitive skills as continuums. Even though we controlled
for age in all of the correlation and regression analyses, age did
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not seem to have a large impact on the results. This finding is
similar to that of, for example, the study by Pugh et al. (2013). It
seems that the correlations were driven more by learning of these
cognitive skills than general maturation of the central nervous
system.

According to the general neurodevelopmental theory for
reading proposed by (Pugh et al., 2000a; Cornelissen et al.,
2010), the temporal and dorsal parietal networks are crucial
for the early stage of reading acquisition. Working together
with the anterior regions (especially the inferior frontal gyrus),
the dorsal (temporoparietal) reading system is involved in the
emergence of phonological awareness (Katzir et al., 2005) and
in forming associations between orthography, phonology, and
semantics (Pugh et al., 2001). Such associations will then shape
the organization and connectivity of left occipitotemporal regions
including the VWFA (Dehaene and Cohen, 2011) for supporting
fluent reading in advanced readers. The present study highlighted
the important role of the temporoparietal route in developing
phonological awareness and forming automatic LSS in early
readers.

A possible concern regarding our study relates to the
accuracy of MEG source reconstruction in children, which
could be affected by many factors including the relatively large
distance of the childs head to the MEG sensors, imprecise
cortical surface reconstruction, suboptimal forward and inverse
solution parameters for the child brain and potential MEG-MRI
coregistration errors. These could lead to misallocation of brain
activity to neighboring brain regions from their true locations in
the source analyses. In general, we followed the recommended
analysis practice proposed by (Jas et al., 2017) and checked in each
step the quality of the data carefully. Furthermore, MEG is less
sensitive to the conductivity parameters of the head tissues than
EEG which should allow better reconstruction of source activity
in children. In addition, we used relatively large brain regions,
and in the case of LSS integration effects whole brain analysis,
capturing most of the brain activity in the different conditions
taking into account possible limitations in localization accuracy
of the brain activity.

CONCLUSION

In conclusion, brain-behavior analyses were used to explore
the relationship between behavioral tasks measuring different
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ARTICLE INFO ABSTRACT

Keywords: Learning to associate written letters with speech sounds is crucial for the initial phase of acquiring reading skills.

Reac:linz.g However, little is known about the cortical reorganization for supporting letter-speech sound learning, particu-

:“dm"”sual larly the brain dynamics during the learning of grapheme-phoneme associations. In the present study, we trained
earning

30 Finnish participants (mean age: 24.33 years, SD: 3.50 years) to associate novel foreign letters with familiar
Finnish speech sounds on two consecutive days (first day ~ 50 min; second day ~ 25 min), while neural activity
was measured using magnetoencephalography (MEG). Two sets of audiovisual stimuli were used for the training
in which the grapheme-phoneme association in one set (Learnable) could be learned based on the different
learning cues provided, but not in the other set (Control). The learning progress was tracked at a trial-by-trial
basis and used to segment different learning stages for the MEG source analysis. The learning-related changes
were examined by comparing the brain responses to Learnable and Control uni/multi-sensory stimuli, as well as
the brain responses to learning cues at different learning stages over the two days. We found dynamic changes in
brain responses related to multi-sensory processing when grapheme-phoneme associations were learned. Further,
changes were observed in the brain responses to the novel letters during the learning process. We also found that
some of these learning effects were observed only after memory consolidation the following day. Overall, the
learning process modulated the activity in a large network of brain regions, including the superior temporal cortex
and the dorsal (parietal) pathway. Most interestingly, middle- and inferior-temporal regions were engaged during
multi-sensory memory encoding after the cross-modal relationship was extracted from the learning cues. Our
findings highlight the brain dynamics and plasticity related to the learning of letter-speech sound associations and
provide a more refined model of grapheme-phoneme learning in reading acquisition.

Magnetoencephalography

1. Introduction

The learning of grapheme-phoneme associations is a crucial step for
reading acquisition in alphabetic languages. Unlike spoken language,
written script is a recent cultural invention, and therefore no hard-wired
brain circuit exists for reading at birth (Liberman, 1992; Lieberman,
2006). Consequently, reading acquisition involves plastic changes in
pre-existing structural and functional networks of the brain, such as the
visual and language systems to meet the new cognitive demand in

reading (Dehaene et al. 2010, 2015). However, little is known about the
cognitive processes and neural systems engaged during the learning of
letter-sound correspondences, since most existing studies examine the
long-term effects of learning to read.

One of the most important brain-level markers in learning to read is
the increasing sensitivity to orthographic stimuli in the left ventral
occipitotemporal cortex (vOT) (Brem et al., 2010; Ben-Shachar et al.,
2011; Dehaene et al., 2010; Dehaene and Cohen, 2011). The left vOT
connects the visual word forms to other language areas of the brain, and
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has a posterior to anterior gradient (Lerma-Usabiaga et al., 2018;
Vinckier et al., 2007), with the posterior part responsible for visual
feature extraction and sensitive to smaller grain sizes (e.g., letters) and
the anterior part to larger grain sizes (e.g., words (Dehaene et al., 2005)).
Furthermore, vOT interacts with spoken language systems, for example,
the phonological representations in the temporal cortex (Price and
Devlin, 2011). The development of letter specificity (greater activation
for letters compared with false fonts) in left vOT is associated with
reading ability in beginning readers (Centanni et al., 2018).

While changes in brain activity in the vOT is a hallmark for reading
acquisition, learning to read requires other additional processes. A large
body of neuroimaging studies (van Atteveldt et al., 2009; Raij et al.,
2000; Blau et al., 2008) has looked into the audiovisual integration of
graphemes and phonemes in literate adults who have mastered the as-
sociations through initial learning in childhood and years of the reading
experience afterward. Consistent findings (Beauchamp et al., 2004a; van
Atteveldt et al., 2004; Richlan, 2019; Blau et al., 2008; Calvert, 2001;
Wilson et al., 2018) suggest that the multisensory superior temporal
cortex (STC) is the major brain region for audiovisual integration. For
example, the brain activation to congruent audiovisual stimuli (letter--
speech sound combinations) was found to be stronger than incongruent
audiovisual stimuli in the left STC in transparent orthographies such as
Dutch (van Atteveldt et al., 2004) and Finnish (Raij et al., 2000). In
addition, the audiovisual congruency effect seems to be modulated by the
transparency of the orthography as well as the task requirements used
during the experiments (van Atteveldt et al., 2007). For example, au-
diovisual incongruent stimuli elicit larger neural responses than
congruent stimuli in more opaque orthographies such as English (Hol-
loway et al., 2015) and logographic scripts such as Chinese (Xu et al.,
2019). The level of automaticity in audiovisual integration is important
for normal reading development (Xu et al., 2018; Varga et al., 2020) and
failing of which has been shown to be closely linked to dyslexia (Blomert,
2011; Zari¢ et al., 2014; Blau et al., 2010). Automaticity for letter-speech
correspondences seems to develop slowly, with electrophysiological
mismatch negativity (MMN) studies showing a prolonged trajectory of
audiovisual integration in children for up to 4 years after reading
acquisition (Froyen et al., 2009). The slow development of automaticity
is partly related to the neural representation of learned letters that must
account for the numerous variations in position, case, and font for the
same letter. This poses a great demand for reorganizing the hierarchical
letter processing pathway along the vOT regions (Dehaene et al., 2005).

Brain processes for grapheme-phoneme associations have been
studied for well-established associations in literate adults (Raij et al.,
2000; van Atteveldt et al. 2004, 2007, 2009; Blau et al., 2008; Froyen
et al., 2008) and children at different stages of learning to read (Zari¢
et al., 2014; Froyen et al. 2009, 2011; Blau et al., 2010). These studies
showed brain networks that are consistently activated during audiovisual
integration days, months, or even years after learning of
grapheme-phoneme associations. Less is known about the cognitive
processes during the learning of new associations, which is arguably
more complex and demanding than the automatic processing of existing
associations. The scarcity of cross-modal studies on the learning process
in humans is likely due to challenges in studying the brain mechanism
during multisensory learning since it is very dynamic and involves
multiple cognitive components such as sensory processing, multisensory
integration, attention, memory formation, and consolidation.

The grapheme-phoneme learning process likely consists of several
stages: First, during explicit learning, attention is directed to the infor-
mation coming from the auditory and visual modalities. In addition,
auditory and visual stimuli are combined into audiovisual objects in
multisensory brain regions (Stein and Stanford, 2008) (e.g., STC) and
such cross-modal audiovisual association is initially stored in the
short-term memory system. The short-term memories of audiovisual as-
sociations are consolidated during both practice and sleep (Diekelmann
and Born, 2010; Dudai, 2012). They are then most likely transferred and
stored in the neocortex for fast and automatic retrieval (Klinzing et al.,
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2019). Complementary learning systems have been shown in the
medial-temporal systems (hippocampus and parahippocampal cortex)
and neocortex, and a division of labor with the initial rapid learning in
the hippocampus and gradual memory consolidation in the neocortical
systems (McClelland et al., 1995; Davis et al., 2009). Converging evi-
dence from a recent neuroimaging study also suggests a crucial role of the
parahippocampal cortex for symbolic learning (Skeide et al., 2018).
However, fast learning effects that occurred as a rapid form of memory
consolidation at the time scale of seconds have also been reported in
relation to motor-skill learning (Bonstrup et al., 2019). Such rapid
consolidation might also play a role in other types of sensory learning
(Hebscher et al., 2019).

Artificial grapheme-phoneme training paradigms that simulate the
initial stage of learning to read in alphabetic scripts have provided
interesting insights into the brain mechanisms of learning grapheme-
phoneme associations. Learning-related brain changes have been re-
ported at the time scale of minutes (Hamaéldinen et al., 2019; Karipidis
et al., 2017), hours (Taylor et al., 2014; Brem et al., 2018) and days
(Taylor et al., 2017; Hashimoto and Sakai, 2004; Madec et al., 2016;
Quinn et al., 2017; Karipidis et al., 2018) after initial training. Combining
information from visual and auditory modalities has been suggested to
involve at least two possible mechanisms: Hashimoto and Sakai reported
the involvement of the left posterior inferior temporal gyrus (PITG) and
the left parieto-occipital cortex (PO) which showed plasticity for forming
new links between orthography and phonology when learning novel
letters (Hashimoto and Sakai, 2004). The involvement of parietal brain
regions has also been reported to be crucial for componential
visual-verbal mappings in the early stages of learning to read (Taylor
et al., 2014; Quinn et al., 2017). On the other hand (Madec et al., 2016),
have shown left vOT to be involved in phonological recoding processes of
newly-learned letters by top-down influences from STG; this effect was
affected by the strength of audiovisual associations in a two-day letter--
speech sound training. Similar changes in the left vOT have been re-
ported to show larger N170 responses (Brem et al., 2018) and vOT
activation to trained than untrained characters after a short artificial
character-speech sound training. These changes were also correlated
with the training performance and were interpreted as a phonologically
driven N170 and vOT tuning (Pleisch et al., 2019). Furthermore, these
processes might be affected by modulation of attention to important
features for learning in the frontal cortices (Hamaldinen et al., 2019).
Interestingly the fast learning-related changes in brain activity seem to be
linked to cognitive performance (Karipidis et al. 2017, 2018). Multi-
sensory integration effects were found in a distributed brain network
after a short letter-speech sound training (<30 min) in preschool children
(Karipidis et al., 2017) with promising implications for identifying
poor-reading children and predicting reading outcomes in pre-readers
(Karipidis et al., 2018).

Despite the emerging insights from the available literature, to date,
there is no comprehensive theoretical model of the cognitive processes
and their brain level equivalents that are utilized during grapheme-
phoneme learning. It is unclear when and how the audiovisual congru-
ency effect starts to emerge in the multisensory superior temporal cortex
and how quickly during training the visual representation of learned
letters starts to differ from unfamiliar letters. Also, the allocation of
attention is essential during explicit learning, yet how attentional pro-
cessing is modulated by the learning material is still unknown. Finally,
brain changes during the early stages of memory consolidation are still
poorly understood, for example, effects related to repetition and practice
during the initial learning stage, and the effect of overnight sleep on
memory consolidation of letter-speech sound associations.

In our study, we investigated the neural mechanisms during the
learning of novel grapheme-phoneme associations and the effect of
overnight memory consolidation. The learning progress was tracked at a
trial-by-trial basis during training on two consecutive days and was used
to identify and segment different learning stages. Learning effects spe-
cifically related to grapheme-phoneme associations were studied by
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using two audiovisual stimulus sets. In one set, the audiovisual associa-
tions could be learned (cross-modal associative learning); in the other set,
this was not possible due to the absence of information on the correct
cross-modal correspondences (cross-modal non-associative learning).
Different learning cues were presented after the audiovisual stimuli to
dissociate the learning of correct audiovisual associations from basic
multi-sensory processes. During cross-modal associative learning, the
auditory and visual inputs had to be integrated and encoded into one
audiovisual object, while no such integrative processes were needed in
non-associative learning. We expected to see distinctive cognitive pro-
cesses related to attention and memory encoding in non-associative and
associative learning. Furthermore, we hypothesized that the learning of
grapheme-phoneme associations would change the corresponding uni-
sensory visual processing and elicit multisensory congruency effects. The
unisensory effects were expected to occur in occipital and parietal re-
gions due to the learning of the phonological representation of the
Learnable letters mostly at a relatively late time window around 400 ms
based on earlier studies (Xu et al. 2018, 2019; Quinn et al., 2017; Taylor
et al., 2014; Dehaene et al., 2010). The multisensory congruency effects
were expected to be elicited in the posterior superior temporal cortices in
the late time window only after the learning of audiovisual associations
(Wilson et al., 2018; van Atteveldt et al., 2004; Xu et al., 2019). These
cross-modal learning effects were expected to be modulated by overnight
memory consolidation. Finally, learning performance was correlated
with cognitive skills linked to reading and working memory to explore
the key behavioral factors that contribute to multisensory
non-associative/associative learning speed.

2. Material and methods
2.1. Participants

In total, 36 people were scheduled to participate in the study. The
participants were university students and staff recruited through email-
lists and posters. The data from 6 participants were not included: 2
were excluded due to a low learning accuracy during the whole training
session on Day 1, and for the other 4 participants, the MEG data were not
measured because of cancellation. Therefore the data from the remaining
thirty participants (20 females; 26 right-handed, 2 ambidextrous; mean
age 24.3 years, SD 3.5 years, range 19-36 years) were used in this study.
All participants had normal hearing and normal or corrected-to-normal
vision (based on self-report). Participants were screened for the
following exclusion criteria: head injuries, ADHD, neurological diseases,
medication affecting the central nervous system, delays in language
development, or any other language-related disorders. The ethical
approval for this study was obtained from the Ethics Committee of the
University of Jyvaskyld, and the study was carried out in accordance with
the Declaration of Helsinki. Participants gave their written informed
consent prior to their participation in the experiments. After the MEG
experiments, all of them received movie tickets or gift cards (for an
equivalent value of 30 euros) as compensation for their time in the MEG
recording and cognitive test sessions (see details of cognitive tests
below).

2.2. Stimuli and task

Visual stimuli consisted of 12 Georgian letters (g, §, 9,1, ©, %, 3, $, 6,
3, @, §). Auditory stimuli consisted of 12 Finnish phonemes ([a], [a], [e],
[t], [s], [K], [o], [0], [il, [pl, [v], [d]; mean duration: 473 ms; SD:103
ms). The auditory and visual stimuli were divided into two sets with 6
audiovisual pairs in each set. The stimuli between set one (g: [a], §: [4],
Q: [e], m: [t], co: [s], ®: [k]) and set two (i3: [0], §: [0], 6: [il, 3: [p], o [V],
§: [d]) were chosen to match as closely as possible in visual and auditory
complexity. The auditory stimuli in each of the Learnable and Control
sets included three vowels and three consonants. The types of the pho-
nemes were counterbalanced between the two sets (vowels were picked
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in the closed-open dimension: [e], [a], [a] and [i], [0], [o]; stop conso-
nants: [p], [d], [t], [Kk]; fricative consonants: [s], [V]). The visual letters in
the Learnable and Control sets were roughly matched in the overall shape
and curvatures. Four additional letter-sound pairs (o: [y], 3: [ul, L: [b], e:
[g]) were used only for experimental instruction and practise purpose at
the beginning of the experiment.

The audiovisual learning experiment consisted of 12 alternating
training and testing blocks on Day 1, and 6 training and testing blocks on
Day 2. In the training block, one of the two audiovisual stimulus sets was
used as the Learnable set in which different learning cues (v for congruent
pairs (AVC) and X for incongruent pairs(AVI)) were presented after the
simultaneous presentation of audiovisual stimuli. The other audiovisual
stimuli set was used as the Control set, in which the feedback was always
after the randomly-paired audiovisual stimuli (AVX). The audiovisual
trial started with a fixation cross presented for 1000 ms, followed by the
audiovisual stimuli for another 1000 ms. After the audiovisual stimuli,
one of the three learning cues (“YES™: v; “NO™: X; “UNKNOWN": N) was
presented for 1500 ms, depending on the types of audiovisual stimulus.
Learnable and Control audiovisual stimuli were mixed and presented
randomly in each training and testing block. In addition, auditory-only
and visual-only stimuli from both sets were also presented in the
training block, randomly mixed with the audiovisual stimuli.

Each training block was followed by a testing block in which the
audiovisual stimuli from the training block were presented in random
order, followed by a question on the stimulus congruency. The partici-
pants saw the question (“Match?”) displayed in the upper part of the
screen and had to choose from three options (“YES™: v; “NO”: X; “UN-
KNOWN”: N) provided on the lower part of the screen using a response
pad. The order of the 3 options was randomized so that the participants
would not learn to associate specific response buttons with specific op-
tions. After finishing the testing block, the feedback was provided about
the accuracy of the previous block and all blocks they had done so far.
This was followed by a break in which participants were instructed to
press a button to start the next training block when they were ready. The
Learnable and Control sets were counterbalanced between the partici-
pants. Instructions for the participants and a short practice were given
prior to the actual experiment on Day 1. Fig. 1 shows the stimuli and
experiment design of the study.

2.3. MEG recording

MEG data were collected using the Elekta Neuromag® TRIUXTM
system (Elekta AB, Stockholm, Sweden) in a magnetically shielded room
at the University of Jyvaskyla. A sampling rate of 1000 Hz and an online
band-pass filter of 0.1-330 Hz were used in the data acquisition settings.
The participant’s head position with respect to the MEG sensor arrays in
the helmet was tracked continuously with five digitized head position
indicator (HPI) coils. Three HPI coils were placed on the forehead and
one behind each ear. The MEG head coordinate system was defined by
three anatomic landmarks (nasion, left and right preauricular points).
The anatomical landmarks, the position of the HPI coils, and the head
shape (>100 points evenly distributed over the scalp) were digitized
using a Polhemus Isotrak digital tracker system (Polhemus, Colchester,
VT, United States) before the MEG experiment. The electrooculogram
(EOG) was recorded with two electrodes attached diagonally slightly
below the left and slightly above the right eye and one ground electrode
attached to the collarbone. The MEG was recorded in a 68° upright
gantry position with participants sitting comfortably on a chair. The same
preparation and setup were used on Day 2.

2.4. Cognitive tests

A number of cognitive tests were administered to the participants to
ensure they did not have language-related learning problems. Additional
behavioral tests were conducted to run correlational analyses between
learning speed in the MEG task and cognitive skill levels. The behavioral
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Fig. 1. The experimental task on letter-speech sound
association learning. A) Auditory stimuli consisted of

Stimuli SET 1 SET 2 12 Finnish phonemes. Visual stimuli consisted of 12

Georgian letters. The auditory and visual stimuli were

Auditory  [a] [a] [e] (t] [s] [k [0] [6] [p] [v] (d] divided into two sets (counterbalanced between par-
ticipants as Learnable or Control) with 6 audiovisual

Visual B Ej Q 3 © ® G 3 3 Q § pairs in each set. B) The audiovisual learning experi-

ment consisted of 12 alternating training and testing
blocks on Day 1, and 6 training and testing blocks on

Day 2. After presenting the audiovisual stimuli,
Block BLOCK 1 BLOCK 2 different learning cues were provided in the training
block. In the testing block, learning progress was
- . ) . tracked by asking questions on the audiovisual
Task Training Testing Training | Testing . ..
congruence, which the participants had to answer
using a response pad.
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tests included the following: block design (visuospatial reasoning), vo-
cabulary (expressive vocabulary), and digit span (forward and backward;
working memory) from the Wechsler Adult Intelligence Scales (Wechsler,
2008). In the block design test, the participants were shown how to
arrange blocks with red and white colors to form a design, and they have
to build the same design. In more difficult sections, the participants are
only shown the design in a figure, and they have to build it. In the vo-
cabulary test, the participants hear a word, and they have to describe the
meaning of that word. In the digit span test, a series of numbers is said to
the participant, and they have to repeat them either in a forward or
backward order. The mean of the standardized scores in these tests was
10 and the standard deviation was 3.

Phonological awareness was tested using the Phonological processing
task from NEPSY II (Korkman et al., 2007). In this task, the participant is
asked to repeat a word and then to create a new word by leaving out a
syllable or a phoneme, or by replacing one phoneme in the word with
another phoneme.

Non-word repetition task from the Neuropsychological test battery
(NEPSY; Korkman et al., 1998) was used to measure phonological pro-
cessing and verbal short-term memory. The number of correct items out
of 16 was used as the score.

Rapid automatized naming (Denckla and Rudel, 1976), in which
pictures of five common objects or five letters had to be named as quickly
and as accurately as possible. The objects and letters were arranged in
five rows, each containing 15 objects. The task was audio-recorded, and
the time in seconds was calculated from the recording to be used in the
analyses.

Three reading tests were included: word list reading using a stan-
dardized test of word list reading (Hayrinen et al., 1999), the number of
correctly read words in 45 s was used as the score; non-word list reading
based on Tests of Word Reading Efficiency (Torgesen et al., 1999), the
number of correctly read non-words in 45 s was used as the score;
pseudoword text reading (Eklund et al., 2015), number of correctly read
words and total reading time were used as the scores. Writing to dictation
was also assessed in which the participant heard 20 words and had to
write them on a sheet of paper. The number of correctly written words
was used as the score.

2.5. Data analysis

2.5.1. Behavioral analysis
The cumulative learning index for each audiovisual stimulus was

calculated based on the performance in the testing blocks. More specif-
ically, for each auditory and visual components in the audiovisual
stimuli, the learning index was defined as 0 if the participant pressed the
wrong response button, and N (N = 1,2,3 ...) for the Nth time of suc-
cessful learning (defined as correct response for both AVC and AVI for
Learnable set, and correct response for AVX for Control set). The learning
index for a specific audiovisual stimulus was the average learning index
of the constituent auditory and visual components. The learning index
was applied to the auditory only, visual only, and audiovisual stimuli in
the same learning block prior to the testing block. For the incorrect
button press after at least one successful learning, the learning index was
defined as missing values (—1) and excluded from the analysis. These
incorrect responses most likely reflect forgetting and lapses in attention
to the task. The learning index gives a detailed quantification of the
learning progress for each audiovisual stimulus; a learning index of N
(greater than zero) indicates that successful learning happened on the
Nth time when the audiovisual stimulus was presented.

The performance on the task (reaction time and accuracy) in the
testing blocks for Learnable and Control stimuli were separately averaged
by block (Fig. 2A). In total, there were 12 (Block Index 1-12) blocks on
Day 1, and 6 (Block Index 13-18) blocks on Day 2. In addition, the re-
action time was also examined using the cumulative learning index (see
the previous paragraph) to show the detailed learning progress (Fig. 2B).

Based on the learning progress, indicated by the reaction time (see
Fig. 2B), the participants acquire the letter-speech sound associations
adequately after about 4 blocks of successful learning. The MEG data for
Day 1 were therefore split over 3 learning stages (learning index = 0,1-4
and >4) for the audiovisual conditions in learning and testing conditions
separately. For Day 2, the MEG data were averaged together, since the
participants had already learned all the audiovisual pairs. For the
different learning cues, we postulate that the participants were paying
attention to them before learning and immediately following the first few
successful learning trials. This could be related to the fact that the short-
term memory of the audiovisual stimuli is not well stabilized and
consolidated, which could be seen from the fast decrease of reaction time
when learning index = 1-4 in Fig. 2B. Therefore similar learning-related
cognitive processes were presented when learning index = 0-4 for the
learning cue. To better capture the cognitive process in response to
different learning cues, the MEG data were split into the following 3 parts
for comparing the learning cues: learning index 0-4, learning index>4 on
Day 1, and all the data on Day 2.
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Fig. 2. Task performance curve (mean and standard deviation) for Learnable
and Control stimuli during the two-day audiovisual learning experiment aver-
aged by block (A) and learning index (B). A) Reaction time and accuracy
averaged by block. In total, there are 12 blocks (Block Index 1-12) on Day 1 and
6 blocks (Block Index 13-18) on Day 2 with a vertical line in the figure sepa-
rating the two days. B) Reaction time averaged by the cumulative learning
index. A learning Index of 0 indicates that the specific audiovisual pair has not
been learned yet, and an integer number N greater than 0 indicates the Nth time
of successful learning in the testing block for the audiovisual pairs.

2.5.2. MEG data analysis

MEG data were first pre-processed with Maxfilter 3.0.17 to remove
external noise interference and compensate for head movement during
the recording, using the movement compensated temporal signal-space
separation (tSSS) method (Taulu and Simola, 2006). Bad MEG channels
were identified manually and were excluded; the time-series of the bad
channels were reconstructed by Maxfilter.

Data were analyzed with MNE python (Gramfort et al.,, 2013)
(version: 0.17.2). First, bad segments of MEG data were annotated and
excluded from further analysis (Jas et al., 2018). MEG data were low-pass
filtered at 40 Hz (zero-phase FIR filter design using the “hamming”
window method). Fast ICA (Hyvarinen, 1999) was then used to remove

NeuroImage 220 (2020) 117058

eye movement-related and cardiac artifacts. After applying ICA, data
were segmented into epochs with 150 ms before and 1000 ms after
stimulus onset. Bad epochs were first rejected based on peak-to-peak
amplitude (grad = 1500e-13 T/m, mag = 5e-12 T) and then visually
inspected in case of some remaining artifacts. Baseline correction was
applied by subtracting the average response of the 150 ms prior to the
stimulus onset from all data points throughout the epoch.

The multimodal interaction effects (i.e., processing of multi-modal
stimuli is not merely the sum of auditory and visual stimuli presented
separately) reflecting automatic and basic interaction between the
auditory and visual processing were examined using the additive model
(Audiovisual response = Auditory only response + Visual only response
+ Audiovisual interaction response). To calculate this regression anal-
ysis, the “linear_regression_raw” function in MNE Python was used. The
interaction effects were calculated separately for the Learnable (LB) and
Control (CT) stimuli by the linear regression analysis (AVC = Ajp + Vip
-+ Interaction; p; AVX = Acr + Ver + Interactioncy) for the three learning
stages on Day 1 and Day 2. As can be seen from the model equations
above, auditory response, visual response, and audiovisual interaction
were the three predictors in the regression model. Since the MEG data
was segmented into different learning stages, in order to get an adequate
signal to noise ratio, a minimum number of 10 trials per average was used
for including the MEG data in each regression analysis (Boudewyn et al.,
2018; Luck, 2005).

The fsaverage brain template from Freesurfer (RRID: SCR_001847,
Martinos Center for Biomedical Imaging, Charlestown, MA, United
States) was used for source reconstruction since individual MRIs were not
available in the present study. Coregistration was done between the
digitized head points and the template brain with a 3-parameter scaling.
The average of the three scaling parameters was calculated for the re-
cordings on Day 1 and Day 2 and was used for coregistration for both
days to ensure the use of the same forward head model for each partic-
ipant across the two days.

Depth-weighted (p = 0.8) minimum-norm estimates (wMNE)
(Hamalainen and Ilmoniemi, 1994; Lin et al., 2006) were calculated for
10242 free-orientation sources per hemisphere. The dynamic statistical
parametric maps (dSPM) (Dale et al., 2000) were used for noise
normalization.

Region of interest analysis was used for comparing the estimated
source activations to the three different audiovisual stimuli (AVC, AVI,
AVX) in order to examine interaction effects in an analysis of variance
(ANOVA) model. This was carried out for the training and testing blocks
in 3 different learning stages on Day 1 and Day 2. Based on earlier
literature (Karipidis et al., 2017; Xu et al., 2019; Raij et al., 2000) brain
dSPM source waveforms (500 ms—-800 ms after stimulus onset) were
extracted from left and right bank of the posterior superior temporal
sulcus (labels: “bankssts™) (Calvert et al., 2001; Blomert, 2011; van
Atteveldt et al., 2009; Xu et al., 2019; Beauchamp et al., 2004a; Wilson
et al.,, 2018) as defined by the Desikan-Killiany Atlas (Desikan et al.,
2006).

2.6. Statistical analyses

The audiovisual congruency effect was examined in a 3 (congruency:
AVC, AVI, AVX) x 2 (hemisphere: left, right) repeated-measures analysis
of variance (ANOVA) for the estimated activity in the region of interest
analysis. To further examine possible audiovisual learning effects related
to unisensory processing and multisensory interaction, spatiotemporal
cluster-based permutation tests (Maris and Oostenveld, 2007) were used
for comparing Learnable and Control auditory, visual, and audiovisual
interaction brain activations from the linear regression analysis based on
the additive model.

Learning involves multiple cognitive components such as attention,
active engagement, error feedback and memory formation and consoli-
dation. In our experiment, these cognitive processes were reflected in the
evoked responses elicited by the learning cues. To examine the cognitive
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processes that lead to successful learning of the AV associations, brain
responses to different learning cues (“YES™: v; “NO™: X; “UNKNOWN™:
N) were also compared in pairs using the spatiotemporal cluster-based
permutation tests. The number of permutations was set to 1000 for
each test. The source data were downsampled to 200 Hz to reduce the
computation time. The alpha threshold level was set to 0.05 for all tests.
Finally, to explore how much variance of the reading-related cogni-
tive scores could be explained by the learning speed of Learnable and
Control stimuli, correlation analysis (Pearson’s correlation coefficients)
was carried out between the individual learning speed (average learning
index of all Learnable and Control stimuli pairs in the twelfth block) on
Day 1 and all the cognitive test scores (see the section above). The false
discovery rate (FDR) was applied to correct the p-values in correlation
analysis for the number of tests (Benjamini and Hochberg, 1995).

3. Results
3.1. Cognitive skills and experiment performance

Descriptive statistics of the participants’ cognitive skill measures are
presented in Table 1.

As shown in Fig. 2 A, the participants were able to learn the correct
associations between the auditory and visual stimuli and to differentiate
the Control stimuli from the Learnable stimuli. This was indicated by an
increase in accuracy scores and a decrease in reaction times over training
blocks. A similar decrease and stabilization of reaction times can also be
observed by examining the reaction time averaged by learning index for
Learnable and Control stimuli (Fig. 2B). On Day 2, although the accuracy
already reached ceiling level, there was a decrease of reaction time
compared to the last block on Day 1 (Day 1 block 12: 1117 ms + 436 ms
vs. Day 2 block 13: 825 ms + 153 ms).

3.2. Grand average

The grand average of both sensor and source-level brain activities for
auditory, visual, and audiovisual conditions on Day 1 and Day 2 are
shown in Fig. 3 (averaged across conditions). The activity patterns are
typical for each stimulus type both in timing and in topography (locali-
zation). For example, the auditory responses were mainly localized
around the perisylvian areas, and the visual responses were mainly
localized in the occipital cortices.

Table 1

Descriptive statistics of the participants’ cognitive skill measures (N = 30).
Standardized scores are shown within the parenthesis for block design, vocab-
ulary, and digit span.

Cognitive tests Mean SD Range
Block design 55.57 9.97 28-68
12.1) (3.97) (2-19)
Vocabulary 39.47 7.49 23-49
(13.03) (3.24) (6-18)
Digit span 30.70 4.61 22 - 44
(12.43) (2.67) (7-19)
Nonword repetition, time (s) 11.30 2.44 6-16
NEPSY phonological processing 51.80 1.03 49-53
Rapid automatic naming(letters), time 17.93 4.48 10-29
(s)
Rapid automatic naming(objects), time  31.73 4.49 23-40
(s)
Word list reading, number of correct 104.77 0.50 103-105
items
Word list reading, time (s) 70.27 10.83 53-98
Non-word list reading, number of 71.07 6.31 58-86
correct items
Non-word text reading, time (s) 29.97 5.35 22-42
Non-word text reading, number of 37.20 1.10 35-38

correct words
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Fig. 3. Grand average of both sensor and source brain activities for auditory,
visual, and audiovisual conditions on Day 1 and Day 2. Top of each panel: Grand
average of event-related field waveforms and topographic plots of major peaks
defined by global field power from magnetometer channels. Bottom of each

panel: Brain source dSPM activation at the major peaks as defined in the sensor
level topographic plots.

3.3. Congruency effects in the STC

Repeated-measures ANOVA revealed significant main effects of the
congruency on Day 1 only after learning of letter-speech sound associa-
tions in the training blocks (learning index >4: F(2, 52) = 4.81, p =
0.017) and in the testing blocks (learning index 1-4: F(2, 58) = 4.37,p =
0.022; learning index >4: F(2, 54) = 4.43, p = 0.022), as well as on Day 2
(F(2, 58) = 3.82, p = 0.034) during the training blocks.

Post-hoc t-tests indicated that dSPM activation to the Control
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audiovisual stimuli (AVX) was significantly lower (p < 0.05) than to the
Learnable audiovisual stimuli (AVC and AVI) in the Day 1 training blocks
(when learning index: >4) and to the audiovisual congruent stimuli
(AVQ) in the Day 2 training blocks. During the testing blocks when the
learning index was 1-4, the incongruent audiovisual stimuli (AVI) eli-
cited significantly higher (p < 0.05) activation than the Control audio-
visual stimuli (AVX). The Learnable congruent audiovisual stimuli (AVC)
elicited significantly higher (p < 0.05) activation than the Learnable
incongruent audiovisual stimuli (AVI) and the Control stimuli (AVX) in
the Day 1 testing blocks when learning index was greater than 4. In
addition, there was a hemisphere main effect (F(1,29) =7.48, p=0.011)
with higher dSPM activation in the right hemisphere than the left
hemisphere during the training blocks on Day 1 at the stage when the
learning index was 1-4. The results of the congruency effect are sum-
marized in Fig. 4.

3.4. Auditory responses (Learnable vs. control)

The learning effects were tested in the auditory modality by
comparing the brain activations to the Learnable and Control auditory
sounds from the time window of 100 ms-800 ms after the stimulus onset
using spatiotemporal cluster-based permutation statistics. The statistical
tests were carried out for the 3 different learning stages (Learning index
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= 0,1-4, >4 respectively) on Day 1 and the learned stage on Day 2. No
significant differences were found for all the comparisons on Day 1 and
Day 2.

3.5. Visual responses (Learnable vs. control)

The learning effects were tested in the visual modality by comparing
the brain activations of the Learnable and Control visual letters from the
time window of 100 ms-800 ms after the stimulus onset using spatio-
temporal cluster-based permutation statistics. The statistical tests were
carried between Learnable and Control stimuli for the three different
learning stages (Learning index = 0,1-4, >4 respectively) on Day 1 and
the learned stage on Day 2. Significant differences were found between
the Learnable and Control conditions on Day 1 when the learning index is
greater than 4 (p = 0.002, 455-795 ms, left parietal, and occipital re-
gions) and on Day 2 (p = 0.001, 380-795 ms, left parietal and occipital
regions).

3.6. Audiovisual interaction effects (Learnable vs. control)
The learning effects were tested for the audiovisual interaction by

comparing the audiovisual interaction brain activations of the Learnable
(AVC-A;3-Vip) and Control (AVX-Acr-Ver) conditions from the time

Conditions Fig. 4. Congruency effect in the region of interest
(left and right posterior superior temporal sulcus) for

I AVC Day 1 and Day 2 during the training and testing
[ AvI blocks. The data were divided into three stages on Day
B AVX 1 based on the learning indexes: 0, which means the
letter-speech sound association has not been learned,

learning index 1-4, and learning index >4. Since the

Day2 participants had already learned all letter-speech

sound pairs after Day 1, the data from all blocks on
Day 2 were averaged. Results are shown in box plots
with individual data marked as grey circles. Signifi-
— cant differences (p < 0.05) are marked by horizontal
bars and asterisks (*).
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window of 500 ms-800 ms after the stimulus onset using spatiotemporal
cluster-based permutation statistics. The statistical comparisons between
the Learnable and Control stimuli for the three different learning stages
(Learning index = 0,1-4,>4 respectively) on Day 1 and the learned stage
on Day 2. There was a significant difference (p = 0.019, 500-680 ms, left
parietal region) at the stage when the learning index was 1-4 on Day 1.
Results for the auditory, visual, and audiovisual interaction compar-
isons between Learnable and Control conditions are shown in Fig. 5.

3.7. Cortical responses to different learning cues

The cortical activities following the three different learning cues were
compared in pairs using the spatiotemporal cluster-based permutation
tests in the time window of 100 ms-800 ms for Day 1 (Learning index =
0-4, >4) and Day 2. There were significant differences between the 3
different learning cues when the learning index was between 0 and 4 on
Day 1. Two clusters exceeding the threshold of randomization distribu-
tion under HO were found for the v vs. X comparison, one (p = 0.012) in
the left temporal regions in the time window of 300-490 ms and another
(p = 0.016) in the right temporal regions in the time window of 295-550
ms. Two clusters were found for the N vs. X comparison, one (p = 0.008)
in the left temporal regions in the time window of 360-730 ms and
another (p = 0.036) in the right temporal regions in the time window of
355-785 ms. Two clusters exceeding the randomization distribution
under HO were found for the v vs. N comparison, one (p = 0.040) in the
left temporal regions in the time window of 400-780 ms and another (p
= 0.037) in the right temporal regions in the time window of 245-455
ms. In addition, there was a significant difference for the N vs. X com-
parison (p = 0.029, 300-740 ms, left temporal, and occipital regions)
when the learning index was greater than 4 on Day 1. No significant
differences were found between the 3 different learning cues on Day 2.
The results are shown in Fig. 6.

3.8. Correlations between cognitive skills and learning speed

Correlation analysis was carried out between learning speed (of the
Learnable and Control stimuli) and cognitive test scores. After FDR
correction, only the learning speed of the Control stimuli was signifi-
cantly correlated with the time spent on RAN objects (FDR-corrected p =
0.000168). The results are shown in Fig. 7.

Day 1

Learning Index: 0 Learning Index: 1-4

Learning Index: >4
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4. Discussion

This study investigated the grapheme-phoneme association learning
in adults. The cortical dynamics during initial learning and memory
consolidation after learning were captured in a two-day letter-speech
sound learning experiment using MEG. In the experiment, two sets of
audiovisual stimuli were used for training in which the letter-speech
sound association could be learned in one set (Learnable), but not in
the other set (Control), based on the different learning cues provided. The
experiment was designed to dissociate the audiovisual processing and the
grapheme-phoneme associative learning by consecutive presentations of,
first, the audiovisual stimuli, and second, different learning cues. The
participants’ performance was monitored with trial-by-trial precision in
the testing blocks after each learning block. This allowed us to examine
the changes related to associative learning by comparing the Learnable
and Control conditions at different learning stages. These comparisons
revealed dynamic changes in the brain processes during multisensory
learning and, most interestingly, during the processing of the learning
cues.

Region of interest analysis was conducted for comparing the brain
responses to the audiovisual stimuli in the Learnable (AVC, AVI) and
Control (AVX) sets in the posterior superior temporal sulcus (pSTS) in the
time window of 500-800 ms based on earlier studies (van Atteveldt et al.
2004, 2009; Beauchamp et al., 2004b; Raij et al., 2000; Karipidis et al.,
2017; Xu et al., 2019; Wilson et al., 2018). As we expected, no significant
differences were observed in the cortical responses to the different au-
diovisual stimuli before learning (learning index:0). The brain first
started to process the audiovisual stimuli in the Learnable (AVI) and
Control (AVX) sets differently in the early learning stages (learning
index:1-4) in the testing blocks, and in the following training blocks
(AVC > AVX and AVI > AVX) when learning index was >4 on Day 1. This
suggested that the participants started to differentiate the Learnable and
Control stimuli early in the learning process, which may reflect the easier
differentiation of the two sets (Learnable and Control) compared to the
learning of the audiovisual association within the Learnable set.

An effect of audiovisual congruency (AVC > AVI) in the left and right
posterior superior temporal sulcus was found only at a later stage
(learning index: >4) after the successful learning of letter-speech sound
associations in the testing blocks on Day 1. This represents a brain level
index of the learned associations. The stronger activation to congruent
audiovisual stimuli than incongruent and control stimuli is in line with

Day 2

Learning Index: >0

Auditory NS NS

Visual NS NS

NS NS

/ﬁ.
455-795ms  goms 280 ms 380-795 ms 80 ms 280 ms
NS NS

AV Interaction NS

500-680 ms

—_— ]
30ms 90 ms

Fig. 5. Learning effect for the auditory, visual, and audiovisual interaction conditions between the Learnable and Control stimuli on Day 1 (learning index: 0, 1-4, >4)
and on Day 2 using spatiotemporal cluster-based permutation tests at the source level. The cluster on the basis of which the null-hypothesis was rejected is represented
on the cortical surface, and the temporal duration of the cluster is indicated underneath the cortical surface. The brightness of the color on the cortical surface was
scaled by the temporal duration of the cluster. Non-significant results are marked with NS.
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Fig. 6. Comparison of cortical activity following the different learning cues at different learning stages. The activities following the three different learning cues were
compared in pairs using the spatiotemporal cluster-based permutation tests in the time window of 100 ms-800 ms. The MEG data were split into the following three
parts: learning index 0-4, learning index>4 on Day 1, and all the data on Day 2. The time window of the cluster exceeding the threshold of randomization distribution
under HO is shown above each inflated brain. The colored region on the cortical surface is representing the cluster, and the brightness is scaled by its temporal
duration. Warm color means the difference is greater than zero, and cold color means the difference is smaller than zero. Non-significant results are marked with NS.

congruency effects reported in earlier studies using similar letter-speech
sound learning paradigm (Karipidis et al. 2017, 2018). In addition, a
similar effect has also been consistently reported for over-learned letters
in literate adults (van Atteveldt et al., 2004; Raij et al., 2000) and has
been interpreted as a result of language-related audiovisual functional
connections that have developed during learning to read (Van Atteveldt
et al., 2004). However, this congruency effect in the testing blocks was
absent on Day 2, possibly reflecting the effect of memory consolidation
during sleep which could lead to the functional reorganization of
multisensory memory (Rothschild, 2019). Such functional reorganiza-
tion of cross-modal connections might still be incomplete only one day
after the initial learning, but with more practice and repetition could lead
to the automation of letter-speech sound integration in literate adults
(Froyen et al., 2009). The congruency effect has also been shown to be
dependent on the experimental task (e.g., active/passive or

Learnable

Control

N
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p=0.00017
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Fig. 7. Correlations between learning speed and RAN objects. Significant cor-
relations were marked with red color text, non-significant correlations in black.

explicit/implicit) (van Atteveldt et al., 2007; Blau et al., 2008). In our
study, this is manifested as the different congruency effects for training
and testing tasks at different learning stages in two days. For example, in
contrast to the testing blocks, the brain responses to the Learnable au-
diovisual congruent (AVC) and Control (AVX) stimuli still showed a
significant difference in the training blocks on Day 2. These differences
most likely reflect the different cognitive processes during the training
and testing blocks: e.g. active multisensory memory encoding was
possibly mainly engaged during early training blocks, while memory
retrieval and multisensory integration could only be possible after
learning of audiovisual associations at later testing blocks. Therefore,
these changes of congruency effects at different learning stages and
during different tasks suggest dynamic characteristics of brain processes
related to the newly-learned audiovisual associations.

Response to audiovisual congruence is not the only index reported in
earlier literature that changes after learning the grapheme-phoneme as-
sociations. Therefore, more basic audiovisual interaction processes were
also examined using the additive model (A + V vs. AV). The audiovisual
interaction effect showed differences between the Learnable and Control
conditions only at the early learning stage (learning index:1-4) on Day 1.
Compared to the congruency effect, which is only possible after the
crossmodal association has been learned (van Atteveldt et al., 2009), the
(A + V vs. AV) comparison reflects more general form of cross-modal
interaction, which has been shown to be important in children learning
to read (Xu et al., 2018). The difference was maximal in the left
parieto-occipital cortex, which has been indicated to be crucial for
grapheme-phoneme mapping in learning to read (Sandak et al., 2004;
Pugh et al., 2013; Bonte et al., 2017). Audiovisual interaction in the
parieto-occipital cortex seems less often reported compared to the su-
perior temporal cortex in many of the fMRI studies (Wilson et al., 2018;
Van Atteveldt et al. 2004, 2009). Earlier MEG studies using similar
contrasts based on additive models (A + V vs. AV) have shown
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converging results in the parietal and occipital regions (Raij et al., 2000;
Xu et al., 2018). Therefore this discrepancy could possibly be related to
the different experimental paradigms and contrasts used in these studies
to examine the audiovisual processes in learning to read. In the present
study, the difference was only significant in the early learning stage,
suggesting a transient learning process of actively combining auditory
and visual information in the early learning stage for the Learnable set. In
the later stages, after more stable multi-sensory memory representation
was formed, no differences were found between the Learnable and
Control stimuli.

Rather stable effects caused by learning of the audiovisual associa-
tions were found when examining the brain activation to the visual
stimuli presented alone. The brain started to process the unimodally
presented Learnable and Control letters differently at a later learning
stage (learning index: >4), and this effect persisted on Day 2. The
Learnable letters were closely linked to auditory stimuli (the phonemes)
through repeated training on two days, whereas no such orthographic
and phonological connection could be learned for the Control letters and
phonemes. From the principle of Hebbian learning, seeing these Learn-
able letters alone should activate the phonemic representations of the
letters. This seemed to occur after 4 repetitions of successful learning on
Day 1 and continued to Day 2. Differences in phonological and ortho-
graphic processing of single letters vs. pseudo-letters have been reported
(Bann and Herdman, 2016; Herdman and Takai, 2013) in both early (P1,
N1, P2, and P3) and late (>300 ms) time windows using event-related
potentials (ERPs). In our study, the time window of the cluster where
responses to the Learnable and Control letters differed started from 455
ms on Day 1 and 380 ms on Day 2, which is relatively late compared to
similar effects of learned letter vs. pseudo-letter comparisons in other
studies (Herdman and Takai, 2013; Brem et al., 2018; Maurer et al.,
2005). This might reflect the very early stages of learning captured by the
present study, which might exhibit a slower processing speed of
grapheme-phoneme mapping than the processing of well-established or
over-learned associations. The spatial extent of the clusters for the
Learnable and Control letter comparisons showed widespread distribu-
tion around the left temporoparietal, paracentral, and occipital regions.
The temporoparietal (dorsal) circuits including the angular gyrus and
supramarginal gyrus (SMG) in the inferior parietal lobule have been
associated with grapheme to phoneme conversion (Pugh et al., 2000;
Sandak et al., 2004; Taylor et al., 2014; Bonte et al., 2017) and are
suggested to show brain changes in early reading acquisition (Dehaene
et al.,, 2015; Pugh et al., 2001; Carreiras et al., 2015). Corroborating
evidence comes from a training study in which participants were taught
to read artificial words (componential learning of letter-sound associa-
tions) and name artificial objects over two days with differences observed
in the occipitotemporal and parietal regions when reading an artificial
orthography compared to naming artificial objects (Quinn et al., 2017;
Naumer et al., 2009).

With regard to unimodally presented auditory stimuli, we did not find
any differences in the brain responses to the Learnable and Control sets.
This was not surprising because the auditory stimuli were Finnish pho-
nemes, which are familiar for native Finnish participants and are already
closely linked to the Finnish letters through years of experience. There-
fore, each phoneme is mapped to at least one Finnish letter and a newly
learned Georgian letter for the Learnable set. However, mapping of
additional visual information to existing phonemic representations might
not alter brain representations of the existing phonemes. Instead, asso-
ciations between the phonemic representation and a new visual repre-
sentation would be formed, which is what we saw for the processing of
audiovisual stimuli.

Overall, the results related to brain responses of the audiovisual
stimuli suggested that multisensory processing is very dynamic and de-
pends on the different learning stages and tasks. On the other hand, the
effects on brain responses to the unimodally presented letters seem to be
more persistent after successful learning. These early dynamic processes
have not been reported before since most earlier studies have examined
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the multisensory or learning effects at one time point after training.

The findings described above are mostly brain-level indices of the
learning results that occurred during the MEG recording. Of particular
interest is, however, the brain mechanisms that lead to successful
learning. Examining the brain responses to the three learning cues pro-
vided a unique window into brain processes that preceded the behavioral
level of learning. Indeed, the brain responses to the learning cues were
different mainly before and immediately after (learning index:0-4)
behavioral learning could be observed on Day 1. On Day 2, after the
audiovisual stimuli had been learned and consolidated, no differences
were found between the brain activations to the three learning cues. In
the training blocks, the auditory and visual information needs to be kept
in working memory together with an initial weak association between
the representations of the two different modalities after the presentation
of audiovisual stimuli. The learning cue is processed first in the visual
cortex (similar for all three cues) to extract the relevant information on
the cross-modal relationship on the previously presented audiovisual
stimuli, followed by the updating of that cross-modal relationship ac-
cording to the cue. Both the associative learning process (reflected in the
v vs. X contrast) and non-associative learning process (reflected in the
vs. X contrast) showed differences in the left and right middle and infe-
rior temporal and some deeper brain sources (labeled as insula in the
Desikan-Killiany atlas (Desikan et al., 2006) probably reflecting
short-term memory encoding of multisensory information. Differences
found in the deep brain sources near the bilateral medial temporal re-
gions, as well as the insula, could reflect the working memory processes
in the hippocampus and related areas (Yonelinas, 2013; Quak et al.,
2015; Olson et al., 2006). Similar activation patterns have been reported
in earlier studies; for example, the inferotemporal (IT) cortex has long
been suggested to be important in forming associative long-term memory
representations (Sakai and Miyashita, 1991; Miyashita and Hayashi,
2000) including audiovisual cross-modal associations (Gibson and
Maunsell, 1997). In addition, the occipitotemporal junction and para-
hippocampal gyrus have been reported to show increased activation
when learning arbitrary cross-modal associations (Tanabe et al., 2005;
Skeide et al., 2018).

The difference between associative and non-associative learning (v/
vs. ) was mainly localized in parts of the left temporal and right insula
regions. The decreased activation in left temporal regions might be
related to the cross-modal memory encoding (Tanabe et al., 2005), and
the increased activation in the right insula regions might be related to
increased attention (Chen et al., 2015) for multisensory associative
learning compared with non-associative learning. The relatively late time
window of the effect (after about 300 ms) also suggests a multisensory
working memory process engaged after the basic sensory processing of
the learning cues. Therefore, cross-modal associative and non-associative
learning utilized largely overlapping left and right middle and inferior
temporal and deep brain regions (possibly reflecting activity from or
activity modulated by, for example, insula or hippocampus) when using
the X’ cue as the baseline. However, these two types of learning also
showed differential activation strength in both hemispheres, which
probably reflects the unique cognitive processes in associative learning.

For the correlation analysis between learning speed and cognitive
skills, we found that audiovisual non-associative learning speed was
significantly correlated with the rapid naming of objects. Rapid naming
ability, which is a robust behavioral precursor of reading fluency across
various languages (Moll et al., 2014; Kirby et al., 2010), seems to be
important for fast non-associative learning. This result is consistent with
other studies using artificial language learning studies (Karipidis et al.
2017, 2018; Aravena et al., 2018), although this one correlation sur-
viving the multiple comparison correction should be regarded with
caution as the main variable of interest (the learning speed for the
Learnable items) did not show significant correlations to the naming
speed.

Based on findings from the present and previous studies, we formu-
late a global sketch regarding the learning of letter-speech sound
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associations in Fig. 8. In this figure, the auditory (e.g., the sound of/a/)
and visual (e.g., letter a) sensory inputs are first processed in the primary
auditory and visual cortices. The auditory features of the stimuli are then
combined to form more abstract representations most likely in the su-
perior temporal regions in both early and late time window as reflected
for example by the auditory P2 response (Hamaldinen et al., 2019) and
late sustained responses (Ceponiene et al., 2005). The visual features
have been combined and formed an abstract representation when the
visual information is processed along the vOT cortex known to respond to
orthographic regularities. The auditory and visual information are then
integrated in the multisensory areas in the superior temporal cortex (van
Atteveldt et al., 2009; Raij et al., 2000; Beauchamp et al., 2004b) to form
a coherent audiovisual object at a relatively late time window after the
auditory and visual inputs are processed (see (van Atteveldt et al., 2009)
for a functional neuro-anatomical model of letter-speech sound integra-
tion in literate adults).

During the initial learning stage, the audiovisual representation is
encoded, and short-term memory of the audiovisual objects are stored in
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the middle and inferior temporal and possibly also in the medial tem-
poral (e.g., hippocampus) regions (Quinn et al., 2017). Frontal regions
have been suggested to be involved in many aspects of language-related
processes including those related to syntax and semantics (Skeide et al.,
2014; Vigliocco, 2000), as well as the top-down control mechanism
during language learning (Mei et al., 2014; Skeide and Friederici, 2016).
For example, the frontal regions are involved in the selection of
cross-modal features (Hamaldinen et al., 2019; Calvert et al., 2001) to
combine and direct attention to the relevant learning cues. In addition,
parietal regions also receive visual inputs (of letters) from the occipital
regions and might be involved in storing the corresponding phonological
representation of the letters by interacting with the multisensory superior
temporal cortex during the early stages of learning. As learning pro-
gresses, changes have been reported to occur in vOT (Quinn et al., 2017;
Madec et al., 2016; Hashimoto and Sakai, 2004; Brem et al. 2010, 2018)
and dorsal pathway (Taylor et al. 2014, 2017; Hashimoto and Sakai,
2004; Mei et al. 2014, 2015) as well as the STC (Hamalainen et al., 2019;
Karipidis et al. 2017, 2018; Madec et al., 2016) for forming optimal

Sound: /a/
A
B

Auditory
processing

4 Frontal cortex:
Top-down control &
language processing incl.

\_ semantics, syntax etc W,

(" Medial temporal (subcortical), )
middle and inferior temporal
regions : AV learning and
memory encoding

- J

Auditory cortex:

Parietal:
GP conversion

Fig. 8. Schematic diagram of the possible network involved in the learning of letters-speech sound associations. A = Auditory cortex, V = Visual cortex, STC =
superior temporal cortex, vOT = ventral occipitotemporal cortex, GP = Graphene-phoneme.
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cortical representation and automatic processing of the audiovisual
objects.

There are several limitations in our study. First, deep brain structures
such as the medial temporal system (including the hippocampus) play a
crucial role in the learning and memory processes as reported by
numerous studies (Jarrard, 1993; Brasted et al., 2003; Mayes et al., 2007;
Axmacher et al., 2008). One recent fMRI study has also demonstrated
that reading-related reorganization could occur at the level of the
brainstem and the thalamus (Skeide et al., 2017). MEG might not be
optimal to localize the brain activity within these deep brain regions due
to the decreased signal-to-noise ratio (SNR) as a function of source depth.
However, evidence suggests that hippocampal activities could be
captured with MEG (Ruzich et al., 2019; Attal and Schwartz, 2013),
especially during learning and memory tasks (Taylor et al., 2012; Backus
et al., 2016; Shah-Basak et al., 2018). In our study, there seemed to be
some activity related to the processing of the learning cues from the deep
brain sources. However, due to the limited SNR and spatial resolution in
MEG, caution should be taken when interpreting these results, and
particularly the localization regarding the medial temporal sources.
Another limitation of our study relates to the lack of individual structural
magnetic resonance images, which could potentially lead to poorer
source localization accuracy and false-positive activation (Supek and
Aine, 2014).

The current study tracked the learning process in two days; ideally, it
would be interesting to track the learning process over a longer period
(e.g., one week). In this study, our greatest interest was to investigate the
initial stages of learning using a paradigm simulating the situation when
children typically learn letters instead of tracking long-term changes in
brain activity. Findings from the present study on brain dynamics during
letter-speech sound learning could provide new information on potential
mechanisms leading to long-term learning outcomes. It is very likely that
similar brain networks are recruited for learning letter-speech sound
associations in both children and adults since this process utilizes a more
general audiovisual object association learning mechanism which is also
essential in everyday life. It would be interesting to further investigate
the potential difference in behavioral (e.g. learning speed) and brain
level differences for adults and children. Learning also involves interac-
tion and communication between different brain regions. Thus brain
connectivity would be an interesting approach. The current study has
identified important brain regions (hubs) and time windows that could
be useful for future studies that use optimal experimental design for
connectivity analysis on learning.

In conclusion, in this study, we have successfully captured some of the
brain dynamics of learning grapheme-phoneme associations using a well-
controlled audiovisual training paradigm. Audiovisual processing
showed fast and dynamic changes across different learning stages over
two days and was modulated by the effect of overnight memory
consolidation during sleep. Newly-learned letters that were associated
with specific phonemes showed stronger activation along the dorsal
pathway, probably reflecting the grapheme to the phoneme conversion
process. We also identified other neural processes, for example, in the
middle and inferior temporal cortices, that are important for multisen-
sory learning and cross-modal memory encoding. Letter-speech sound
learning deficit has been reported as a key factor for dyslexia in studies
using artificial letter training paradigms (Aravena et al. 2013, 2018;
Karipidis et al. 2017, 2018). Findings from the present study could pro-
vide a better understanding of neural dynamics that underpin
grapheme-phoneme learning and could be used to find specific bottle-
necks in learning cross-modal associations.
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