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THE CALDERÓN PROBLEM FOR
THE FRACTIONAL SCHRÖDINGER EQUATION

TUHIN GHOSH, MIKKO SALO AND GUNTHER UHLMANN

We show global uniqueness in an inverse problem for the fractional Schrödinger equation: an unknown
potential in a bounded domain is uniquely determined by exterior measurements of solutions. We also
show global uniqueness in the partial data problem where measurements are taken in arbitrary open,
possibly disjoint, subsets of the exterior. The results apply in any dimension ≥ 1 and are based on a strong
approximation property of the fractional equation that extends earlier work. This special feature of the
nonlocal equation renders the analysis of related inverse problems radically different from the traditional
Calderón problem.

1. Introduction

In this article we consider a nonlocal analogue of the inverse conductivity problem posed in [Calderón
1980]. In the standard Calderón problem, the objective is to determine the electrical conductivity of a
medium from voltage and current measurements on its boundary. This problem is the mathematical model
of electrical resistivity/impedance tomography in seismic, medical and industrial imaging. It serves as a
model case for various inverse problems for elliptic equations, and has a rich mathematical theory with
connections to many other questions. We refer to the survey [Uhlmann 2014] for more details.

In mathematical terms, if � ⊂ Rn is a bounded open set with Lipschitz boundary (the medium of
interest), after a standard reduction one often considers the Dirichlet problem for the Schrödinger equation

(−1+ q)u = 0 in �, u|∂� = f,

where q ∈ L∞(�) and 0 is not a Dirichlet eigenvalue for −1+ q in �. The boundary measurements are
given by the Dirichlet-to-Neumann map (DN map)

3q : H 1/2(∂�)→ H−1/2(∂�),

defined weakly in terms of the bilinear form for the equation. Here and below, we denote the standard
L2 based Sobolev spaces by H s.

For more regular boundaries and functions f , the DN map is given by the normal derivative 3q f =
∂νu|∂�, where u is the solution with boundary value f . The inverse problem is to determine the potential q
in � from the knowledge of the DN map 3q .
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We will consider an inverse problem for a nonlocal analogue of the Schrödinger equation. In fact, our
equation will be the fractional Schrödinger equation ((−1)s + q)u = 0 in �, where 0< s < 1. Here the
fractional Laplacian is defined by

(−1)su =F−1
{|ξ |2s û(ξ)}, u ∈ H s(Rn),

and û =Fu is the Fourier transform of u. This operator is nonlocal (it does not preserve the support
of u), and one natural way to set up the Dirichlet problem is to look for solutions u ∈ H s(Rn) satisfying

((−1)s + q)u = 0 in �, u|�e = f,

where f ∈ H s(�e), and �e is the exterior domain

�e = Rn
\�.

We recall basic facts about weak solutions in Section 2. In particular, there is a countable set of Dirichlet
eigenvalues, and we will assume that q is such that 0 is not an eigenvalue; that is,

if u ∈ H s(Rn) solves ((−1)s + q)u = 0 in � and u|�e = 0, then u ≡ 0. (1-1)

This holds, e.g., if q ≥ 0. Then there is a unique solution u ∈ H s(Rn) for any f ∈ H s(�e), and one may
define an analogue of the DN map,

3q : H s(�e)→ H s(�e)
∗,

that maps f to a nonlocal analogue of the Neumann boundary value of the solution u. (This discussion
assumes that � is a bounded Lipschitz domain; see Section 2 for the case of general bounded open sets.)

We will define 3q in Section 2 via the bilinear form associated with the fractional Dirichlet problem,
which will be sufficient for the proof of Theorem 1.1. There are other nonlocal Neumann operators that
one could use, but by Theorem 1.1 any reasonable measurement operator would be determined by 3q ;
we will verify this directly for the operator Ns in [Dipierro et al. 2017a]. Again, if � has C∞ boundary
and q and f are more regular, the DN map is more explicit and is given by

3q : H s+β(�e)→ H−s+β(�e), 3q f = (−1)su|�e ,

where u is the solution of ((−1)s + q)u = 0 in � with exterior value f , and max
{
0, s − 1

2

}
< β < 1

2
(such a β exists since 0< s < 1). Heuristically, given an open set W ⊂�e, one can interpret 3q f |W as
measuring the cost required to maintain the exterior value f in W. For more details on these facts (which
will not be needed for the proof of Theorem 1.1), we refer to the Appendix.

The following theorem is the main result in this article. It solves the fractional Schrödinger inverse
problem in any dimension n ≥ 1, and also the partial data problem with exterior Dirichlet and Neumann
measurements in arbitrary open (possibly disjoint) sets W1,W2 ⊂�e.

Theorem 1.1. Let �⊂ Rn , n ≥ 1, be bounded open, let 0< s < 1, and let q1, q2 ∈ L∞(�) satisfy (1-1).
Let also W1,W2 ⊂�e be open. If the DN maps for the equations ((−1)s + qj )u = 0 in � satisfy

3q1 f |W2 =3q2 f |W2 for any f ∈ C∞c (W1),
then q1 = q2 in �.
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For the usual Schrödinger equation (−1+q)u= 0 and the related DN map3q on the full boundary ∂�,
the corresponding result is due to [Sylvester and Uhlmann 1987] when n ≥ 3 and to [Bukhgeim 2008]
when n = 2 for slightly more regular potentials; for the case of L p potentials see [Blåsten et al. 2015]
when n = 2 and [Chanillo 1990; Nachman 1992] when n ≥ 3. The partial data problem of determining q
from the knowledge of 3q f |0 for any f supported in 0, when 0 is an arbitrary open subset of ∂�, was
solved in [Imanuvilov et al. 2010] when n= 2 for qj ∈C2,α. The corresponding result in dimensions n≥ 3
is open, but there are several partial results including [Kenig et al. 2007; Isakov 2007; Kenig and Salo
2013]. The case of measurements on disjoint sets is even more difficult, and counterexamples may appear
[Imanuvilov et al. 2011; Daudé et al. 2019a; 2019b]. See the surveys [Imanuvilov and Yamamoto 2013;
Kenig and Salo 2014] for further references.

The proof of Theorem 1.1 begins by showing that if the two DN maps are equal, then (exactly as in
the usual Schrödinger case) one has the integral identity∫

�

(q1− q2)u1u2 dx = 0

for any u j ∈ H s(Rn) that solve ((−1)s+qj )u j = 0 in � and satisfy supp(u j )⊂�∪W j . For the standard
Schrödinger equation, one then typically uses special complex geometrical optics solutions u j to show
that the products {u1u2} form a complete set in L1(�). See [Uhlmann 2014] for an overview.

However, solutions of the fractional Schrödinger equation are much less rigid than those of the usual
Schrödinger equation. The fractional equation enjoys stronger uniqueness and approximation properties,
as demonstrated by the following theorems:

Theorem 1.2. If 0 < s < 1, if u ∈ H−r (Rn) for some r ∈ R, and if both u and (−1)su vanish in some
open set, then u ≡ 0.

Theorem 1.3. Let � ⊂ Rn be a bounded open set, and let �1 ⊂ Rn be any open set with � ⊂ �1 and
�1 \� 6=∅:

(a) If q ∈ L∞(�) satisfies (1-1), then any f ∈ L2(�) can be approximated arbitrarily well in L2(�) by
functions u|� where u ∈ H s(Rn) satisfy

((−1)s + q)u = 0 in �, supp(u)⊂�1.

(b) If � has C∞ boundary, and if q ∈ C∞c (�) satisfies (1-1), then any f ∈ C∞(�) can be approximated
arbitrarily well in C∞(�) by functions d(x)−su|� where u ∈ H s(Rn) satisfy

((−1)s + q)u = 0 in �, supp(u)⊂�1.

(Here d is any function in C∞(�) with d(x)= dist(x, ∂�) near � and d > 0 in �. Also, vj → v in
C∞(�) means that vj → v in Ck(�) for all k ≥ 0.)

Note that both of these properties fail for the usual Laplacian: if u ∈ C∞c (R
n) then both u and 1u

vanish in a large set but u can be nontrivial, and the set of harmonic functions in L2(�) is a closed
subspace of L2(�) which is smaller than L2(�).
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Theorem 1.2 is classical [Riesz 1938] at least with stronger conditions on u, and even the strong
unique continuation principle holds in this context [Fall and Felli 2014; Rüland 2015; Yu 2017]. For
later applications we will give a robust proof using the Carleman estimates from [Rüland 2015] and the
Caffarelli–Silvestre extension [2007].

The following version of Theorem 1.3 has been proved in [Dipierro et al. 2017b]; see also [Dipierro
et al. 2019]: given f ∈Ck(B1) and ε > 0, there is u ∈ H s(Rn) with (−1)su = 0 in B1 and supp(u)⊂ BR

for some possibly large R = Rε, f > 1, so that

‖u− f ‖Ck(B1)
< ε.

Theorem 1.3 improves this by reducing the approximation property to the uniqueness property, Theorem 1.2,
using a Runge-type argument [Lax 1956; Malgrange 1956] and regularity for fractional Dirichlet problems
[Hörmander 1965; Grubb 2015]. In particular, this implies that the result of [Dipierro et al. 2017b] is
valid for any fixed R> 1. The strong approximation property replaces the method of complex geometrical
optics in solving the inverse problem for the fractional Schrödinger equation.

The study of fractional and nonlocal operators is currently an active research field and the related
literature is substantial. We only mention that operators of this type arise in problems involving anomalous
diffusion and random processes with jumps, and they have applications in probability theory, physics,
finance, and biology. See [Bucur and Valdinoci 2016; Ros-Oton 2016] for further information and
references.

The mathematical study of inverse problems for fractional equations goes back at least to [Cheng et al.
2009]. By now there are a number of results, mostly for time-fractional models and including many
numerical works. Here is an example of the rigorous results that are available [Sakamoto and Yamamoto
2011]: in the time-fractional heat equation

∂αt u−1u = 0 in �× (0, T ), u|∂�×(0,T ) = 0,

where 0< α < 1 and ∂αt is the Caputo derivative, u(0) is determined by u(T ) in a mildly ill-posed way
(for α = 1 this problem is severely ill-posed). In general, nonlocality may influence the nature of the
inverse problem but there are several aspects to be taken into account. We refer to [Jin and Rundell 2015]
for a detailed discussion and many further references. We are not aware of any previous rigorous works
on multidimensional inverse problems for space-fractional equations.

Finally, we note that Theorem 1.1 is a global uniqueness result in the inverse problem for the fractional
Schrödinger equation, both with full and partial data. This provides a starting point for further work
on inverse problems for fractional equations and nonlocal models. In fact, after this article was first
submitted as a preprint, several works that build upon the ideas introduced here have appeared. These
include results for low regularity and stability [Rüland and Salo 2018; 2019a], matrix coefficients [Ghosh
et al. 2017], semilinear equations [Lai and Lin 2019], reconstruction and shape detection [Harrach and
Lin 2017; Cao et al. 2019; Ghosh et al. 2018], and quantitative Runge approximation [Rüland and Salo
2019b; 2020]. See also the survey [Salo 2017].

This paper is organized as follows. Section 1 is the introduction. In Section 2 we review weak solutions
of fractional Dirichlet problems, and give a definition of the DN map. In Sections 3 and 4 we prove
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Theorems 1.2 and 1.3(a). The solution of the inverse problem, Theorem 1.1, is given in Section 5. In
Section 6 we invoke the regularity theory for fractional Dirichlet problems in [Grubb 2015] and prove
Theorem 1.3(b). Further properties and alternative descriptions of the DN map may be found in the
Appendix.

2. Fractional Laplacian

In this section we review some basic facts about Dirichlet problems for the fractional Laplacian; see, e.g.,
[Hoh and Jacob 1996; Felsinger et al. 2015; Grubb 2015; Ros-Oton 2016]. For simplicity, we will assume
most functions to be real-valued in this paper.

2A. Sobolev spaces. We first establish the notation for Sobolev-type spaces. We write H s(Rn) =

W s,2(Rn) for the standard L2 based Sobolev space with norm

‖u‖H s(Rn) = ‖〈D〉su‖L2(Rn),

where 〈ξ〉 = (1+ |ξ |2)1/2, and the notation m(D)u = F−1
{m(ξ)û(ξ)} is used for Fourier multipliers

when m ∈ C∞(Rn) is polynomially bounded together with its derivatives. Our notation for the Fourier
transform is

û(ξ)=Fu(ξ)=
∫

Rn
e−i x ·ξu(x) dx .

If U ⊂Rn is an open set (not necessarily bounded), define the spaces (we follow the notation of [McLean
2000])

H s(U )= {u|U : u ∈ H s(Rn)},

H̃ s(U )= closure of C∞c (U ) in H s(Rn),

H s
0 (U )= closure of C∞c (U ) in H s(U ).

We equip H s(U ) with the quotient norm ‖u‖H s(U )= inf{‖w‖H s :w ∈ H s(Rn), w|U = u}. Also, if F ⊂Rn

is a closed set, we define

H s
F = H s

F (R
n)= {u ∈ H s(Rn) : supp(u)⊂ F}.

We say that an open set U ⊂ Rn is a Lipschitz domain if its boundary ∂U is compact and if locally
near each boundary point U can be represented as the set above the graph of a Lipschitz function. Thus
U could be a bounded Lipschitz domain, or U could be Rn

\�, where � is a bounded Lipschitz domain.
If U is a Lipschitz domain, then (with natural identifications, see [McLean 2000; Triebel 2002])

H̃ s(U )= H s
U
(Rn), s ∈ R,

H s
U
(Rn)∗ = H−s(U ) and H s(U )∗ = H−s

U
(Rn), s ∈ R,

H s(U )= H s
U
(Rn)= H s

0 (U ), −
1
2 < s < 1

2 .

2B. Fractional Laplacian. Let s >−n/2 and consider the fractional Laplacian in Rn ,

(−1)su =F−1
{|ξ |2s û(ξ)}, u ∈S ,
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where S denotes Schwartz space in Rn. If ψ ∈ C∞c (R
n) with ψ = 1 near 0, writing |ξ |2s

= ψ(ξ)|ξ |2s
+

(1−ψ(ξ))|ξ |2s and using the assumption s >−n/2 shows that |ξ |2s is the sum of an L1 function and a
smooth function whose derivatives grow at most polynomially. Thus (−1)s for s >−n/2 is a continuous
map from S to L∞.

There are many other definitions of the fractional Laplacian [Kwaśnicki 2017]. For instance, if 0< s<1,
it is given by the principal value integral

(−1)su(x)= cn,s p.v.
∫

Rn

u(x)− u(y)
|x − y|n+2s dy.

We next extend (−1)s to act on larger spaces. In particular, if s ≥ 0, then (−1)s will be well-defined on
H r (Rn) for any r ∈ R.

Lemma 2.1. If s ≥ 0, the fractional Laplacian extends as a bounded map

(−1)s : H r (Rn)→ H r−2s(Rn)

whenever r ∈ R. If −n/2< s < 0, the fractional Laplacian (−1)s is the Riesz potential

(−1)su = I2|s|u =
cn,s

| · |n−2|s| ∗ u

and it extends as a bounded map

(−1)s : L p(Rn)→ Lnp/(n−2|s|p)(Rn), 1< p <
n

2|s|
.

Proof. If u ∈S , then
‖(−1)su‖H r−2s = ‖F−1

{m(ξ)〈ξ〉r û(ξ)}‖L2,

where m(ξ)=〈ξ〉−2s
|ξ |2s is bounded and hence a Fourier multiplier on L2, showing that ‖(−1)su‖H r−2s ≤

C‖u‖H r . The second statement is the Hardy–Littlewood–Sobolev inequality [Hörmander 1983, Theo-
rem 4.5.3]. �

Remark 2.2. If s ≥ 0, the fractional Laplacian also extends as a bounded map

(−1)s :W r,p(Rn)→W r−2s,p(Rn),

(−1)s : Cr
∗
(Rn)→ Cr−2s

∗
(Rn)

whenever r ∈ R and 1< p <∞, where W r,p are the usual L p Sobolev (Bessel potential) spaces and Cr
∗

are the Zygmund spaces; see [Taylor 1996]. An even larger domain for (−1)s is obtained as in [Silvestre
2007] by considering the test function space

Ss = {u ∈ C∞(Rn) : 〈 · 〉n+2s∂αu ∈ L∞(Rn) for any multi-index α},

equipped with the topology induced by the seminorms ‖〈 · 〉n+2s∂αu‖L∞ . Then (−1)s is continuous from
S to Ss and extends to the dual

S ′s =
{
u ∈S ′(Rn) : u =

∑
|α|≤m ∂

αuα for some m ≥ 0 and uα ∈ 〈 · 〉n+2a L∞(Rn)
}
.

However, in this article it suffices to work with the spaces H s(Rn).



THE CALDERÓN PROBLEM FOR THE FRACTIONAL SCHRÖDINGER EQUATION 461

2C. Dirichlet problem. Next we restrict our attention to nonlocal operators

(−1)s, 0< s < 1,

and consider the solvability of the Dirichlet problem

((−1)s + q)u = F in �,

u = f in �e,

where, for a bounded open set �⊂ Rn, we denote the exterior domain by �e = Rn
\�. Here F may be a

function in �, or more generally an element of (H̃ s(�))∗. We also denote the restriction to � by

r�u = u|�,

and if U ⊂ Rn is open and u, v ∈ L2(U ) we write

(u, v)U =
∫

U
uv dx .

Lemma 2.3. Let �⊂Rn be a bounded open set, let 0< s < 1, and let q ∈ L∞(�). Let Bq be the bilinear
form defined for v,w ∈ H s(Rn) by

Bq(v,w)= ((−1)
s/2v, (−1)s/2w)Rn + (qr�v, r�w)�.

(a) There is a countable set 6 = {λj }
∞

j=1 ⊂ R, λ1 ≤ λ2 ≤ · · · → ∞, with the following property: if
λ ∈ R \6, then for any F ∈ (H̃ s(�))∗ and f ∈ H s(Rn) there is a unique u ∈ H s(Rn) satisfying

Bq(u, w)− λ(u, w)Rn = F(w) for w ∈ H̃ s(�), u− f ∈ H̃ s(�).

One has the norm estimate

‖u‖H s(Rn) ≤ C(‖F‖(H̃ s(�))∗ +‖ f ‖H s(Rn)),

with C independent of F and f .

(b) The function u in (a) is also the unique u ∈ H s(Rn) satisfying

r�((−1)s + q − λ)u = F in the sense of distributions in �

and u− f ∈ H̃ s(�).

(c) One has 0 /∈6 if (1-1) holds. If q ≥ 0, then one has 6 ⊂ (0,∞) and (1-1) always holds.

Proof. The proof is standard, but we give the details for completeness.

(a) If u = f + v, it is enough to find v ∈ H̃ s(�) solving the equivalent problem

Bq(v,w)− λ(v,w)Rn = F̃(w), w ∈ H̃ s(�),

for a suitable F̃ ∈ (H̃ s(�))∗. Consider the bilinear form Bq(v,w) for v,w ∈ H̃ s(�). If µ > ‖q−‖L∞(�),
where q−(x)=−min{0, q(x)}, then, for v ∈ H̃ s(�),

Bq(v, v)+µ(v, v)Rn ≥ ‖(−1)s/2v‖2L2 + (µ−‖q−‖L∞(�))‖v‖
2
L2 ≥ c‖v‖2H s .
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By the Riesz representation theorem, there is a unique v = Gµ F̃ in H̃ s(�) satisfying Bq(v,w) +

µ(v,w)Rn = F̃(w) for w ∈ H̃ s(�). Now

Bq(v, · )− λ(v, · )= F̃( · ) on H̃ s(�) ⇐⇒ v = Gµ[(µ+ λ)v+ F̃].

The operator Gµ is bounded (H̃ s(�))∗→ H̃ s(�), and by compact Sobolev embedding it gives rise to
a compact, self-adjoint, positive definite operator L2(�)→ L2(�). The spectral theorem for compact
self-adjoint operators proves (a); in particular the eigenvalues of Gµ are {1/(λj + µ)}

∞

j=1, and 6 ⊂
[−‖q−‖L∞,∞). In fact 6 ⊂ (−‖q−‖L∞,∞), since otherwise there would be a nontrivial function
u ∈ H̃ s(�) with Bq(u, u)+‖q−‖L∞(u, u)Rn = 0, showing that (−1)s/2u = 0 and thus u ≡ 0, which is a
contradiction.

(b) If u is as in (a), then clearly u satisfies

Bq(u, v)− λ(u, v)Rn = F(v) for v ∈ C∞c (�), u− f ∈ H̃ s(�), (2-1)

which is equivalent to the condition in (b). Conversely, if u satisfies (2-1) for v ∈ C∞c (�), then (2-1)
holds for v ∈ H̃ s(�) by density, and thus u is the unique solution in (a).

(c) Note that (1-1) states that any solution in H s
�

is identically zero. This is stronger than stating that any
solution in H̃ s(�) is zero, which is equivalent to 0 /∈6 by the Fredholm alternative. If q ≥ 0, then it was
proved in (a) that 6 ⊂ (0,∞) and thus (1-1) holds. �

DN map. By analogy with the case s = 1, we may define the DN map for the fractional Schrödinger
equation via the bilinear form Bq for the equation given in Lemma 2.3.

Lemma 2.4. Let �⊂ Rn be a bounded open set, let 0< s < 1, and let q ∈ L∞(�) satisfy (1-1). There is
a bounded linear map

3q : X→ X∗,

where X is the abstract trace space X = H s(Rn)/H̃ s(�), defined by

(3q [ f ], [g])= Bq(u f , g), f, g ∈ H s(Rn),

where u f ∈ H s(Rn) solves ((−1)s + q)u = 0 in � with u− f ∈ H̃ s(�). One has

(3q [ f ], [g])= ([ f ],3q [g]), f, g ∈ H s(Rn).

Proof. Let f, g ∈ H s(Rn). Since Bq(u f+ϕ, g + ψ) = Bq(u f , g) for ϕ,ψ in H̃ s(�), the expression
(3q [ f ], [g])= Bq(u f , g) is well-defined and

|(3q [ f ], [g])| ≤ ‖(−1)s/2u f ‖L2‖(−1)s/2g‖L2 +‖q‖L∞‖u f ‖L2‖g‖L2

≤ C‖u f ‖H s‖g‖H s ≤ C‖ f ‖H s‖g‖H s .

Thus |(3q [ f ], [g])| ≤ C‖[ f ]‖X‖[g]‖X , so 3q is well-defined and bounded, and self-adjointness follows
by taking g = ug. �
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If� has Lipschitz boundary, then X = H s(�e) and X∗= H−s
�e

with natural identifications, but functions
in H−s

�e
are only uniquely determined by their restrictions to �e if s < 1

2 . Thus, for Lipschitz domains,
one should think of the DN map as an operator

3q : H s(�e)→ H−s
�e
(Rn).

The integral identity that allows us to solve the inverse problem is a direct consequence of Lemma 2.4.
For simplicity, we will write f instead of [ f ] for elements of X .

Lemma 2.5. Let �⊂ Rn be a bounded open set, let 0< s < 1, and let q1, q2 ∈ L∞(�) satisfy (1-1). For
any f1, f2 ∈ X one has

((3q1 −3q2) f1, f2)= ((q1− q2)r�u1, r�u2)�,

where u j ∈ H s(Rn) solves ((−1)s + qj )u j = 0 in � with u j |�e = f j .

Proof. One has

((3q1 −3q2) f1, f2)= (3q1 f1, f2)− ( f1,3q2 f2)= Bq1(u1, u2)− Bq2(u1, u2)

= ((q1− q2)r�u1, r�u2)�. �

3. Uniqueness properties

We prove the uniqueness result for the fractional Laplacian, Theorem 1.2, which is an easy consequence
of the Carleman estimates in [Rüland 2015] and the Caffarelli–Silvestre extension [2007].

Proof of Theorem 1.2. Assume first that u is a continuous bounded function in Rn. Write Rn+1
+ = {(x, y) :

x ∈ Rn, y > 0}, and denote by w the extension of u to Rn+1
+ defined by

w(x, y)= (Py ∗ u)(x), Py(x)= cn,s
y2s

(|x |2+ y2)(n+2s)/2 .

By [Cabré and Sire 2014, Remark 3.8], w is the unique continuous bounded solution in Rn+1 of the
Dirichlet problem

div(y1−2s
∇w)= 0 in Rn+1, w|y=0 = u.

If we additionally assume that u ∈ H s(Rn), then by [Cabré and Sire 2014, Section 3] the solution w
satisfies

∫
Rn+1
+

y1−2s
|∇w|2 dx dy <∞, and one has

(−1)su =−ds lim
y→0+

y1−2s∂yw( · , y),

where the limit exists in H−s(Rn). See [Cabré and Sire 2014] for the precise values of the constants cn,s

and ds .
Assume now that u is a continuous bounded function in Rn with u ∈ H s(Rn), and u|W = (−1)su|W = 0,

where W is a ball in Rn. Denote by B the ball in Rn+1 with B∩{y= 0}=W, and define B+={(x, y)∈ B :
y > 0}. Since u|W = (−1)su|W = 0, w satisfies

div(y1−2s
∇w)= 0 in B+, w|B∩{y=0} = lim

y→0+
y1−2s∂yw|B∩{y=0} = 0.
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The function w thus satisfies the conditions in [Rüland 2015, Proposition 2.2], and one obtains that
w|B+ ≡ 0. But w is real-analytic in Rn+1

+ as the solution of an elliptic equation with real-analytic
coefficients; see [Hörmander 1983, Theorem 8.6.1]. Hence w ≡ 0 in Rn+1, which implies that u ≡ 0.

Finally, let u ∈ H−r (Rn) for some r > 0, and u|W = (−1)su|W = 0 for some ball W ⊂ Rn. Consider
the smooth approximations

uε = u ∗ ε−nϕ( · /ε),

where ϕ ∈ C∞c (R
n) satisfies

∫
ϕ dx = 1, ϕ ≥ 0, and ϕ = 0 for |x | ≥ 1. There exist ε0 > 0 and a smaller

ball W ′ ⊂W such that uε|W ′ = 0 and also (−1)suε|W ′ = ((−1)su)∗ε−nϕ( · /ε)|W ′ = 0 whenever ε < ε0.
Now each uε is in Hα(Rn) for any α ∈ R, since ûε(ξ)= m(ξ)û(ξ), where m(ξ)= ϕ̂(εξ) is a Schwartz
function and 〈ξ〉−r û(ξ) is in L2. By Sobolev embedding, each uε is also continuous and bounded in Rn.
The argument above implies that uε ≡ 0 whenever ε < ε0, showing that u = limε→0 uε = 0. �

Remark 3.1. We note that for s = 1
2 the above argument simplifies: the function w in the proof is just the

harmonic extension of u to Rn+1, and it satisfies w|W×{y=0} = ∂yw|W×{y=0} = 0. The odd extension w̃ of
w to W ×R is smooth, satisfies 1x,yw̃ = 0, and w̃|W×{y=0} = ∂yw̃|W×{y=0} = 0. Using the equation one
observes that w̃ vanishes to infinite order on W ×{y = 0}; thus by analyticity w̃ ≡ 0 and u ≡ 0.

Remark 3.2. For comparison, we recall the original argument in [Riesz 1938, Chapitre III.11] for proving
a result like Theorem 1.2. There are two steps: first one uses the Kelvin transform to reduce to the case
where u and (−1)su vanish outside some ball, and then one computes derivatives of u and lets x→∞
to show that all moments of (−1)su must vanish. See [Isakov 1990, Lemma 3.5.4] for another proof of
the second step.

Let u be in the Sobolev space W−r,q(Rn) for some r ∈ R, where q = 2n/(n+ 2s). By approximation,
translation and scaling, we may assume that u ∈W t,q(Rn) for any t > 0 and u|B = (−1)su|B = 0, where
B is the unit ball. Write f = (−1)su, so f, u ∈ Lq

∩ L∞ and u = I2s f . Define

v = R2su, g = R−2s f,

where Rα f (x)=|x |α−n f (K (x)) and K (x)= x/|x |2 is the Kelvin transform. Since det DK (x)=−|x |−2n

and |K (x)− K (y)| = |x − y|/(|x ||y|), one computes ‖R−2s f ‖Lq = ‖ f ‖Lq and R2s I2s f = I2s R−2s f .
Then g ∈ Lq, both v = I2s g and g vanish outside B, and

v(x)= cn,s

∫
B
|x − y|2s−ng(y) dy = 0, |x |> 1.

In particular, letting x→∞, one gets
∫

B g(y) dy = 0. Applying powers of the Laplacian to v(x) we get∫
B
|x − y|2s−n−2k g(y) dy = 0, k ≥ 0, |x |> 1.

Computing ∂x jv(x) and letting x→∞ gives
∫

B yj g(y) dy= 0. Repeating this for higher-order derivatives
implies that

∫
B yαg(y) dy = 0 for any multi-index α; hence g ≡ 0. This finally gives f ≡ 0 and u ≡ 0.

The above argument seems to require that f ∈ Lq for q close to 1 in order for R−2s f to be an
L p function for some p. If one starts with a solution u ∈ H−r for some r (as stated in Theorem 1.2), after
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approximation one gets f ∈ L2
∩ L∞ and then there is an issue since R−2s f might have a nonintegrable

singularity at 0. Thus it seems that this method is not sufficient for proving Theorem 1.2 in full generality.

4. Approximation in L2(�)

We will use the following Runge approximation property for solutions of the fractional Schrödinger
equation. If q ∈ L∞(�) satisfies (1-1), we denote by Pq the Poisson operator

Pq : X→ H s(Rn), f 7→ u, (4-1)

where X = H s(Rn)/H̃ s(�) is the abstract space of exterior values, and u ∈ H s(Rn) is the unique solution
of ((−1)s + q)u = 0 in � with u− f ∈ H̃ s(�) given in Lemma 2.3.

Lemma 4.1. Let �⊂ Rn be bounded open set, let 0< s < 1, and let q ∈ L∞(�) satisfy (1-1). Let also
W be any open subset of �e. Consider the set

R= {u|� : u = Pq f, f ∈ C∞c (W )}.

Then R is dense in L2(�).

Proof. By the Hahn–Banach theorem, it is enough to show that any v ∈ L2(�) with (v,w)� = 0 for all
w ∈R must satisfy v ≡ 0. If v is such a function, then

(v, r�Pq f )� = 0, f ∈ C∞c (W ). (4-2)

We claim that the formal adjoint of r�Pq is given by

(v, r�Pq f )� =−Bq(ϕ, f ), f ∈ C∞c (W ), (4-3)

where ϕ ∈ H s(Rn) is the solution given by Lemma 2.3 of

((−1)s + q)ϕ = v in �, ϕ ∈ H̃ s(�).

In other words, Bq(ϕ,w) = (v, r�w)� for any w ∈ H̃ s(�). To prove (4-3), let f ∈ C∞c (W ), and let
u f = Pq f ∈ H s(Rn) so u f − f ∈ H̃ s(�). Then

(v, r�Pq f )� = (v, r�(u f − f ))� = Bq(ϕ, u f − f )=−Bq(ϕ, f ).

In the last line, we used that u f is a solution and ϕ ∈ H̃ s(�).
Combining (4-2) and (4-3), we have

Bq(ϕ, f )= 0, f ∈ C∞c (W ).

Since r� f = 0, this implies

0= ((−1)s/2ϕ, (−1)s/2 f )Rn = ((−1)sϕ, f )Rn , f ∈ C∞c (W ).

In particular, ϕ ∈ H s(Rn) satisfies
ϕ|W = (−1)

sϕ|W = 0.

Theorem 1.2 implies that ϕ ≡ 0, and thus also v ≡ 0. �
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5. Inverse problem

It is now easy to prove the uniqueness result for the inverse problem.

Proof of Theorem 1.1. Note that if F ∈ X∗, then F |W2 is a distribution in W2 with F |W2(ϕ) = F([ϕ]),
ϕ ∈ C∞c (W2). Now if 3q1 f |W2 = 3q2 f |W2 for any f ∈ C∞c (W1), the integral identity in Lemma 2.5
yields that ∫

�

(q1− q2)u1u2 dx = 0

whenever u j ∈ H s(Rn) solve ((−1)s + qj )u j = 0 in � with exterior values in C∞c (Wj ). Let h ∈ L2(�),
and use the approximation result, Lemma 4.1, to find sequences (u(k)j ) of functions in H s(Rn) that satisfy

((−1)s + q1)u
(k)
1 = ((−1)

s
+ q2)u

(k)
2 = 0 in �,

u(k)j have exterior values in C∞c (Wj ),

r�u(k)1 = h+ r (k)1 , r�u(k)2 = 1+ r (k)2 ,

where r (k)1 , r (k)2 → 0 in L2(�) as k→∞. Inserting these solutions in the integral identity and taking the
limit as k→∞ implies ∫

�

(q1− q2)h dx = 0.

Since h ∈ L2(�) was arbitrary, we conclude that q1 = q2. �

6. Higher-order approximation

We proceed to prove Theorem 1.3(b). The argument is similar to that in Section 4, but since the
approximation is in high regularity spaces, by duality we will need to solve Dirichlet problems with data
in negative-order Sobolev spaces. This follows again by duality from regularity results for the Dirichlet
problem proved in [Hörmander 1965; Grubb 2015].

We will next introduce function spaces from [Grubb 2015]. Note that the smoothness indices s and
s(r) in this article correspond to a and a(s) in [Grubb 2015]. Assume that �⊂ Rn is a bounded domain
with C∞ boundary, and let q ∈ C∞c (�) satisfy the analogue of (1-1),

if u ∈ H s(Rn) solves ((−1)s + q)u = 0 in � and u|�e = 0, then u ≡ 0. (6-1)

We assume q compactly supported to fit the operator theory in [Grubb 2015]. Define

Es(�)= e+d(x)sC∞(�),

where e+ denotes extension by zero from � to Rn, and d is a C∞ function in �, positive in �, and
satisfying d(x) = dist(x, ∂�) near ∂�. If r > s − 1

2 we will also consider the Banach space H s(r)(�)

which arises as the exact solution space of functions u satisfying

r�((−1)s + q)u ∈ H r−2s(�), u|�e = 0.
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We will not give the actual definition, but instead we will use the following properties from [Grubb 2015].

Lemma 6.1. For any r > s− 1
2 , there is a Banach space H s(r)(�) with the following properties:

(a) H s(r)(�)⊂ H s−1/2
�

with continuous inclusion.

(b) H s(r)(�)= H r
�

if r ∈
(
s− 1

2 , s+ 1
2

)
.

(c) The operator r�((−1)s + q) is a homeomorphism from H s(r)(�) onto H r−2s(�).

(d) H r
�
⊂ H s(r)(�) ⊂ H r

loc(�) with continuous inclusions; i.e., multiplication by any χ ∈ C∞c (�) is
bounded H s(r)(�)→ H r (�).

(e) Es(�)=
⋂

r>s−1/2 H s(r)(�), and Es(�) is dense in H s(r)(�).

Proof. Parts (a) and (b) follow from [Grubb 2015, Section 1]. Part (c) follows since r�((−1)s + q) :
H s(r)(�)→ H r−2s(�) is a Fredholm operator [Grubb 2015, Theorem 2], it has a finite-dimensional
kernel and range complement independent of r [Grubb 2014, Theorem 3.5], and for r = s the kernel and
range complement are trivial using (6-1) and Lemma 2.3. Part (d) follows from (c) and (a), or alternatively
from the definitions in [Grubb 2015, Section 1]. Part (e) is in [Grubb 2015, Proposition 4.1]. �

We next prove an approximation result in the space Es(�), equipped with the topology induced by the
norms {‖ · ‖H s(m)(�)}

∞

m=1. Then Es(�) is a Fréchet space.

Lemma 6.2. Let�⊂Rn be a bounded domain with C∞ boundary, let 0< s < 1, let W be an open subset
of �e, and let q ∈ C∞c (�) satisfy (6-1). If Pq is the Poisson operator in (4-1), define

R= {e+r�Pq f : f ∈ C∞c (W )}.

Then R is a dense subset of Es(�).

Proof. Note that R⊂Es(�), since for f ∈C∞c (W ) one has Pq f = f +v, where r�((−1)s+q)v ∈C∞(�)
and v|�e = 0; hence v ∈ Es(�) by Lemma 6.1.

Let L be a continuous linear functional on Es(�) that satisfies

L(e+r�Pq f )= 0, f ∈ C∞c (W ).

It is enough to show that L ≡ 0, since then R will be dense by the Hahn–Banach theorem.
By the properties of Fréchet spaces, there exists an integer r so that

|L(u)| ≤ C
r∑

m=1

‖u‖H s(m)(�) ≤ C ′‖u‖H s(r)(�), u ∈ Es(�).

Since Es(�) is dense in H s(r)(�), we know L has a unique bounded extension L ∈ (H s(r)(�))∗. Consider
next the homeomorphism in Lemma 6.1,

T = r�((−1)s + q) : H s(r)(�)→ H r−2s(�).

Its adjoint is a bounded map between the dual Banach spaces,

T ∗ : (H r−2s(�))∗→ (H s(r)(�))∗.
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The map T ∗ is also a homeomorphism, with inverse given by (T−1)∗. Using the identification

(H r−2s(�))∗ = H−r+2s
�

one has

T ∗v(w)= (v, Tw), w ∈ H s(r)(�).

Now let v∈H−r+2s
�

be the unique function satisfying T ∗v= L , and choose a sequence (vj )
∞

j=1⊂C∞c (�)
with vj → v in H−r+2s. If f ∈ C∞c (W ), recall that e+r�Pq f = Pq f − f , and observe that

0= L(e+r�Pq f )= L(Pq f − f )= T ∗v(Pq f − f )= (v, T (Pq f − f ))

=−(v, T f )=− lim(vj , ((−1)
s
+ q) f )=− lim(((−1)s + q)vj , f ).

Here we used that T Pq f = 0 and vj ∈ C∞c (�). Since f ∈ C∞c (W ), we may take the limit as j→∞ and
obtain that

((−1)sv, f )= 0, f ∈ C∞c (W ).

Thus v ∈ H−r+2s(Rn) satisfies

v|W = (−1)
sv|W = 0.

By Theorem 1.2 it follows that v ≡ 0. This implies that L ≡ 0 and L ≡ 0 as required. �

Proof of Theorem 1.3. Let � ⊂ �1 ⊂ Rn be open sets with �1 \ � 6= ∅ and � bounded. Since
�1\� 6=∅, we may find a small ball W with W ⊂�1\�. Lemma 4.1 implies that any f ∈ L2(�) can be
approximated in L2(�) by functions u|�, where u solves ((−1)s + q)u = 0 in � and supp(u)⊂�∪W.
Since �∪W ⊂�1, part (a) follows.

As for part (b), if f ∈ C∞(�) and if g = e+d(x)s f ∈ Es(�), Lemma 6.2 ensures that there is a
sequence (u j )

∞

j=1 ⊂ H s(Rn) with

((−1)s + q)u j = 0 in �, supp(u j )⊂�1,

so that e+r�u j ∈ Es(�) and

e+r�u j → g in Es(�).

The result will follow if we can show that

M : C∞(�)→ Es(�), M f = e+d(x)s f,

is a homeomorphism, since then applying M−1
= d(x)−sr� gives

d(x)−sr�u j → f in C∞(�).

But M is a bijective linear map between Fréchet spaces and has closed graph: if f j → f in C∞ and
M f j→h in Es , then also M f j→M f in L∞ and one obtains M f =h by uniqueness of distributional limits.
Thus M is a homeomorphism by the closed graph and open mapping theorems (in other words, there is a
unique Fréchet space topology on Es(�) stronger than the Hausdorff topology inherited from D′(Rn)). �
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Remark 6.3. Let us note the following consequence of Theorem 1.3(b): if k ≥ 0 and R > 1 are fixed,
then for any g ∈ Ck(B1) and for any ε > 0 there is a function u ∈ H s(Rn) satisfying

(−1)su = 0 in B1, supp(u)⊂ BR, ‖u− g‖Ck(B1)
< ε.

This can be seen by taking �= Br and �1 = BR , where 1< r < R, and by choosing f ∈ C∞(Br ) with
‖ f − d(x)−s g‖Ck(B1)

small enough.

Appendix: The DN map

The abstract definition of the DN map 3q in Section 2 is sufficient for the formulation and solution of
the inverse problem. However, in this appendix we will give more concrete descriptions of the DN map,
valid under stronger regularity assumptions. For simplicity we assume that the boundary and the potential
are C∞.

DN map and (−1)s.

Lemma A.1. Let �⊂ Rn be a bounded open set with C∞ boundary, let 0< s < 1, and let q ∈ C∞c (�)
satisfy (1-1). For any β ≥ 0 satisfying s− 1

2 < β <
1
2 , the restriction of 3q to H s+β(�e) is the map

3q : H s+β(�e)→ H−s+β(�e), 3q f = (−1)su f |�e ,

where u f ∈ H s+β(Rn) solves ((−1)s + q)u = 0 in � with u|�e = f .

Proof. First we use a result from [Vishik and Eskin 1965]; see also [Grubb 2015]: if β ∈
[
0, 1

2

)
, then for

any f ∈ H s+β(�e) there is a unique u = u f ∈ H s+β(Rn) satisfying

((−1)s + q)u = 0 in �, u|�e = f.

In fact [Grubb 2015, Theorem 3.1] asserts Fredholm solvability for the inhomogeneous problem, but the
result above can be reduced to this case by taking an H s+β extension of f to Rn, and Fredholm solvability
implies unique solvability since the finite-dimensional kernel and range complement are independent
of β by [Grubb 2014, Theorem 3.5] and they are trivial when β = 0 by Lemma 2.3.

Now for f, g ∈ H s+β(�e), with β ∈
[
0, 1

2

)
, let u f ∈ H s+β(Rn) be the solution obtained above and let

eg ∈ H s+β(Rn) be some extension of g. Then, by definition,

(3q f, g)= ((−1)s/2u f , (−1)
s/2eg)Rn + (qr�u f , r�eg)�

= ((−1)su f , eg)Rn + (qr�u f , r�eg)�

since ((−1)s/2u, (−1)s/2v)Rn = ((−1)su, v)Rn holds first for Schwartz functions by the Parseval identity,
and then also for u, v ∈ H s(Rn) by density.

It remains to show that whenever α ∈
(
−

1
2 ,

1
2

)
, u ∈ H−α(Rn), v ∈ Hα(Rn), then

(u, v)Rn = (r�u, r�v)�+ (r�e u, r�ev)�e (A-1)
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in the sense of distributional pairings. If (A-1) is true, then the assumption β ∈
(
s − 1

2 ,
1
2

)
implies

(−1)su f ∈ H−s+β(Rn) with −s+β ∈
(
−

1
2 ,

1
2

)
, and since u f is a solution in � one has

(3q f, g)= ((−1)su f , eg)Rn + (qr�u f , r�eg)� = (r�e(−1)
su f , g)�e ,

which concludes the proof.
To show (A-1), let χ� be the characteristic function of �. This is a pointwise multiplier on Hγ (Rn)

for γ ∈
(
−

1
2 ,

1
2

)
[Triebel 2002], and the same is true for 1−χ�. We may write u = χ�u+ (1−χ�)u and

similarly for v, and then

(u, v)Rn = (χ�u, χ�v)Rn + ((1−χ�)u, (1−χ�)v)Rn ,

where the cross terms vanish first for Schwartz u, v and then in general by density. Now χ�u is in H−α
�

,
and hence can be approximated by functions in C∞c (�). Using similar approximations for the other
functions and restricting to � and �e implies (A-1). �

DN map and Ns. Several nonlocal Neumann boundary operators appear in the literature; see [Dipierro
et al. 2017a; Grubb 2016]. We will relate 3q to the nonlocal Neumann boundary operator Ns introduced
in [Dipierro et al. 2017a], defined pointwise by

Nsu(x)= cn,s

∫
�

u(x)− u(y)
|x − y|n+2s dy, x ∈�e. (A-2)

The next lemma contains a definition that applies to Sobolev functions. The result states that knowing
3q f |W for f ∈ C∞c (W ) is equivalent to knowing Nsu f |W for f ∈ C∞c (W ), since 3q f |W and Nsu f |W

only differ by quantities that do not depend on the unknown potential q .

Lemma A.2. Assume the conditions in Lemma A.1. One has

3q f =Nsu f −m f + (−1)s(E0 f )|�e , f ∈ H s+β(�e),

where, for γ >− 1
2 , Ns is the map

Ns : Hγ (Rn)→ Hγ

loc(�e), Nsu = mu|�e + (−1)
s(χ�u)|�e ,

where m ∈ C∞(�e) is given by m(x) = cn,s
∫
�

1/|x − y|n+2s dy and χ� is the characteristic function
of �. Also, E0 is extension by zero. If u ∈ L2(Rn), then Nsu ∈ L2

loc(�e) is given a.e. by the formula (A-2).

Proof. If u ∈ Hγ (Rn) with γ > − 1
2 , then mu|�e ∈ Hγ

loc(�e). By the pointwise multiplier property
of χ�, we have χ�u ∈ Hα(Rn) for some α ∈

(
−

1
2 ,

1
2

)
and (−1)s(χ�u) ∈ Hα−2s(Rn). However, if

ϕ,ψ ∈ C∞c (R
n) satisfy ϕ = 1 near � and ψ = 1 near supp(ϕ), then for any r, t ∈ R one has

(1−ψ)(−1)sϕ : H−r (Rn)→ H t(Rn)

by the pseudolocal property of Fourier multipliers. Thus one also has (−1)s(χ�u)|�e ∈ H t
loc(�e) for

any t , and Ns is well-defined and maps Hγ (Rn) to Hγ

loc(�e) for γ >−1
2 .
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Moreover, if u ∈ L2(Rn) and if ϕj ∈C∞c (�) satisfy ϕj→χ�u in L2(Rn), then the pseudolocal property
implies

(−1)s(ϕj )|�e → (−1)s(χ�u)|�e in L2
loc(�e).

After extracting a subsequence (using the diagonal argument), one has convergence a.e. in �e. Thus the
pointwise expression (A-2) for a.e. x ∈�e follows from the standard formula

(−1)sϕ(x)= cn,s

∫
Rn

ϕ(x)−ϕ(y)
|x − y|n+2s dy, ϕ ∈ C∞c (�), x ∈�e.

Let us prove the formula for 3q . If f ∈ H s+β(�e), then f ∈ Hα(�e) for some α ∈
(
−

1
2 ,

1
2

)
and hence

E0 f, u f ∈ Hα(Rn). Recall also that χ� and 1−χ� are pointwise multipliers on Hα(Rn). Then

3q f = (−1)su f |�e = (−1)
s(χ�u f )|�e + (−1)

s((1−χ�)u f )|�e

=Nsu f −m f + (−1)s(E0 f )|�e . �

Nonlocal diffusion. Finally, we will give a heuristic interpretation of the quantity 3q f (x) in terms of
nonlocal diffusions [Andreu-Vaillo et al. 2010]. This discussion is mostly for illustrative purposes, so we
will not give precise arguments and will restrict to the case q = 0.

We begin with a macroscopic description of nonlocal diffusion in Rn. Suppose that u(x, t) describes
the density of particles at a point x ∈ Rn at time t . Given an initial density u0(x), we assume that u(x, t)
is obtained as a solution of the nonlocal diffusion equation{

∂t u+ (−1)su = 0 in Rn
×{t > 0},

u|t=0 = u0.
(A-3)

Taking Fourier transforms in x , the solution at time t is given by

u(t, x)= (pt ∗ u0)(x),

where pt(x)=F−1
{e−t |ξ |2s

} is the probability density function of the Lévy process X t with infinitesimal
generator −(−1)s. If s = 1, then pt is a Gaussian, but for 0 < s < 1 it is a heavy-tailed distribution
with pt(x)∼ |x |−n−2s for large |x | (for s = 1

2 , pt(x)= cnt (t2
+|x |2)−(n+1)/2). The Lévy process X t also

gives a microscopic description of u(x, t): it is obtained as the expected value

u(x, t)= Ex [u0(X t)],

which expresses how many Lévy particles from the initial distribution u0 have jumped to x at time t . See
[Applebaum 2004; Chen et al. 2010] for Lévy processes.

Let now �⊂ Rn be a bounded open set. We consider the following Dirichlet problem for nonlocal
diffusion: given u0 ∈ H s

�
, find u so that

∂t u+ (−1)su = 0 in �×{t > 0},
u|�e×{t>0} = 0,
u|Rn×{t=0} = u0.

(A-4)
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The solution is easily obtained in the form

u(x, t)=
∞∑
j=1

e−λj t cjρj (x), (A-5)

where u0 =
∑
∞

j=1 cjρj and {ρj }
∞

j=1 ⊂ H s
�

is an orthonormal basis of L2
�

consisting of eigenfunctions for
(−1)s with eigenvalues λj , so that (−1)sρj = λjρj in �, ρj |�e = 0, and 0< λ1 ≤ λ2 ≤ · · · →∞. The
probabilistic interpretation is that we are looking at Lévy particles in � that are terminated when they
reach the exterior. One has

u(x, t)= Ex [u0(X t)1{t<τ }],

where τ is the time when the Lévy process exits �.
By the Duhamel principle and a standard reduction to homogeneous Dirichlet values, given any

f ∈ H s(�e) and any e f ∈ H s(Rn) with e f |�e = f , we can also solve the equation{
∂tv+ (−1)

sv = 0 in �×{t > 0},
v( · , t)|�e = f for t > 0,

(A-6)

with initial value v|Rn×{t=0} = e f . Another solution of (A-6) is given by vs(x, t)= u f (x), if u f ∈ H s(Rn)

solves (−1)su = 0 in � with u|�e = f . The function u f is the unique steady state of (A-6), since v− vs

solves (A-4) for some u0, and (A-5) implies

‖v( · , t)− u f ‖H s → 0 as t→∞.

Now, given f ∈ H s(�e) and the solution u f of the Dirichlet problem, we may consider two nonlocal
diffusions with initial value u f :

• the free diffusion (A-3) in Rn with solution u(x, t),

• the diffusion (A-6) whose exterior value is fixed to be f .

If t is small and x ∈�e, then u(x, t) formally satisfies

u(x, t)= u(x, 0)+ ∂t u(x, 0)t + O(t2)= f (x)− (−1)su(x, 0)t + O(t2)

= f (x)− (30 f )(x)t + O(t2)

by Lemma A.1. Thus the DN map may be interpreted as follows:

• −30 f (x) is the (infinitesimal) amount of particles migrating to x in the free diffusion that starts
from the steady state u f .

• 30 f (x) is the (infinitesimal) cost required to maintain the exterior value f at x in the steady state
nonlocal diffusion.

Similar remarks apply to 3q at least if q ≥ 0. We refer to [Chen et al. 2006] for some facts on the
related stochastic processes, and to [Piiroinen and Simon 2017] for stochastic interpretations of the usual
Calderón problem.
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