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Teleoperaattorien tuottamien verkkoyhteyksien kautta kulkevan tietoliikenteen 
määrä on kasvussa johtuen tietoliikenteen saatavuuteen nojaavista digitaalisista 
palveluista, kuten television ja musiikin suoratoistopalveluiden käytön 
kasvusta. 
 
Teleoperaattorit voivat hyötyä liikenteen kasvun määrästä, sillä operaattorit 
ovat ainutlaatuisessa asemassa hyödyntämään asiakkaidensa tuottamaa dataa.  
Big data teknologian käyttö tarjoaa useaa kaupallista hyötyä teleoperaattoreille, 
kuten asiakasvaihtuvuuden minimointi, tietolähteitä parempien strategisten 
päätösten tekoon, sekä parempaa mahdollisuutta palveluidensa laadun 
tarkkailuun.  
 
Asiakkaiden tuottaman datan hyödyntäminen voi olla teknisesti hankalaa, 
mutta voi myös tuottaa asiakkaiden keskuudessa mielipahaa. Asiakkaat 
saattavat kokea datan hyödyntämisen loukkaavan yksityisyyttänsä, esimerkiksi 
jaettaessa tietoja kolmannen osapuolen kanssa. Tämä saattaa johtaa asiakkaiden 
katoon tietoliikennedataa hyödyntävistä teleoperaattoreista. Tämän pro gradu – 
tutkielman tavoitteena on tutkia hyötyjä ja haittoja koskien teleoperaattoreiden 
trendiä käyttää tietoliikenteestä poimittua dataa kaupallisesti hyödyksi big data 
teknologian avulla.  
 
Tutkielman teoreettinen osuus perustuu kirjallisuuskatsaukseen aiheen 
aikaisemmista tutkimuksista. Tutkielman tuloksena on selkeämpi näkemys siitä, 
mitä teleoperaattorilta edellytetään asiakkaan yksityisyyden suhteen 
hyödynnettäessä big data teknologiaa ja kuinka teleoperaattorien asiakaskunta 
kokee datan hyödyntämisen. 
 
Tutkielman empiirisessä osuudessa tarkastellaan valittua teoriamallia kyselystä 
kertyneiden vastauksien avulla. Osuuden tuloksia verrataan muihin 
tutkimustuloksiin. 
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ABSTRACT 

Anttila, Deniz 
Big data and privacy in the telecom industry 
Jyväskylä: University of Jyväskylä, 2019, 57 p. 
Information Systems, Master’s Thesis 
Supervisor: Seppänen, Ville 

While the telecommunications industry is digitalizing, the data traffic of broad-
band and mobile subscriptions is growing due to new digital services like 
streaming media.  
 
The telecom industry is finding new ways of keeping the business of upgrading 
the network appropriately attractive. The issue is not limited to the technical 
side of handling the growing traffic in the network, but the business side on 
how to transform that traffic profitable for the companies who roll out the net-
work.  Communication service providers make sure that the services they offer 
are generating revenue by implementing big data technology. Service providers 
are in a unique position when handling data generated by their customers and 
big data offers number of commercial benefits as well as benefits in service 
quality.  
 
Using customer generated data for a profit can be an issue, since the customer 
might perceive that his or her privacy is being violated when their data is 
shared to a third party. This might lead to increase of customer churn for the 
service providers which use data gathered from their customers. This thesis 
paper aims to study the pros and cons of the trend of big data implementation 
in the telecom industry.  
 
The theoretical part for this thesis will be performed by a literary review on 
former research in this field. In the end the results of this thesis drive to create a 
clearer view of what is to be expected from a service provider on customer pri-
vacy issues when implementing big data and how do the customers perceive it. 
 
In the empirical part of this thesis a selected theoretical model will evaluated 
through gathered responses from an online survey. The results are then com-
pared to other results in the field. 

Keywords: telecom, big data, privacy. 
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1 INTRODUCTION 

The ability to organize and analyze vast amounts of data from several data 
sources is becoming more important as the amount of data generated daily is 
increasing globally. Increase in the usage of smart devices as well as the popu-
larity of social networking applications are generating a growing flow of data 
that can reveal customer demographics, spending behavior, lifestyle and social 
influences (Van Den Dam, 2013). It is estimated that the amount of data is pre-
dicted to increase 300 times from 2005 to 2020 (Matturdi, Xianwei, Shuai & 
Fuhong, 2014). To put the growth of the generated data to perspective, the years 
2013 and 2014 generated roughly 90 percent of the world’s data in the year 2015 
(O’Leary, 2015).  

Large amounts of data indicate that there is a large amount of information 
that can be gained through analyzing the data. This information can be used to 
make more educated decisions and more likely predictions in the private sector 
as well as in the public sector. Big data and its techniques are becoming more 
common to address the issue of utilizing and analyzing data.  The term “big 
data” refers to a large collection of information, typically stemming from more 
than one data source, and eventually being processed by a data processor or 
data analyst (Jensen, 2013). The term “big data” will be explored more in the 
first section of this paper. 

Van Den Dam (2013) concluded that especially the communication service 
providers (CSPs) have a unique position to access the wealth of data of their 
customers, which no other industry has, and utilizing the data might eventually 
become a core capability. The CSPs have large subscriber bases, and data is 
generated every time a customer makes a call, sends a text or uses the internet. 
In addition, smartphones are basically on all the time and provide the CSPs 
constantly with new data, which makes it possible for the CSPs to know their 
customers better than most other industries. Basically, this means that due to 
the emergence of smartphones, tablets and other devices that are application 
dependent, the volume of signaling data (i.e. non-message information about 
the device, its location and updates) has also increased. The CSPs are increas-
ingly seeing the potential of big data as more than half (54 %) of the CSPs where 
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in the process of developing a strategy roadmap on big data and how to apply 
it to business challenges in 2013 (Van Den Dam, 2013.) 

Some of the data gathered can be considered as personal information, 
which gives rise to the issue of information privacy in the techniques in which 
the data is analyzed. Big data technologies may affect the meaning of such con-
cepts as data ownership, privacy, and identity for both organizations and indi-
viduals as information is aggregated and correlated by not only the originating, 
but also by those who may seek to further use and change it. It is hardly con-
trolled how this information is used once it is out of the CSPs hands (Voronova, 
2015.) 

According to O’Leary (2015) privacy refers to the ability of an individual 
to maintain or ensure information asymmetries over that individual’s data and 
limit others from knowing or learning about them. Security and governance of 
personal information is becoming even more important and daunting as CSPs 
embrace new sources of information, especially social media data (Van Den 
Dam, 2013). Then again, in favor of the implementation of big data in a tele-
communication company, Arora & Malik (2015) explained that customer priva-
cy might be even enhanced, since it is expected that big data analytics will im-
pact various aspects of information security such as network monitoring, user 
authentication control, authorization, identity management, fraud detection, 
data loss prevention and data control. 

This thesis is motivated by the issue that the implementation and utiliza-
tion of big data techniques is becoming the norm for CSPs in their effort to capi-
talize on customer generated data. Since the data gathered by the CSPs can 
have characteristics of being personal information about their own customers, it 
is necessary to research the impact that this trend might have on the privacy of 
customer data. Additionally, the customers’ attitudes towards CSPs implement-
ing big data techniques on data generated through the customer’s online activi-
ty, or even activity in general, is a worthy subject to do research on. Further-
more, the attitudes of the customers towards this change is important, since 
negative attitude might lead to increase in customer churn and negative busi-
ness impact for the CSPs. Customer churn is a term used in the telecommunica-
tion service industry to describe the customer movement from one service pro-
vider to another (Kamalraj & Malathi, 2013). In turn, positive attitudes by 
providing greater customer experience might increase customer loyalty and 
limit customer churn (Van Den Dam, 2013). This thesis drives to understand 
and outline the positive as well as the negative issues of which the implementa-
tion of big data techniques in CSPs might disclose. 
 

1.1 Key terms 

The key terms of this thesis are associated with technical terms used when re-
ferring to data management technologies, business terms of the communication 
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service industry and terms concerning data privacy. The most significant and 
likely the most indecisive term is “big data”. There has been much discussion 
on the meaning of big data, but the following definition was selected. 

 
Term Definition 

Big Data A data environment in which scalable architectures 
support the requirements of analytical and other 
applications which process, with high velocity, high 
volume data which may have a variety of data for-
mats and which may include high velocity data ac-
quisition. 

CSP Communication Service Provider.  
Company that provides telephone subscription ser-
vices for private consumers. 

Telecom Telecommunication business  
Churn  Term used in the telecommunication service indus-

try to describe the customer movement from one 
service provider to another 

Table 1 Terms & Definitions 

1.2 Research objective, question and limitations 

The utilization of big data by telecommunication service providers has not been 
studied extensively. However, Libaque-Sáenz, Wong, Chang, Ha & Park (2016) 
sought out to create a model of perceived information risks that communication 
service subscribers have towards their CSPs when using customer data for ad-
ditional benefits. They observed that information practices play an important 
role in shaping information privacy concerns, trust, and perceived information 
risks by surveying panel members on the internet in Korea. Libaque-Sáenz et al. 
(2016) concluded that the CSPs will be able to benefit from the large amount of 
data processed by their servers only when their customers see lesser risks in 
allowing CSPs to use their personal information. 

Libaque-Sáenz et al. (2016) proposed to study further the differences in 
the sensitiveness towards personal information in different cultures and how it 
affects their willingness to share information with CSPs. Some cultures might 
perceive a piece of information as highly personal while in other cultures it 
might be seen as merely public information. In support of studying the subject 
in Finland, Statistics Finland (2016) identified that most of the big data technol-
ogy development has been in the business sector of information and communi-
cations.  

Thus, previous research shows that big data is becoming more utilized 
in the telecommunication sector in Finland and that data privacy plays an im-
portant role in the trend. The objective of this study is to elucidate the negative 
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and positive privacy related issues that the implementation of big data tech-
niques might have in the telecommunication sector. This study deals with fac-
tors which might be considered affecting the privacy of individuals who sub-
scribe to mobile services. The following research question is set for the examina-
tion of the research problem: 

• What are the privacy related issues of implementing big data tech-
niques in telecommunication companies? 

• How do communication service subscribers consent to their data 
being analyzed? 

By providing a credible study relating to the research questions, it is the inten-
tion that this thesis can produce support for telecommunication companies in 
implementing big data techniques in a rational manner. The objective is to high-
light aspects which should be taken into consideration by the CSPs for the posi-
tive results in doing so would be maximized, while in contrast the negative ef-
fects would be minimized. 

This thesis will not drive to explain and analyze the ethical aspect of utiliz-
ing big data in telecommunication industry. Explaining ethics is more of a sub-
jective matter which depends on individual perceptions on what is to be con-
sidered right or wrong. More specifically this thesis aims to observe the busi-
ness impact a telecommunication service provider might experience due to pri-
vacy related issues of big data utilization. However, it cannot be fully excluded 
that the findings of this study might uncover some ethical perceptions of the 
subscribers of communication services.  

This thesis will proceed in the second chapter by first reviewing the term 
of big data and how it is defined in the academic literature. Next, the possible 
positive and negative business-related outcomes of implementing big data in 
telecommunication companies to gain economical gains are explored. The third 
chapter focuses on what are regarded as privacy related matters. The privacy 
regulations set by the public authority and the consequences they produce are 
explored as well. Factors, which have been seen to be important in enhancing 
the privacy in the implementation of big data in a telecommunication company, 
are reviewed on the last subchapter. Lastly, a summary of this study is con-
ducted at the last chapter of this thesis. There the meaning and the constraints 
of this paper and the emerged subjects for further research are reflected upon. 
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2 THEORETICAL FRAMEWORK 

2.1 Previous research and literature 

International scientific journals and conference publications are key publication 
channels for scientific information in the field of information technology. This 
study uses literature from foreign and some domestic studies, textbooks, arti-
cles, journals and conference publications. The theoretical part of this thesis is a 
literature review of academic publications gathered from source libraries which 
have been recognized as significant in information system research (i.e. Europe-
an Journal of Information Systems, Information Systems Journal & Institute of 
Electrical and Electronics Engineers).  

When searching for literature for this study, topics referring to big data, 
privacy and the combination of the former two relating to the telecommunica-
tion industry were the key search criteria (key search words: big data, privacy, 
telecom, & communication service provider). The literature was searched main-
ly through the websites of the different journal databases. Because most of the 
literature was searched through web portals, it is evident that physically print-
ed literature (e.g. textbooks in libraries) were neglected when writing this thesis. 
Majority of the material reviewed in this study’s literature review has been col-
lected from the digital libraries of the Institute of Electrical and Electronics En-
gineers (i.e. IEEE Xplore Digital Library) and the Association for Computing 
Machinery (i.e. ACM DL). 

The purpose of the literature review is to provide perspective into the cur-
rent situation regarding the research of big data utilization in the telecommuni-
cation industry and what relevant privacy related issues have been noted. The 
term “big data” itself has discrepancies in the current literature and they will be 
outlined in the next chapter while defining the term. 

In order to indicate the significance and impact of the studies used in this 
thesis, Google Scholar was used to review the amounts of citations done to-
wards the studies. It is arguable that the amount of citations done on a study 
depicts the significance of it. Yet, newer studies have less citations than older 
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ones. In general, the purpose of the theoretical research is to study academic 
publications in effort to find the most common issues in big data privacy from 
the perspective of telecommunication companies.  

Big data has been studied in detail during the past decade as the realiza-
tion of ever-growing data amounts generated daily has become more common. 
The utilization of big data in telecommunication companies and the privacy 
related issues which might emerge have been studied more lightly during the 
past decade. Nevertheless, general privacy issues of big data have been studied 
extensively and their results can often be applicable to the issues faced by the 
CSPs. 

Libaque-Sáenz et al. (2016) studied factors which influence customers’ risk 
perception on information risks regarding giving the telecommunication com-
panies permissions for the usage of their personal information. The study was 
performed by a survey of 512 internet panel members in Korea. The goal of the 
study was to develop a model of perceived information risks and validate it 
with data from the telecommunications sector. The model was to serve as a 
framework for CSPs in formulating effective strategies for managing customer 
risk perception. The theoretical model of Libaque-Sáenz et al. (2016) is also ex-
plored in the empirical research of this thesis. 

 

 

Figure 1 Big data usage in Finland (Statistics Finland, 2016) 

In relation of big data use in Finland, Statistics Finland conducted a survey 
in the spring of 2016 which was sent out to 4329 different companies to explore 
the use of information technology in those companies. 2981 (69%) of the com-
panies replied to the survey in an acceptable manner. The companies represent-
ed comprehensively the whole spectrum of different industry sectors and com-
pany sizes in Finland. The survey included questions about the situation of the 
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utilization of big data in the companies. The findings were that 15% of all the 
survey respondents had utilized big data and most of which (33%) were in the 
industry of information and communications (Figure 1). The finding highlights 
the relevance of big data utilization especially with telecommunication service 
providers. The term of “big data” was acknowledged not to be unambiguous 
and even with an added definition some uncertainty was expected in the statis-
tics (Statistics Finland, 2016.). The following chapter will strive to explain and 
define big data in more detail. 

 
 

2.2 Big Data 

The world population is generating data in an ever-exponential rate by the help 
of technological advancements in data networks, data processing and storage 
capabilities in the recent decades. Companies in turn gather data from various 
sources i.e. from purchases done by credit cards, search terms used on Google, 
or even locational information gathered from mobile phones. Not only are the 
technological advancements the cause for the vast amounts of data generated, 
but the culture of western society has changed as technology has changed. Due 
to digital services like social media platforms (i.e. Facebook, Instagram, Snap-
chat etc.) and the cultural change that they have given rise to, people are willing 
to share pictures, videos, and statuses of themselves more often publicly 
through these services (Debatin et al, 2009). The daily generated data which an 
individual person generates is versatile in its nature and can provide substantial 
insight in demographical behavior. This requires tools which can efficiently an-
alyze the data, also referred to as “big data”.  
 

2.2.1 Definition 

There are as many definitions for big data in the information system literature 
as there are authors writing about it. In order to clarify the discussion about the 
definition of big data it is essential to categories different types of definitions. 
Hu, Wen, Chua & Li (2014) outlined three types of definitions which play a role 
in how big data is viewed. The types outlined where attributive definition, com-
parative definition and architectural definition. 

An attributive definition depicts the features of big data, such as the vol-
ume, variety, velocity, veracity and value; also known as the “5Vs” definition. 
According to the definition volume refers to the large amount of data that is 
stored and analyzed. Velocity is referring to the high speed of data in which it is 
generated and should be processed for gathering insight. The more data is pro-
cessed and analyzed in real time, the more value it will provide. Variety indicat-
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ing heterogeneous data types and sources which make some of the gathered 
data unstructured and not applicable with typical data formats. Veracity of data 
then describes the consistency and reliability of it. When data is gathered from 
more sources and supported in wider forms the quality and accuracy of it is 
improved as well. Finally, value refers to the economic benefits gained by ana-
lyzing the data and utilizing the insights it holds (Terzi, Terzi & Sagiroglu, 2015; 
O’Leary, 2015; Hu et al., 2014.). 

As presented above, there are several papers arguing to expand the origi-
nal 3Vs definition (volume, velocity and variety) described on Doug Laney’s 
2001 research report about the data growth challenges and opportunities. The 
report was intended to highlight the three-dimensional challenges and oppor-
tunities of increasing volume, velocity and variety of data, but ended up being 
used as a definition for big data and later sought to be expanded further. 

A comparative definition of big data is a subjective and non-metric defini-
tion. This type of definition does not bind itself to any specific metrics e.g. the 
amount of data in terabits and therefore can be considered a relevant definition 
even in the future keeping in mind the likely technical advances in the field. In 
other words, the definition type incorporates an evolutionary aspect of what is 
required of a dataset for it to be considered as big data (Hu et al., 2014).  

It is almost impossible to try to define the amount of data that a dataset 
needs to have for it to be considered “big data”. E.g., defining big data in terms 
of a dataset exceeding a specific number of terabytes is unnecessary, since it can 
be assumed that technology will have advances over time and the size of the 
datasets, which can be qualified as “big data”, will most likely increase.  The 
amount of data also varies between different industries as well as depending on 
the software and tools and what size of datasets are common in each particular 
industry (Manyika et al., 2011.). 

Manyika et al. (2011) gave a comparative definition to big data by stating 
that it commonly refers to datasets which size is beyond the ability for typical 
database software tools to capture, store, manage, and analyze. The downside 
of defining big data this way is that it is generic and lacks the description of the 
usability and value of the data.  

An architectural definition drives to further categorize big data into big 
data science and big data frameworks. Big data science studies the techniques in 
which big data is acquired, managed and evaluated. Big data frameworks refer 
to software libraries with algorithms which enable distributed processing and 
analysis of big data (Hu et al., 2014).  

Some would consider it to be logical to embrace all alternative definitions 
of big data (Hu et al., 2014), but some argue that the variety of definitions dis-
close the need for a shared understanding of big data to avoid inconsistency 
and duplication (Emmanuel & Stanier, 2016). After investigating several defini-
tions in the information system literature this paper will hold the following def-
inition provided by Emmanuel & Stanier in their paper “Defining Big Data” 
(2016) as the basis depiction of big data:  
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The term Big Data describes a data environment in which scalable architectures sup-
port the requirements of analytical and other applications which process, with high 
velocity, high volume data which may have a variety of data formats and which may 
include high velocity data acquisition. (Emmanuel & Stanier, 2016).  

 
The definition above can be identified to include characteristics of all the defini-
tion types described earlier in this chapter and hence its relevance will not be 
expected to deteriorate due to technological advancements. 

Additionally, to the definition given above, this thesis specifically refers to 
big data as the large datasets generated by communication service subscribers 
through their usage of different digital devices (e.g. mobile phones). Further-
more, this paper focuses on the analyzation of big data by referring to the ex-
traction of hidden insight about consumer behavior and the exploitation of that 
insight through advantageous interpretation (Erevelles, Fukawa & Swayne, 
2016). Advantageous interpretation includes the distribution and selling of con-
sumer behavioral insight to third party members. The third-party members 
then are able to utilize the insight for better decision making when aiming to 
promote, market and sell their own products or services. 

2.2.2 Data types 

Big data consists of different data types due to the many sources from which 
the data is gathered from. As the data is gathered in variety of formats special 
techniques are required to utilize it. The variety of the data introduces new 
types of data, or non-traditional data, which have not been traditionally ana-
lyzed. Dhar & Mazumbar (2014) discussed about the key challenges in utilizing 
traditional and non-traditional data under the same data management strategy. 
Overall, they classify the generated data volume to three categories; transac-
tional data, observational data and social data or interaction data. 

Transactional data is usually generated by controlled interactions between 
enterprise and its customers and other internal/external stakeholders through a 
defined set of enterprise applications and interfaces. The structure of this data is 
designed and is relational in its nature. This data can be generated from e.g. 
ecommerce applications. A CSP might gather transactional data from its sub-
scribers when they order their mobile subscription for the first time and contin-
ue to pay their subscription bills. Due to smartphones being used for purchases 
(e.g. mobile payment or recharging a prepaid account), the term “extended data 
record (XDR) has been created to describe purchases made in various ways 
(Van Den Dam, 2013).  

Observational data is generated by machines or sensors as ancillary to the 
main application data while business processes get executed. Observational 
data is non-relational in nature though usually it has been decided in its design 
phase. This data might refer to data generated by sensors that monitor events or 
even customer call logs in call centers. 

Social data or interaction data has typically open or free flowing structure 
and it has not been decided in the design time of other processes or applications. 
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Social data can be gathered through defined process or casual interactions like 
customer feedback or information gathered from social media (e.g. FaceBook, 
Twitter and LinkedIn).  

Other data types can include signaling data. Signaling data is non-
message information about the device, its location and updates. This data is 
transmitted from the subscribers’ mobile device to the CSP even if the subscrib-
er is not using it.  

When the different data types are brought together for analyzing, it may 
result in contextual data about the individual. Contextual data is data which 
gives context to a person while taken from various sources e.g. smartphones, 
tablets, personal computers, networks, sensors, RFID tags and social media 
(Van den Dam, 2013). It may include information of the individual’s family, 
socioeconomic background, general environment, educational history or even 
health background. Some of the contextual data may be regarded as highly pri-
vate data which the individual does not wish to be known by any other person. 

While Voronova (2015) was researching the ethical aspects of big data he 
used the formula of Russel Ackoff who in 1989 classified the content of the hu-
man mind into five categories: wisdom, and below understanding, knowledge, 
information and data (Figure 2). In the model data in itself does not have value 
until it is processed into a usable form in order to become information. As data 
is processed higher up in the hierarchy, it becomes more valuable and eventual-
ly it will be seen as wisdom. Ackoff indicated that the first four categories of the 
hierarchy relate to the past and they deal with what is already known and what 
has happened. Only the top of the hierarchy - wisdom is seen as dealing with 
the future rather than just grasping ideas about the present and past (Voronova, 
2015). The objective of big data technologies and techniques is to process avail-
able data as efficiently as possible to produce wisdom in the form of predicting 
future trends. One of the main features of big data technologies and techniques 
is to identify patterns and perform predictions out of them. 

  

    

          
                      

         
                     

      
                        

             

Figure 2 Ackoff Data-Information-Knowledge-Wisdom hierarchy (Voronova, 2015) 
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Figure 3 A hierarchical architecture of Hadoop core software library (Hu et al., 2014) 

 

2.2.3 Big data technologies & techniques 

Communication service providers’ main business is enabling data to be trans-
ferred between individual people, companies and the public sector. This has 
been possible through the advancements in communication technology made in 
over several decades. As their core competence is handling data in a trustwor-
thy way, it can be assumed that CSPs are also in the optimal position to extract 
value from that data. Though without the right technology the task of utilizing 
that data can be overwhelming even for CSPs. One of the biggest challenges the 
CSPs may be facing is the integration of big data technologies to their existing 
IT infrastructure. 

Hu et al. (2014) introduced a concept of big data value chain, which con-
sisted of four phases; data generation, data acquisition, data storage and data 
analysis. The generated data is commonly comprised of unstructured data and 
requires real time analytics. Enabling this requires system architectures which 
support data gathering, storage, transmission and large-scale data processing 
mechanisms. Technologies like Big Table, Cassandra, Google File System, Ha-
doop, Hbase and MapReduce are used to aggregate, manipulate, manage and 
analyze big data (Wielki, 2013).  

Apache Hadoop is an open-source software framework which supports 
large data storage and processing. It has been noticed by the industry and 
scholars alike to be one of the most substantial technologies in the big data 
movement. Hadoop can distribute the processing of large amounts of data on 
large clusters of commodity servers. Its scalability, cost efficiency, flexibility and 
fault tolerance make it particularly suitable for the management and analysis of 
big data. Figure 2 depicts a hierarchical architecture of Hadoop core software 
library. It covers the main function of big data value chain including data im-
port, data storage and data processing (Hu et al., 2014.)   
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In practice, reorganizing the data strategy and enabling big data technolo-
gies is a challenge for CSPs, but to fully embrace benefits of big data, the tech-
nology alone is not enough. CSPs must educate existing employees or recruit 
new talented data scientists or data analysts to manage the tools accordingly in 
order to extract the value out of the data (Wielki, 2013). Also, the management 
needs to be able to create needs, questions and problems which can be solved 
by the analysts who then would extract information out of the vast amount of 
data. 

The implementation of big data technology enables different techniques to 
utilize and analyze data. These techniques can be e.g. data fusion and data inte-
gration, data mining, machine learning, predictive modeling, sentiment analysis, 
spatial analysis, simulation or time series analysis (Wielki, 2013). Presumably 
CSPs might be interested in especially in predictive modeling, since it could be 
utilized in predicting customer churn (Kamalraj & Malathi, 2013; Wei & Chiu, 
2002; Manyika et al., 2011; Dam, 2013; Arora & Malik, 2015). Big data techniques 
also enable the collection of accurate and rich information for user profiling, 
especially due to their ability to process structured data as well as unstructured 
data in high volume from multiple sources (Hasan, Habegger, Brunie, Bennani 
& Damiani, 2013). 

Implementation of new technology is not enough to utilize big data for a 
CSP, but merely a large part of the several challenges faced when becoming 
“big data compliant”. CSPs need a holistic change not only in technological as-
pect, but also in business aspect as well. This would enable CSPs to benefit 
greatly from big data technologies as will be described on the next section. 

 

2.3 Benefits of big data to the telecom industry 

As aforementioned in the previous chapter, the ability to capture, store, manage 
and analyze large sets of customer generated data provides a significant oppor-
tunity for companies to extract valuable insight for supporting decision making 
and optimizing company business strategies. CSPs are in one of the best posi-
tions to utilize customer generated data, since their core business is maintaining 
and developing data networks. According to Dam (2013), CSPs are in the posi-
tion to be able to capitalize on the insights locked inside big data and by manag-
ing to implement it swiftly, they can position themselves ahead of the competi-
tion, improve customer experience, drive new products, increase productivity, 
predict future trends, and create monetary value. CSPs who start to extract 
maximum value from their data assets can become fully two-sided businesses. 
Meaning that the CSPs can expand their revenue streams by many applications, 
among which are partnering with advertisers, retailers, health care and public 
administration (Dam, 2013). 

Schroeder (2016) explored from an abstract viewpoint on ways how data 
can be a central component of a business model and the opportunities that it 
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implies. Data business models are how enterprises can implement big data to 
their company strategy while being able to utilize several of the models. These 
data business models include informing business decisions, data brokerage, data ana-
lytics as a service, consultancy and advisement, and finally provider of data related 
tools. For a communication service provider the most likely business model to 
be implemented first would be of a data brokerage. Selling the first-party data 
to a third-party would enable profiting from gathering data even if the CSP 
lacks the capabilities to perform in their own data analytics.  

According to Schroeder (2016) big data business models can be catego-
rized in three different types; data users, data suppliers and data facilitators 
(Table 1). A CSP sits well with the data supplier type as a CSP could be able to 
gather data and even package it for sale. Being a data supplier might bring large 
efficiency gains, since the fixed costs of data production is usually high relative 
to the costs of distribution (Schroeder, 2016). 
 

Type Example functions Dependencies 
Data users Using data to inform strate-

gic decisions; building data 
into products 

Depend on suppliers for 
raw data, and on facilita-
tors for infrastructure 
and skills 

Data suppliers Gathering primary data; ag-
gregating and packaging 
data for sale 

Depend on facilitators 
for infrastructure and 
skills, and on users both 
as customers and as 
sources of data 

Data facilitators Supplying infrastructure; 
consultancy; outsourced 
analysis 

Depend on users and on 
suppliers as customers 

Table 2 Big data business model typology (Schroeder, 2016) 

As mentioned in the previous section, there are a collection of various big 
data techniques that can be used to discover knowledge in high volume, highly 
dynamic, and highly heterogeneous data. The big data techniques offer oppor-
tunities for user profiling that can result in very comprehensive user profiles 
(Hasan et al., 2013.). The process of user profiling consists of collecting infor-
mation about a user to eventually construct their profile. The user profile may 
include information from numerous different attributes regarding the user, 
such as academic and professional background, geographical location, group 
membership, interests, preferences or opinions (Hasan et al., 2013). User pro-
files can be used for advantageous purposes like improving services, but also 
the data brokerage business model can be implemented by selling the profile 
information to third-parties.  
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The knowledge that a CSP might extract while gathering i.e. a user profile 
can be beneficial for the prediction of customer churn. The customers who leave 
their current telecommunication service provider and switch to a competing 
provider are referred to as “churners”. According to Arora & Malik (2015) one 
of the earliest obtainable benefits, which a CSP can gain out of utilizing big data, 
would be the prevention of customer churn. Preventing churn can be done by 
predicting the customer’s intentions when utilizing different kinds of prediction 
algorithms depending on the need (Kamalraj & Malathi, 2013). In the telecom-
munication industry, it is as much of an importance to convince new customers 
to subscribe to services as it is to prevent current customers from switching ser-
vice providers in pursue of lower prices and/or better services. One way of re-
ducing customer churn is to identify or predict potential churners and acting 
upon retaining them. 

The reason for the desire of retaining existing customers arises from stud-
ies done on the subject. The studies state that acquiring new customers is ex-
pensive and it can cost up to five times as much when making a sale to a new 
customer rather than to an existing one (Kamalraj & Malathi, 2013). Under-
standably, acquiring new customers requires marketing and sales efforts which 
can be very costly to maintain for a CSP. Successful sales efforts are likely to be 
easier to perform towards customers who already are subscribers and are 
pleased with the service they get. 

When a CSP acts as a data user and utilizes the gained insights to improve 
their own services, the subscribers might benefit as well.  In general perspective, 
it has been suggested that by utilizing big data, organizations are able to create 
better and faster decision making and improve customer experience (Wielki, 
2013). By proactively improving customer experience, a CSP can be able to re-
duce customer churn. 

Most likely the first step for a CSP to benefit from big data is to utilize it 
while implementing the data brokerage data business model. This could pro-
vide early benefits while continuing a lengthy process of building big data 
compliant IT architecture and making necessary organizational changes and 
acquiring needed human talent to fully capitalize on the technological capabili-
ties. Early benefits might tend to create a positive atmosphere also towards an 
organizational change that likely is needed while setting forward changes in IT 
infrastructure and strategic business models. 

 
 

2.4 Challenges of Big Data in the telecom industry 

The issues with implementing big data into the telecommunication industry are 
similar as seen across all industry verticals. Dhar & Mazumbar (2014) listed the 
main challenges that companies in all industries must likely face when adopt-
ing big data technologies. The challenges listed where the interoperability of IT-
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technologies, manageability of big clusters of hundreds of nodes, security of 
data, the maturity of big data technology providers, development scalability 
and maintainability of proper tools, and finally the reusability of the solution. 
The interoperability of IT-technologies is due to enterprises already having in-
vested in business intelligence solutions and integrating big data solutions 
seamlessly to existing technologies is difficult and requires additional invest-
ments (Dhar & Mzumbar, 2014).  

While implementing big data technologies the management of a large 
cluster of hundreds of nodes creates a problem for most companies, since a 
complete solution for managing and recovering big clusters is usually missing 
(Dhar & Mazumbar, 2014). As a company adopts big data technologies it also 
needs to adapt its organization to fit the new requirements.  

Even if the implementation of the required technologies for big data anal-
ysis is successful, there is a shortage of analytical and managerial talent neces-
sary to capture the full potential of big data (Manyika et al., 2011, Wielki, 2013). 
Making use of the gathered data requires specific skills which only well-trained 
data scientists can achieve. On top of the lack of appropriate skills, the organi-
zations are likely to have internal structural barriers which create “organiza-
tional silos”. Data connected to specific organizational functions (i.e. distribu-
tion, sales) are collected in “functional silos” rather than shared for the benefit 
of the entire company (Wielki, 2013). This type of challenge is likely due to 
company internal data sharing politics (Schroeder, 2016).  It is important to en-
sure that the people who understand the business problems are able to use the 
right kind of data and be able to work with people who have the required prob-
lem-solving skills (Wielki, 2013). 

Identifying the value in data requires a business mindset and a newer 
company culture which company managers might disregard due to old ways of 
working and habits. Therefore, the inability of senior management to view big 
data in a way in that it is strategically a key component of the company is noted 
to be a challenge as well (Wielki, 2013). The mindset of the managers should 
shift from making decisions on hunches and instinct to making decisions which 
are as data-driven as possible. Though data-driven decisions are not to be fully 
depended on, since data might not be providing the whole picture to a particu-
lar situation due to gaps in data signals or biases in data collection. Additional-
ly, some managers might see that the effort of changing the company IT archi-
tecture to be big data compliant is too large compared to the benefits that it can 
create. This might be due to investments made towards software (some of 
which might be considered as legacy) already providing decent value by ful-
filling current business requirements. 

Even in the situation where the telecom provider is successful in gathering 
large amount of data in an efficient way, the complexity of data is a significant 
challenge. Today smartphones, personal computers, tablets, internet-of-things 
and various other sensors generate contextual and signaling data which might 
not have standardized formats. Schroeder (2016) describes that the big data us-
ers are facing challenges of poor data quality, missing knowledge of data con-
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text, lack of standards and accessibility towards the data and unstandardized 
regulations. Though the data might be plenty, there is an issue of the data quali-
ty being generally low.  

Typically, data scientists might spend 75% to 80% of their time cleaning 
the data and preparing it for analysis (Schroeder, 2016). E.g. two datasets which 
are supposed to be merged might differ in their date format. Hence, the date 
format must be unified before merging the two datasets. Organizations expect 
to be able to analyze and react on information given from data in real time, but 
excessively long time taken in order to analyze huge data sets is a common 
problem (Wielki, 2013). Without the ability to react fast enough, the value of the 
data driven information deteriorates. If you were to receive tomorrows news-
paper today it would be greatly valuable, but if you receive it tomorrow like 
everybody else it would contain information of insignificant value.  

The most demanding challenges in big data arise from the legal aspect of 
handling different types of data. Some challenges relate to such issues as copy-
right, database rights, confidentiality, trademarks, contract law and competition 
law (Wielki, 2013). Therefore, CSPs need to remain transparent in their data col-
lecting practices and ensure legality of data usage is maintained.  

Most importantly, there is the issue of data security and privacy which is 
likely to be the most challenging and concerned problem in big data (Matturdi 
et al., 2014). The challenge pre-existed big data in the industry, but likely ampli-
fies its significance due the new types of private insights which can be deter-
mined and gathered. The damage that a hacking attack creates might be in-
creased significantly, since data would be gathered to data pools within the or-
ganization. The risk of leaking sensitive consumer data (i.e. consumer profiles, 
habits etc.) rises as data is combined from several sources. This aspect high-
lights the importance of maintaining sufficient company wide data security pro-
tocols and security software at the same time as the handling and analyzing of 
big data progresses. The following chapter will explore more on this issue. 
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3 PRIVACY IN BIG DATA 

Personal privacy can be understood as everyone’s own right to be left alone. It 
refers to personal information which has multiple dimensions: privacy of every 
individual’s body, privacy of individual’s personal behavior, privacy of person-
al communication, and privacy of personal data (Luo, 2002). This chapter will 
focus on the privacy of individual’s personal behavior, communication and per-
sonal data as the privacy dimensions which might be affected by the big data 
techniques.  

As mentioned in the introduction of this paper, O’Leary (2015) refers pri-
vacy as the ability of an individual to maintain or ensure information asymme-
tries over that individual’s data and limit others from knowing or learning 
about them. Big data techniques are sometimes specifically used to gain insights 
about the behavior and attitudes of people when creating user profiles. Basical-
ly, the goals of big data and privacy seem to be fundamentally contrary to each 
other. As Shrivastva et al. (2014) noted, the most concerning challenge that big 
data needs to sort out is the privacy and security of information.  

The former chapter explained how CSPs can utilize the data which they 
process for their economic benefit. In this chapter the privacy related issues are 
explored more deeply in order to get a more substantial look on what a CSP 
must keep in mind when seeking for those benefits. 

 

3.1 Threats towards personal information 

Shrivastva et al. (2014) define privacy as preventing the disclosure of sensitive 
information. Another definition of privacy is aimed at negative or “damaging” 
surveillance or unauthorized disclosure of a person (O’Leary, 2015). O’Leary 
(2015) explains that privacy refers to the freedom from damaging publicity, 
public scrutiny, secret surveillance, or unauthorized disclosure of someone’s 
personal data or information, as by a government, corporation, or individual. 
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As mentioned before, probably the most challenging and concerned problem in 
big data is the issue of security and privacy (Matturdi et al., 2014). 

The volume of information is a critical privacy parameter (O’Leary, 2015). 
As O’Leary (2015) explains, there is an uneven amount (volume) of data about 
some entities, agents and resources, and this indicates that more analysis can be 
done about some entities and agents compared to others. This results in more 
monitoring or surveillance being done on some individuals than others 
(O’Leary, 2015). E.g. the younger more “tech savvy” generation might subscribe 
to more digital services and generate more data than the older generation of 
people. Interestingly, Taddicken (2014), who performed a survey relating to 
privacy concerns on the social web, found the age of respondents having hardly 
any impact on the level of self-disclosure. Taddicken (2014) also concluded that 
users who are generally more willing to disclose much of personal information 
disclose the most on the social web. Then again, some people might value their 
privacy more than others and knowingly refuse to use some digital services and 
hence cognitively not generate as much data. Taddicken (2014) had a finding 
that people who prefer to stay self-contained actually reveal less information by 
resisting the invitation of the social web to disclose personal information. They 
might use add blocking tools and features enabling anonymity when e.g. 
browsing the internet.  

Shrivastva et al. (2014) lists the major challenges of big data privacy being 
context-based privacy, co-related and aggregated data sets, threat modelling, 
privacy budgeting, and lastly policy and legal ramification. Whereas Matturdi 
et al. (2014) define one big data and privacy related issue as being the act of 
combining personal information of a person with external large data sets, which 
might lead to the inference of new facts about that person. There is a significant 
possibility that these kinds of facts about the person are secretive and the per-
son might not want the data owner or any other person to know about them. 

Furthermore, Terzi et al. (2015) describe in their survey that many 
big data projects are indicating the violation of people’s privacy. According to 
Terzi et al. (2015) the increasing privacy concerns in big data include knowing 
new and secret facts about people by combining their personal information 
with other data sets. Organizations hence add value to themselves by collecting 
data from unaware people, threating illiterate people by predictive analysis of 
social media, tagging discriminated people by law enforcement, conflicting 
laws in different countries and lastly exchanging datasets between organiza-
tions (Matturdi et al.,2014; Terzi et al., 2015). This might sound as exaggeration, 
but at least companies have been known to exchange datasets between organi-
zations and it is the business method when following the data distributor big 
data business model type. 

Correspondingly, Jensen (2013) assumed two modes for the utilization of 
datasets of big data analytics, depending on the intention of its use. The first 
mode consisted on the verification of a pre-existing hypothesis and the second 
mode is that of identifying interesting facts hidden within the dataset. Two key 
concepts of aggregation of datasets within big data context were defined to be 
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the aggregation of schematically identical datasets, and the linkage creation by 
joining datasets from disjointed contexts. Creating a linkage between different 
datasets require the use of some key information shared in both datasets which 
are data fields that have identical, similar, or otherwise sufficiently related val-
ues. Such values might be email addresses, postal codes, or combinations of IP 
addresses and timestamps. The usage of the identity of the service user for da-
taset linkage bears some challenges in the privacy of an individual (Jensen, 
2013.). When others piece data together that normally is not together, loss of 
privacy can happen since doing so might provide insight about an individual.   

Anonymization of the data has been discussed as the key for privacy 
compliant big data utilization. Yet, one of the major threats to privacy in big 
data analytics is the ability to perform “re-identification attacks” (Matturdi et al., 
2014). The re-identification attack is an intentional act which refers to the ability 
of a huge dataset being explicitly scanned for correlations which lead to unique 
fingerprints of individuals. Linking different types of datasets together increas-
es the uniqueness of each entry to the point that a link referring to an individu-
al’s identity can be established (Jensen, 2013.)  

The re-identification attack has three sub-categories of attacks, which are 
correlation attacks, arbitrary identification attacks and targeted identification 
attacks. The correlation attack consists of linking a dataset of uniform data val-
ues to other sources to create more unique database entries. An effective corre-
lation attack consists of linking additional datasets with at least one entry that is 
unique in its combination of data fields, or to the point that no two in the data-
base have all data field values identical (despite the user identification). Corre-
lating two datasets by userIDs creates more information per userID, allowing 
for a more precise analysis on the individuals behind the data (Jensen, 2013.). 

A targeted identification attack is an attack where an adversary tries to 
find out more details for a given individual human being. It is only successful if 
it is possible to link some entries in the database to the identity at hand, with a 
sufficient level of probability. This type of an attack is the most threatening of 
the re-identification attacks, as they are likely to have the largest impact to an 
individual’s privacy (Matturdi et al., 2014; Jensen, 2013). 

All things considered, there is a need to develop big data techniques that 
can collect information for user profiles while at the same time respecting the 
privacy of the users (Hasan et al., 2013). Many aspects need to be considered to 
fulfill this need. The exchange of data with third parties should be done in a 
responsible manner where the CSP, which is selling the data, ensures that the 
data is used for its predefined and intended purpose. In addition, the data 
should be anonymized accordingly to requirements with no ability to re-
identify the users. That is if the users wish to be unknown. 

If a CSP would implement big data techniques to analyze and utilize the 
data generated by their service subscribers, the subscribers should be notified 
about it. In other words, the users should be made aware of the fact that their 
data is gathered and analyzed to bring out new insights of them or their behav-
ior. Giving the subscribers a choice to either forbid or allow the usage of their 
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data empowers them and more likely makes them more susceptible to the idea 
of giving a CSP control of their data. 

3.2 Enhancements 

It is possible that the existing telecommunication ecosystem will become the 
preferred and trusted keeper of personal data, since the industry has a good 
record in dealing with customers’ data, the strict regulatory framework in place, 
and its inherent data protection obligations (Dam, 2013.) Privacy can be en-
hanced by the means of gathering only the required data for specific analyzing 
(O’Leary, 2015). With respect to the data volume being gathered, O’Leary (2015) 
explains that if there is less data, there is less information and potentially great-
er privacy.  

Other privacy enhancing solutions have been proposed, e.g. the integrated 
Rule-Oriented Data System (iRODS), which addresses privacy challenges across 
a broad spectrum of communities, with differing institutional goals and securi-
ty and privacy concerns, by providing the adopter community the ability to de-
velop and deploy solutions for data management, which are specific to organi-
zational needs (Matturdi et al., 2014).  

Shrivastva et al. (2014) proposed that the differential privacy approach for 
big data privacy can fulfil most of the challenges that could be encountered 
while preserving privacy in big data. To put it simply, the differential privacy 
approach relies on the probability that the output of two datasets will be nearly 
the same. When nearly the same output is produced from two different datasets, 
the adversary is not able to determine the actual targeted data set by any quasi 
identifier. In contrast, Hasan et al. (2014) explained that the differential privacy 
approach can render some subsets of the randomized data less useful while 
preserving poorly the privacy of individuals.  

Certainly, some of the enhancements in big data privacy do not stem from 
technical issues, but merely are based on legislation and organizational matters. 
The next section will focus on the regulations set for data owners in order to 
enhance the privacy of individuals. 

3.3 Regulations 

Regulations set by governments and other authoritative institutes create priva-
cy and data protection laws to secure and ensure individuality of the members 
of its society. Jensen (2013) described three major challenges in creating privacy-
compliant big data analysis. These challenges were interaction with individuals, 
getting consent, and revocation of consent and deletion of personal data.  

According to Shrivastva et al. (2014), privacy can be preserved by impos-
ing the rules and legality to an individual and an organization. In most big data 
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contexts, it is necessary to collect and process information that is bound to spe-
cific individuals. Including personally identifiable information to the scope of 
big data analytics entitles each individual to be informed about every type of 
data processing that is involved in this data. That right, which for European 
countries is fixed in the European Data Protection Directive, must be granted on 
a per-request basis (Jensen, 2013.). A company, which gathers personal data for 
later processing, must disclose the data of an individual as well as provide de-
tails on the algorithms and processes that are involved in the big data analytics 
performed with them. Conversely, the legal obligation to disclose complex data 
mining algorithms might pose a challenge to big data processing, since they can 
be considered business secrets of the data analyst (Jensen, 2013.).  

Regulations and privacy laws require the gathering of an informed con-
sent from individuals prior to processing their data (Jensen, 2013). Oral and 
written pledges are the most common solutions to ensure security and privacy 
(Matturdi et al. 2014). This aspect has similar complexity issues as explained 
above. Providing an informed consent implies that an explanation of highly 
complex algorithms must be conveyed to each individual in an understandable 
way. Making everyone truly understand these techniques and algorithms is 
quite a challenge for the data analyzing organization (Jensen, 2013.) It is highly 
likely that the workings of complex algorithms and all intentions of data ana-
lyzing cannot be understood by all individuals, which enhances the responsibil-
ity factor of the CSP and the regulatory body. 

According to European privacy laws like the General Data Privacy Regu-
lation individuals have the right to decide to revoke their given consent for pro-
cessing their personal data at a later stage and have the right to be forgotten by 
the data processor. The individual might decide to do so e.g. due to mistrust 
towards the data collector. The privacy law implies that all processing of per-
sonal data of the individual revoking consent must be stopped and the data 
must be deleted. The challenge in deleting individual personal data is in the 
possibility of that data been already spread widely among data collectors and 
analysts. Keeping track of a particular individual’s data throughout big data 
analytics contexts can be met by organizational requirements e.g. the means of 
log files (Jensen, 2013).These requirements strengthen the need for big data sys-
tems to be privacy compliant by design, which likely slows down the imple-
mentation of big data technologies in CSPs.  

The privacy laws are strict for a good reason, but they can be seen to de-
celerate the swiftness of big data implementation. Yet, in different perspective 
the CSPs have the possibility to stand out from the competition by being early 
in providing privacy compliant big data driven services to their subscribers as 
well as business partners. While traditional CSPs, with their existing and possi-
bly outdated IT infrastructure, are coping to the new regulations, new emerging 
competitors in the industry might have the advantage of not being weighed 
down by legacy IT infrastructure. True privacy compliancy and big data driven 
services by design can be then achieved relatively swiftly. 
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To summarize, big data describes a data environment in which scalable 
architectures support the requirements of analytical and other applications 
which process, with high velocity, vast volume of data which may have a varie-
ty of different data formats and which may include high velocity data acquisi-
tion. The fundamental goal of big data is to discover insights from data which 
in turn can be a major privacy issue when the data subjects are individual peo-
ple. In definition, privacy refers to the ability of an individual to maintain or 
ensure information asymmetries over that individual’s data and limit others 
from knowing or learning about them, which is highly contrary to the goals of 
big data. Nevertheless, there is a medium where big data, when regulated and 
utilized responsibly, can bring extensive benefits for CSPs as well as for their 
customers. CSPs could implement data-driven business models while their cus-
tomers could relish on the improved customer experience. To achieve the me-
dium, CSPs must gain the consent of their customers for their data to be utilized 
in the manner that big data strives for. The historical position of CSPs, being a 
trusted handler private data (phone calls, messages etc.), may indeed foster the 
pursuit of CSPs towards big data compliant business models. 

The next chapter will examine the empirical part of this thesis and present 
a research model relating to the perceived information risks that telecommuni-
cation service subscribers might experience.  The research model is tested by 
conducting a survey regarding on how service subscribers’ consent to their data 
being analyzed and the results will be measured in respect of e.g. reliability, 
validity and significance. 
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4 EMPIRICAL RESEARCH 

This chapter describes the methods in which the empirical study for this thesis 
was be performed. The research model and survey questions are based on a 
study by Libaque-Sáenz et al. (2016) examining the factors influencing risk per-
ception of telecom customers in the Korean telecommunication market. The 
study as well as the literature review of this study imply that in general, there is 
a need for overall improvement concerning privacy-related issues in the tele-
communication industry and that the service providers ought to raise the level 
of customer trust and improve their practices related to information privacy in 
order to raise customer satisfaction and decrease the concerns towards infor-
mation privacy. In the light of these findings, the objective of this thesis’ empiri-
cal research is to measure the survey results gathered in contrast to the original 
study and analyze them in the context of the Finnish market.  

First the objective of the study is presented with the support of the re-
search questions. After this the research approach and research method are ex-
plored by clarifying how the material was gathered, the content of the survey 
and analyzation of the survey material. Finally, the results are summarized and 
reflected upon in the final chapter. 
 

4.1 Objective of the study 

4.1.1 Research problem and questions 

The objective of this study is to clarify the positive as well as the negative priva-
cy related issues of the implementation of big data technology and techniques 
in the telecom industry. The subject of the privacy related issues are the private 
individuals who subscribe to telecommunication services. The following re-
search questions where set for the examination of the research problem: 
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• What are the privacy related issues of implementing big data tech-
niques in telecommunication companies? 

• How do communication service subscribers consent to their data 
being analyzed? 

The intend of this study is to highlight the aspects which should be taken into 
consideration by CSPs to produce firm and fair big data driven services while 
ensuring sufficient level of privacy. Next the research approach selected for this 
thesis is described. 

4.1.2 Research approach 

Quantitative research was the research approach selected for this thesis, be-
cause the intention of the study is to map the opinions of a large number of 
communication service subscribers towards the utilization of the data they gen-
erate. The quantitative research approach aims to give a general understanding 
of the subject at matter and drives to answer questions like how many, how 
much or how often (Vilkka, 2007, 14). Quantitative research can be argued to be 
a sufficient research method to get a broad spectrum of responses through dif-
ferent demographics of service subscribers and draw statistical conclusions 
about how they experience their privacy.  

The quantitative research method is done in a form of an online survey in 
order to gather as much data as possible in a short period of time. Along with a 
method for gathering data, a quantitative research requires the analyzation of 
the data by applying a research model to verify the reliability and validity of 
the model and data. 

4.2 Reliability and Validity 

Reliability refers to the statistical measure of how the data from the survey in-
strument is reproducible. Meaning that the same results can be reproduced out 
of similar conditions every time the research instrument is used. Yet, it is ex-
pectable that gathered data from a survey will have some amount of error in it 
(Litwin, 1995.). To minimize the chance of a random error, the survey is aimed 
to gain as many answers as possible with the limited time to perform the study. 
The survey of this thesis was open for replies for 9 days and gathered a total 
amount of 176 answers. Typically, a quantitative research has a large number of 
respondents and it is recommended that the minimal amount would be at least 
100 (Vilkka, 2007, 17). Additionally, to minimize the occurrence of measure-
ment error, the survey will question the respondents’ demographic information 
and hence add precision to the survey. 

Validity of a survey aims to assess on how well it measures what it sets 
out to measure. The survey’s goal is to measure how do the communication 
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service subscribers consent to their data being analyzed. Content validity is a 
non-scientific measure of a survey instrument’s accuracy. It is a subjective 
measure of how appropriate the survey items seem to an organized review 
(Litwin, 1995). Content validity of the survey may be enhanced by the supervi-
sor of this thesis. 

A challenging aspect of creating a survey is to make the respondent moti-
vated enough to answer it with adequate thought and focus. Therefore, the sur-
vey had minimal amount of pretext in order to maintain the respondents’ inter-
est in continuing rather than losing interest due to heavy reading. The survey 
was promoted to take only 10 minutes to fill out entirely.  

The short amount of pretext may have an effect to the validity of the re-
search, since a respondent might not fully understand what information about 
them could be included in personal data. Yet, there has been a lot of discussion 
in the public media about personal information privacy during the last century 
and a basic knowledge of the content of personal information data should be 
known to the majority of the general public. 

In addition to the lack of effort in educating the respondent for the survey, 
the respondent might feel impatient in replying to a survey and discard the im-
portance of fully understanding the survey questions and their specific mean-
ing. As personal information data might be comprehended in several ways de-
pending on the respondents’ viewpoint on the subject, some inconsistencies 
might be produced in the answers. 

The survey questions are based on the hypotheses introduced on the next 
chapter. Each of the hypotheses are asked about in the survey using two to four 
questions to support their claim. All together 20 questions were used in the sur-
vey. 

4.2.1 Hypotheses 

In effort to investigate the second research problem several hypotheses are test-
ed. The second research problem aims to answer how do communication ser-
vice subscribers consent to their data being analyzed. To answer the problem, a 
research model was adopted from the study of Libaque-Sáenz et al. (2016). The 
hypotheses of the research model are justified by the literary review of prior 
academic articles. According to their research results, factors which affect the 
experienced privacy of telecommunication service subscribers can be numerous 
and these factors are tested on the research model. Libaque-Sáenz et al. (2016) 
validated their research model (Figure 4) to be able to test four dimensions of 
information practices, their interrelations and the effect of information practices 
on trust, information privacy concerns and perceived information risks.  

The Figure 4 illustrates 7 different hypotheses and their theoretical nega-
tive or positive relations between factors. This also creates a path model which 
connects variables and constructs based on theory and logic. The research mod-
el defines the perceived information risks (PIR) to be the dependent variable 
due to an argument that risk beliefs can be affected by information privacy con-
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cerns, trust and information practices (perceived data control). The dependent 
variable is defined as individual’s beliefs regarding potential loss associated 
with giving CSPs permission to use personal information. In turn, perceived 
policy awareness and perceived information protection are hypothesized to 
positively correlate with perceived data control. Next the hypotheses are de-
scribed more in detail. 

 

 

 
 
First of the hypotheses aims to explain the correlation between Trust (TRU) 

and Perceived Information Risks. According to Pavlou and Fygenson (2006), 
trust is defined as individuals’ beliefs that CSPs will act according to their ex-
pectations without exploiting their vulnerabilities. After CSPs have gained trust 
of their service subscribers, the consumers will develop lower level of risk per-
ception towards the CSPs. Thus, the first hypotheses states that there is a direct 
negative relationship between trust and perceived information risks. 

 
H1: Trust negatively influences perceived information risks 
 
 Secondly, the relationship between the information privacy concerns (IPC) 

and the perceived information risks is proposed by the second hypotheses. 
 
H2: Information privacy concerns positively influences perceived infor-
mation risks. 

 
The privacy concerns variable defined here ques from Smith et al. (1996)’s de-
scription of an individuals’ level of anxiety regarding CSPs information practic-
es. As anxious people tend to perceive higher risks than non-anxious people, it 

Figure 4 Research model (Libaque-Sáenz et. al, 2016) 



33 

is hypothesized that information privacy concerns have a direct positive effect 
on perceived information risks.  

Perceived data control (PDC) is defined by Xu et al. (2011) as individuals’ 
perceptions of their ability to control the usage of their personal information by 
CSPs. As people feel that they are in control, they are more willing to take risks 
and additionally they tend to estimate those risks as less serious (Brandimarte 
et al., 2013). Thus, the third hypotheses states that individuals’ feeling of being 
in control positively influences trust towards the CSPs. 

 
H3: Perceived data control positively influences trust 

 
As individuals feel that they are in control of their personal data, the perceived 
measure of risks is lower, thereby having a negative relation towards the per-
ceived information risks variable. 

 
H4: Perceived data control negatively influences perceived information 
risks 

 
Finally, the feeling of being in control of their own personal information also 
negatively influences information privacy concerns of individuals. Hence, the 
fifth hypotheses states that data control lowers information privacy concerns. 
 

H5: Perceived data control negatively influences information privacy con-
cerns. 

 
The concept of data control is affected by the perceptions of information 

policy awareness and information protection. Perceived policy awareness (PPA) 
is defined as individuals’ perceptions of the degree to which they understand 
CSPs information practices (Pavlou & Fygenson, 2006). For individual’s, priva-
cy policies are the assurances letting them believe that companies will behave 
accordingly (Xu et al., 2007). This leads to the sixth hypotheses to state that the 
policy awareness that individuals perceive makes them feel more in control. 

 
H6: Perceived policy awareness positively influences perceived data con-
trol 

 
Perceived information protection (PIP) is defined as individuals’ perceptions 
that their CSPs have the ability to keep their personal information safe from 
security breaches (Pavlou & Fygenson, 2006). This means that when individuals 
believe that CSPs are competent to keep their personal information safe from 
security breaches, they will have higher perception toward their own ability to 
control the usage of personal information by the CSPs. Hence, the final hypoth-
eses states that a higher perception of information protection leads to higher 
perception of data control. 
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H7: Perceived information protection positively influences perceived data 
control. 

 
As for mentioned in the previous chapter each of these hypotheses are tested by 
two to four questions in the survey of this research. The next chapter describes 
the execution of the research more in detail by validating its content and listing 
the survey questions. 

4.3 Research execution 

As the empirical part for this thesis is done as a quantitative research, this chap-
ter describes the collection of data via a survey, the content of the survey, ques-
tions (or measurement items) presented and ways the data was analyzed. The 
survey was created, published and initially analyzed on the online survey plat-
form webropolsurveys.com. The survey was distributed by using an email list 
of students and faculty of the University of Jyväskylä, by word of mouth and 
posting a link to the survey on a messaging platform with a group of an around 
100 participants. Additional interest towards answering the survey was sought 
by having a lottery for three gift certificates at the end of the survey. 

Since the survey was sent to mostly a Finnish demographic, it had two 
language options (Finnish and English). The Finnish language version of the 
survey questions were added to this thesis as the second attachment. The next 
chapter lists the English language questions as the measurement items of the 
survey (table 2). 

4.3.1 Survey content 

Dinev (2014) emphasized that there ought to be more research in the anthropo-
logical and culture aspect of privacy since privacy patterns differ widely from 
one society to another. The survey of this thesis included demographical ques-
tions to enable the analyses of its findings to similar surveys done in different 
countries. Because the survey will be performed in Finland it is likely that the 
results will provide insight in the attitudes of Finnish people towards their data 
privacy. 

The survey included the measurement items (table 3) presented in the 
study of Libaque-Sáenz et al. (2016). The questions were translated to Finnish 
language (appendix 2) in order for the respondents to have the ability to choose 
to answer the survey in either their native language or in English language. In 
the following table the measurement items are presented in the categories of 
their latent variable. 
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Information Privacy Concerns (CON) 

CON1a 
 

I am concerned that if I give permission to my Network Operator 
to use my personal information they have stored; this information 
could be misused 

CON2a I am concerned that others can find private information about me if 
I give permission to my Network Operator to use my personal in-
formation which they have stored 

CON3a I am concerned about giving permission to my Network Operator 
to use my personal information they have stored because of what 
others might do with it 

CON4a I am concerned about giving permission to my Network Operator 
to use my personal information they have stored because it could 
be used in a way I do not foresee 

Trust (TRU) 

TRU1b My Network Operator will be competent in using my personal in-
formation 

TRU2 b My Network Operator will be honest in the ways it will use my 
personal information 

TRU3 b My Network Operator will not seek to take advantage of me if I 
give permission to use my personal information 

Perceived Information Risks (PIR) 

PIR1a It would be risky to give permission to my Network Operator to 
use my personal information they have stored 

PIR2 b If I give permission to my Network Operator to use my personal 
information they have stored, there would be high potential for 
privacy loss 

PIR3 b If I give permission to my Network Operator to use my personal 
information they have stored, my personal information could be 
inappropriately used 

PIR4 b If I give permission to my Network Operator to use my personal 
information they have stored, it would involve many unexpected 
problems 

Perceived Data Control (PDC) 

PDC1 b If I give permission to my Network Operator to use my personal 
information they have stored, I will have control over who can get 
access to it 

PDC2 b If I give permission to my Network Operator to use my personal 
information they have stored, I will have control over what person-
al information is used 

PDC3 b If I give permission to my Network Operator to use my personal 
information they have stored, I will have control 
over how it is used 

PDC4 b If I give permission to my Network Operator to use my personal 
information they have stored, I will have control 
over it 
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Perceived Information Protection (PIP) 

PIP1a I expect my personal information to be adequately protected if I 
give permission to my Network Operator to use it 

PIP2a I feel secure that my personal information will be kept private if I 
give permission to my Network Operator to use it 

Policy Awareness (PPA) 

PPA1 a I believe my Network Operator will disclose the way my personal 
information will be collected, processed, and used 

PPA2 a I am confident that my Network Operator’s privacy policy will 
have a clear and conspicuous disclosure 

PPA3a I am confident that I will be aware and knowledgeable about how 
my personal information will be used  

Scale: 
a  Strongly disagree / strongly agree 
b Extremely unlikely / extremely likely 

Table 3 Measurement Items (Libaque-Sáenz et al, 2016) 

4.3.2 Analyzing the data 

The analyzation of the gathered data was started off by initially skimming 
through the answers by using the reporting view of Webropol online survey 
software. Two of the responses were discarded from the material due to defec-
tive and improperly filled out survey forms. Only fully filled responses were 
approved for further analyses. All together 179 responses were submitted of 
which 2 of them being discarded due to insufficient filling of the survey. Next 
the data was exported from the online survey platform to an excel format. The 
excel format acted as the raw data to be used for further analyzation. 

The analyzation of the raw data was initiated by using the SPSS 24 soft-
ware to review the frequencies and descriptive statistics of the demographic. 
After the initial review of the demographical findings a confirmatory factor 
analysis was performed (CFA). The objective of the confirmatory factor analysis 
is to test whether the data is a good fit with the hypothesized measurement 
model (Kline, 2015 p.8). The structural equation modeling (SEM), which in-
cludes a diverse set of mathematical models (including CFA) (Ringle et. al, 
2015), was performed using SmartPLS (v. 3.2.8) software. Partial least square 
approach for structural equation modeling (PLS-SEM) was preferred for this 
study despite covariance-based structural equation modeling (CBSEM) being 
considered the most appropriate statistical methodology when the goal is to 
further test and develop causal modeling where the theory is strong (Henseler 
et. al., 2009 p. 296). Additionally, it was noted that PLS-SEM has gained critique 
about its shortcomings as a method according to Rönkkö et. al. (2016). 

Reliability of the construct was measured by coefficient alpha (Cronbach’s 
alpha), which measures internal consistency reliability, the degree to which re-
sponses are consistent across the items within a measure (Kline, 2015 p. 69). 
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Since the coefficient alpha tends to provide a severe underestimation of the in-
ternal consistency reliability in latent variables in PLS models, it is appropriate 
to apply composite reliability measure, which takes into account that indicators 
have different loadings (Henseler et al., 2009 p. 299). Regarding the reliability of 
the measurement items, each indicator is assessed by their factor loadings. 

Validity of the data is then examined by noting the constructs convergent 
validity and discriminant validity. Convergent validity is measured by as aver-
age variance extracted (AVE) as a criterion, which signifies that the set of indi-
cators represents one and the same underlying construct and can be demon-
strated through their unidimensionality (Henseler et al., 2009). Discriminant 
validity is measured by the Fornell-Larcker criterion. The criterion assumes that 
a latent variable shares more variance with its assigned indicators than with 
any other latent variable (Fornell & Larcker, 1981). The AVE of the latent varia-
bles should be greater than the latent variable’s highest squared correlation 
with any other latent variable (Henseler et al., 2009). 

The structural model was assessed by coefficient determination (R2) of the 
endogenous latent variables. Additionally, the estimated values for path rela-
tionships in the structural model were evaluated in terms of significance. The 
analyzation described above will be put to context on the next chapter where 
the results for these aforementioned measurement instruments are presented. 
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5 FINDINGS AND CONCLUSIONS 

This chapter describes the findings of the research survey and aims to explain 
them in the context of the theoretical framework. First, the demographic results 
were analyzed followed by examining the answers of the theoretical part of the 
survey. Subsequently, the survey results were investigated using the research 
methods related to quantitative studies. After coding the answer material, the 
correlations of the factors were analyzed and reflected to the general population. 

5.1 Description of material 

According to Vilkka (2007, 17) it is typical for a quantitative research that the 
amount of responses is large, but the recommended minimum amount for ob-
servations units is 100 if the research uses statistical methods. It is mentionable 
that the sample of the population never fully describes the population and due 
to that reason, the gathered results are only valid in some probability with the 
general population. Additionally, the sufficiency of the amount of responses 
depends on the methods used when analyzing the results. E.g. if the objective of 
the analysis is to compare different groups, the size of the sample should be no 
less than 30 from each group (Vilkka, 2007, 56-57.) 

5.2 Respondents´ background 

5.2.1 Demographical findings 

The survey began by asking questions about the respondent’s background. The 
demographical questions included inquiries regarding the respondents’ gender, 
age, level of education and occupation. Additionally, the respondent was asked 
to select one or more service providers to which the respondent was subscrib-
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ing to. The demographical questions disclosed the differences between the sur-
vey respondent sample and the general population of Finland. 

Firstly, the survey gathered responses majorly from male respondents as 
59,7% of the subjects were male and 40,3% female. This ratio does not comply 
with the population of Finland as the male gender only represents 49,3% of the 
Finnish population (Statistics Finland, 2018). 

Secondly, age distribution between the respondents directed heavily to 
people in their mid-twenties. The youngest of the respondents were the age of 
18 while the oldest were 57 giving a range of 39 years of age. The mean age was 
29,43 and median was 27. Age was inquired by an open question. When com-
paring to the survey respondents’ age structure to the age structure of Finland, 
provided by Statistics Finland (2018), it is evident that the survey findings point 
to the younger demographic rather than the whole of the Finnish population 
(table 2). 
 
Age Survey respondents (%) Age structure in Finland (%) 

15–19 2,8 % 5,4 % 

20–24 25,6 % 5,9 % 

25–29 36,4 % 6,4 % 

30–34 15,9 % 6,4 % 

35–39 6,3 % 6,4 % 

40–44 8,0 % 6,0 % 

45–49 1,7 % 5,9 % 

50–54 2,8 % 6,7 % 

55–59 0,6 % 6,6 % 

Table 4 Age structure of survey respondents & Finland compared (Statistics Finland, 2018) 

The question about the level of education offered four prefixed options. 
Most of the respondents, 46,6 %, informed undergraduate degree as their high-
est level of education. Both upper secondary education and graduate degree 
options gathered about a fourth of the answers. One percent of the respondents 
had a doctoral degree. 

The occupation was enquired by giving the respondent six options for an-
swering. Students formed the vast majority among the respondents, as 60 % 
represented the student demographic when inquired about their occupation. 
Managerial employees (19%) and employees (16%) were the second largest oc-
cupational groups among the respondents.  
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Variable Category Frequency % 

Gender Male 
Female 

 

105 
71 

59,7 
40,3 

Age 15-19 
20-24 
25-29 
30-34 
35-39 
40-44 
45-49 
50-54 
55-59 
 

5 
45 
64 
28 
11 
14 
3 
5 
1 

2,8 
25,6 
36,4 
15,9 
6,3 
8,0 
1,7 
2,8 
0,6 

Educational level Upper secondary education 
Undergraduate degree  
Graduate degree 
Doctoral degree 

 

48 
82 
44 
2 

27,3 
46,6 
25,0 
1,1 

Occupation Student 
Unemployed 
Employee 
Managerial employee 
Entrepreneur 
Other 

 

106 
1 
28 
34 
2 
5 
 

60,2 
0,6 
15,9 
19,3 
1,1 
2,8 

Table 5 Respondents’ demographic data 

5.2.2 Service provider  

Since the objective of the research was to investigate telecom customers’ opin-
ions on privacy, it was essential to enquire the service provider of the respond-
ent in order to determine whether there were disparities in the views of differ-
ent service providers’ customers. The respondents were able to choose several 
options due to the possibility that an individual respondent might subscribe to 
more than one service provider simultaneously. Therefore, the amount of an-
swers (242) exceeded the number of respondents (176). There are 4 major tele-
com companies in Finland competing for subscribers (Telia, Elisa, DNA and 
Moi). Saunalahti operates under the Elisa brand since it was acquired by Elisa 
in 2005. The two service providers were kept as separate answer options due to 
the possibility that a customer subscribing to Saunalahti’s services might not 
perceive Elisa as their primary service provider. 

The majority (59%) of the survey respondents subscribed to Telia while 
the second largest subscriber base was of Elisa (Elisa 36%, Saunalahti 16%). Also, 
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two telecom providers (MTS in Russia and TNNet Oy) were mentioned in the 
responses both only once. 

 
Variable  Frequency % 

Service provider Telia 
Elisa 
DNA 
Saunalahti 
Moi 
Other 

103 
64 
40 
28 
5 
2 

58,5 
36,4 
22,7 
15,9 
2,8 
1,1 

    

Table 6 Respondents' service provider data 

Market shares of the Finnish communication service subscriptions (when 
writing this thesis) are divided relatively evenly between three major operators. 
According to the Finnish Communications Regulatory Authority (2018), Elisa is 
leading the market with 38% of the total number of subscriptions followed by 
Telia (34%) and DNA (27%). Rest of the operators have a total of 1% market 
share combined. Contrary to the survey responses Elisa had slightly larger 
market share in Finland though the majority of the survey respondents pre-
ferred Telia as their service provider. 

5.3 Customer perception of privacy in the telecom industry 

5.3.1 Measurement model reliability and validity 

The reliability and validity of the model was measured by utilizing a measure-
ment model. Reliability refers to the degree to which a set of indicators of a la-
tent construct are internally consistent. CFA is used as a measurement tool to 
validate the measurement model. The measurement items where measured on a 
seven-point Likert scale. To begin with, the mean and standard deviation of the 
measurement items were calculated to get an overview on the general trends of 
the gathered responses and the scale of deviation within the items. 
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Construct  Mean Standard deviation 

CON 4,425 1,979 
PDC 2,804 1,514 
PIP 4,511 1,656 
PIR 4,101 1,783 
PPA 3,642 1,634 

TRU 3,992 1,695 

Table 7 Internal construct consistency 

The reliability of the survey subject factors was measured by examining 
their internal consistency with Cronbach’s alpha and composite reliability. The 
internal consistency between the values of 0 and 1 portrays to which extent the 
elements in a test succeed in measuring the same concept and is thus affiliated 
to the inter-relatedness of the elements within the test. Generally, a value be-
tween 0,70 and 0,95 is perceived as acceptable, since a value below this may be 
caused by a low number of questions, poor relation between the questions or 
heterogeneous constructs (Tavakol & Dennick, 2011). In practice, Cronbach’s 
alpha assumes factor loadings to be similar for all question items. Table 9 pre-
sents that the measurements for Cronbach’s alpha generated results within the 
acceptable range of from 0,790 (Trust) to 0,946 (Information Privacy Concerns).  

In turn, composite reliability does not assume factor loadings to be similar 
but reflects the varying factor loadings of the items. The more factor loadings 
fluctuate among the items, the higher the discrepancy between the values of 
composite reliability and Cronbach alpha. The classic reliability standard would 
be considered as a measurement of 0,70 or greater for a satisfactory composite 
reliability, yet acceptable reliabilities below this value maybe be obtained when 
an overall causal CFA model fit satisfactorily (Bagozzi & Yi, 2012). The data 
gathered for this study generated composite reliability values between 0,878 
(Trust) to 0,961 (Information Privacy Concerns) as described on table 9. As 
aforementioned, standard satisfactory value for composite reliability can be 
considered as 0,70 or greater, which the measurements fulfill. 

The convergent validity of the study, describing the degree of correlation 
between two measures within a concept, was researched by measuring the AVE 
(Average Variance Extracted) and factor loadings. According to Hair et al. (2014, 
618-619), an AVE -value of ,50 or higher is considered to be adequate as it signi-
fies that the factor explains at least half of the variation within the item. In this 
study the AVE -values fall in the range of 0,696 to 0,868 (table 9). The lowest 
AVE – values were received in the construct of Perceived Data Control (0,696) 
and Trust (0,706). This can be interpreted that even factors with the lowest AVE 
can still explain over half of the variation within them. If the measurement 
would have been below 0,5, it could have been interpreted that on average the 
constructs include more error in the items than variance explained by the latent 
factor structure set on the measure. 
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Discriminant validity is measured by the Fornell-Larcker criterion (table 8), 
which assumes that a latent variable shares more variance with its assigned in-
dicators than with any other latent variable. According to Henseler et al. (2009), 
the AVE of the latent variables should be greater than the latent variable’s high-
est squared correlation with any other latent variable. The bolded values on 
table 8 present the squared AVE’s of variables, which are higher than compared 
to other latent variables. 

 

  IPC PDC PIP PIR PPA TRU 

IPC 0,927 
     

PDC -0,291 0,834 
    

PIP -0,479 0,388 0,932 
   

PIR 0,803 -0,300 -0,522 0,865 
  

PPA -0,481 0,518 0,632 -0,516 0,846 
 

TRU -0,463 0,565 0,635 -0,481 0,662 0,840 

       
Table 8 Discriminant validity (Fornell-Larcker Criterion) 

The coefficient of determination (R2) is a measure of the model’s predictive 
accuracy but can be also viewed as representing the exogenous variable’s (i.e. 
Perceived Policy Awareness) combined effect on the endogenous variable(s) (i.e. 
Perceived Information Risks) (Hair et al.,2014). This effect ranges from 0 to 1 
representing complete accuracy but rough estimates regarding acceptable R² 
levels or predictive accuracy are tolerably 0,75 (substantial), 0,50 (moderate) 
and 0,25 (weak). The R² measures of this study (table 8 & figure 5) range from 
IPC being the weakest (0,085) and PIR being the most substantial (0,659). The 
very low value of IPC implies almost insignificant predictive accuracy of the 
construct. The high statistical significance of the latent variables described by 
the t-values clearly exceed the minimum acceptable value of 1,96 (Hair et al., 
2014 p.102). 
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Construct Cronbach’s 
alpha 

Composite 
Reliability 

AVE Construct 
items 

t-value R² 

Information 
privacy 
concerns 

0,946 0,961 0,860 CON1 
CON2 
CON3 
CON4 

 

80.936*** 
67.579*** 
92.410*** 
61.025*** 

0.085 

Perceived 
data control 

0,855 0,900 0,696 PDC1 
PDC2 
PDC3 
PDC4 

 

5.834*** 
34.933*** 
24.448*** 
42.475*** 

0.274 

Perceived 
information 
protection 

0,848 0,929 0,868 PIP1 
PIP2 

 
 

50.019*** 
44.579*** 

- 

Perceived 
information 
risks 

0,888 0,923 0,749 PIR1 
PIR2 
PIR3 
PIR4 

 

43.181*** 
65.027*** 
20.133*** 
29.116*** 

0.659 

Perceived 
policy 
awareness 

0,798 0,883 0,716 PPA1 
PPA2 
PPA3 

 

42.152*** 
43.101*** 
17.632*** 

- 

Trust 0,790 0,878 0,706 TRU1 
TRU2 
TRU3 

 

18.161*** 
64.549*** 
20.066*** 

0.320 
 

*p<0.05, **p<0.01, ***p<0.001 

Table 9 Reliability & validity of the constructs 

According to Henseler et al. (2009) the reliability of each measurement 
item should be assessed and that a latent variable should explain a substantial 
part (at least 50%) of each indicator’s variance. The absolute correlations be-
tween a construct and each of its manifest variables should be higher than 0.7. 
In figure 5, all the measurement items correlate at loadings above the 0.7 
threshold. Additionally, item loadings are larger than on any other constructs 
(Table 9). 
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IPC PDC PIP PIR PPA TRU 

CON1 0,927411 
     

CON2 0,917793 
     

CON3 0,941484 
     

CON4 0,92245 
     

PDC1 
 

0,621701 
    

PDC2 
 

0,907097 
    

PDC3 
 

0,875916 
    

PDC4 
 

0,89861 
    

PIP1 
  

0,935876 
   

PIP2 
  

0,927285 
   

PIR1 
   

0,865819 
  

PIR2 
   

0,909636 
  

PIR3 
   

0,826449 
  

PIR4 
   

0,857352 
  

PPA1 
    

0,889959 
 

PPA2 
    

0,888555 
 

PPA3 
    

0,753358 
 

TRU1 
     

0,806203 

TRU2 
     

0,914237 

TRU3 
     

0,795049 

Table 10 Confirmatory Factor Analysis 

The hypothesized relationships between the constructs are measured by 
estimates provided by the path coefficients. The values are standardized on a 
range from -1 to 1. The coefficients closer to 1 represent strong positive relation-
ships as the coefficients closer to -1 indicate strong negative relationships (Hair 
et al., 2014). Through this measure the most significant relationship in the mod-
el can be found in the positive relationship between information privacy con-
cerns and perceived information risks with a value of 0,738 (Figure 5). This in-
fers that the more there are information privacy concerns, the more a person 
perceives their being information risks. The other construct relationships did 
not indicate such strong relationships, with the weakest one being the relation-
ship between perceived data control and perceived information risks. This rela-
tionship can be hardly considered significant, yet the relationship is negative as 
hypothesized in theory. By comparing the path coefficients to the hypotheses, it 
can be uncovered how the survey data supports the research model proposed 
by Libaque-Sáenz et al (2016). 
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H1: Trust negatively influences perceived information risks 

 
The relationship between the trust variable and perceived information risks is 
indeed negative, yet the significance should be examined as well according to 
Hair et al. (2014). The relationship significance is examined by t-statistics while 
a value greater than 1,96 (p<0,05), is considered somewhat significant and a 
value greater than 2,56 (p<0,01) then is very significant. The relationship signifi-
cance between trust and perceived information risks is 1,978 (p=0,048) and is 
considered somewhat significant. 

 
H2: Information privacy concerns positively influences perceived infor-
mation risks. 

 
The coefficient between information privacy concerns and perceived infor-
mation risks is positively influenced and considered very significant with a 
12,422 (p=0,000) significance measure. 
 

H3: Perceived data control positively influences trust 
 
The third hypothesis is again assuming correctly with a significance measure 
between perceived data control and trust at 10,450 (p=0,000) giving a very sig-
nificant measure. 

Figure 5 Coefficients of determination (R2), path coefficients & factor loadings 
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H4: Perceived data control negatively influences perceived information 
risks. 

 
The correlation between perceived data control and perceived information risks 
presented the lowest value out of all hypotheses. The significance of the rela-
tionship was merely 0,171 (p=0.864) which cannot be considered significant. 
 

H5: Perceived data control negatively influences information privacy con-
cerns. 

 
The fifth hypothetical relationship can be considered correctly assumed as the 
significance is 3,313 (p=0,001).  
 

H6: Perceived policy awareness positively influences perceived data con-
trol. 

 
Perceived policy awareness does positively influence perceived data control, as 
the hypotheses states, with a significance indicating t-value of 5,921 (p=0,000).  
 

H7: Perceived information protection positively influences perceived data 
control. 

 
The relationship between perceived information protection and perceived data 
control is not considered significant due to the low t-value of 1,093 (p=0,275). 

In conclusion, most of the hypotheses were considered to be very signifi-
cant (H2, H3, H5, H6), one was considered to be somewhat significant (H1) and 
two were considered not to be significant (H4, H7) meaning that the research 
model suggested by Libaque-Sáenz et al. does correctly describe the positive 
and negative correlations between latent variables, but two of the correlations 
can not be considered significant due to low performance in t-values. The re-
sults show that perceived information risks are determined by the individual’s 
privacy concerns and trust, but contrary to what was hypothesized, not by per-
ceived data control. Perceived data control has a negative correlation with per-
ceived information risks, yet the correlation is not significant enough. The 
strongest influence on perceived information risks is from information privacy 
concerns, meaning that when an individual’s concerns about information priva-
cy grows; the perceived risks of the individual’s information grows as well. In-
formation privacy concerns and trust of an individual are determined by the 
perceived data control. When an individual’s perceived data control is in-
creased, the individuals experienced trust is very significantly affected in a pos-
itive way. Yet, when data control increases, the information privacy concerns of 
an individual decreases in a significant way. Finally, the perceived data control 
of an individual is positively affected by the perceived policy awareness, but 
the perceived information protection does not significantly affect perceived da-
ta control. Meaning, the more the individual perceives to be aware of the data 



48 

policy in which data is handled, the more control of the data is perceived, but 
the protection of information the individual perceives does not increase percep-
tion of data control in a significant way. 

In the following chapter the results of the measurement model and in-
struments are reflected upon. The conclusive chapter of this thesis considers all 
of the subjects mentioned previously in an attempt to answer the research ques-
tions introduced as the guidelines of this study. 
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6 SUMMARY AND CONCLUSION 

Data privacy issues have been widely discussed in academia and in the general 
public during the last decade. In contrast, data driven business models have 
been a key interest of many industries which process customer generated data 
but are not fully utilizing the potential of that data. Big data technologies and 
techniques have been in the core of these discussions as the technology which 
enables future data driven business models. This paper has examined the pri-
vacy related issues of implementing big data techniques in telecommunication 
companies by exploring several academic publications. First the term “big data” 
was defined through number of different definitions found in the information 
systems literature. Then the emerging positive and negative issues regarding 
the implementation of big data in the telecommunication industry where intro-
duced. Next, the meaning of privacy as well as the threats towards it, possible 
enhancements, and legislative regulations where examined. Finally, the empiri-
cal research of this thesis attempted to examine the factors influencing risk per-
ception of telecom customers in the Finnish telecommunication market. An ex-
isting research model proposed by Libaque-Sáenz et al. (2016) was used and 
reflected upon through quantitative research methods. The progress of this the-
sis was guided by two research questions. The first research question was main-
ly answered in the literature review of this thesis while the second research 
question was answered by the empirical research. 

The first research question of this paper sought to bring forward the pri-
vacy related issues of implementing big data techniques in telecommunication 
companies. The issues included the assurance of information asymmetries so 
that combining personal information with large datasets would not bring out 
new facts or sensitive information about a person which he/she does not want 
to be known. Culnan & Armstrong (1999) investigated prior research and con-
cluded in a hypothesis which explains that people are willing to disclose per-
sonal information in exchange for some economic or social benefit subject to the 
“privacy calculus”, an assessment that their personal information will later on 
be used fairly and they will not suffer negative consequences. Other major is-
sues consisted of re-identification attacks as well as policy and legal ramifica-
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tion of data usage. In general, the issues were concerned of preserving privacy 
and information security of individuals while utilizing big data, and the regula-
tions affiliated. Hence, there is a need to develop big data techniques that collect 
information while at the same time respecting the privacy of subscribers in 
question. 

The reason why CSPs should confront these issues head-on, is due to the 
prospect which according to the literature, communication service providers, 
which implement big data capabilities and analytics to their technology infra-
structure, can experience great benefits by doing so. CSPs can enhance their 
customer experience and create other valuable features through gathering and 
analyzing large amounts data that their customers generate. Besides the benefits 
gained from implementing big data, there is the added responsibility of data 
privacy that the telecommunication industry needs to keep in mind. Handling 
data privacy is not a new feature of the telecommunication business, but a fea-
ture which has been the backbone of the industry since its beginning. Due to the 
telecommunication industry’s good reputation in handling privacy of their cus-
tomers, it could be expected that big data would be implemented ultimately in 
a more privacy-conscious manner by the telecommunications industry than by 
other industries.  

The regulations concerning data management can be seen as adding chal-
lenges to an already challenging field of technology. Before big data could be 
fully utilized to its maximum potential it is likely that the regulatory side of big 
data management will experience some sort of a reform. Admittedly, reaching 
the maximum potential in big data might not be the most reasonable goal in 
terms of privacy though it may in the process further privacy efforts. Regula-
tions in their current state require that complex algorithms used in data analysis 
should be explained to the service subscribers so that they are understood. It is 
unlikely that every layman service subscriber can be educated to understand 
complex algorithms in an efficient manner. Yet, regulations are put into effect 
for good reasons, and such an important issue as privacy should be subjected to 
strict regulations. 

One of the crucial aspects that can be extracted from the literature in re-
gard to CSPs handling subscriber generated data is the control of the data. It 
can be reasoned that as long as the subscribers have control and knowledge of 
the data that they generate, the regulations are met to a large extent and privacy 
can be seen as partly fulfilled. Correspondingly, the empirical research of this 
thesis validated that perceived data control of an individual over his/her data 
significantly influences the trust of that individual via a positive correlation. As 
O’Leary (2015) explained, privacy refers to the freedom from damaging publici-
ty, public scrutiny, secret surveillance, or unauthorized disclosure of someone’s 
personal data or information, as by a government, corporation, or individual. 
When a subscriber holds the knowledge and control of that data he/she gener-
ates, there is essentially no secret surveillance or unauthorized disclosure of 
his/her personal data. Providing control of data to the subscriber would mean 
that the gathered data can be read, modified and removed by the subscriber in a 
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simple way. This kind of a possibility for the subscriber can be considered rea-
sonable. 

It might be considerably less effort for new emerging CSPs to become big 
data oriented in their business compared to older and traditional CSPs. A new 
company can build up their IT infrastructure with data utilization at mind from 
the start. Building solutions which follow the modern data handling regulations 
may be easier to implement for a new CSP than for an older CSP which has the 
burden of the need to modernize old solutions. In addition, the employees of a 
traditional CSP might experience difficulties in understanding the new ways to 
providing communication services. The new data driven business mind set 
might be challenging for traditional CSPs to embrace and result in not doing 
anything disruptive to the industry. This may result in new companies to 
emerge which provide communication services in new and disruptive ways. 

Admittedly, there is a dilemma with the goals of privacy and the goals of 
big data usage for business purposes. Big data drives to analyze data in large 
amounts in order to find out patterns and learn more about customers and their 
behavior. The goal of preserving privacy drives not to disclose this kind of in-
formation about individuals. To explore how the CSPs could be able to find a 
balance between big data and privacy, a survey study was carried out as an 
empirical research about the factors influencing risk perception of telecom cus-
tomers in the Finnish telecommunication market.  

The research model proposed by Libaque-Sáenz et al. (2016) acted as the 
theoretical framework of the empirical research part which consisted of an 
online survey addressed to communication service subscribers of the communi-
cation service providers in the Finnish market. As a theoretical contribution this 
thesis strives to further validate the research model in respect of Finnish culture 
as a representative of European privacy habits and culture. The model could 
have been extended upon by theories about new technology approval of the 
consumer but was not done so. The survey of 25 questions was directed to indi-
viduals of all ages but ultimately ended up representing an age region mostly of 
20 to 30-year olds. The survey data was gathered using an online survey plat-
form (Webropol.jyu.fi) which managed to gather 176 accepted answers. The 
gathered data was then used as the basis for examining factor correlations’ sig-
nificance of the research model. The correlations were studied by using the PLS-
SEM method together with SmartPLS (v. 3.2.8) -software.  

The factors were observed to be reliable and the factor correlations corre-
sponded with the positive and negative correlations hypothesized in the re-
search model. However, two of the correlations between latent variables 
(PDC/PIR & PIP/PDC) did not produce acceptable measurements regarding 
correlation significance. This despite that the same correlations were measured 
as significant in the research of Libaque-Sáenz et al. (2016). The result on the 
correlation being insignificant might be due to differences in the Korean and 
Finnish culture and communication service market, or the survey questions not 
being translated from Finnish to English while keeping the core intention of the 
question intact. Also, the lower answer amounts and narrow respondent age 
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demography might have contributed in the lack of significance in these two cor-
relations. In any event, the research model largely was able to predict the nature 
of the correlations and provide support for hypothesized claims. 

In conclusion, the big data implementation in the telecommunication ser-
vice industry holds a great deal of benefits for developing CSPs business mod-
els more towards making use of data they process, store and secure. Pursuing 
these benefits should not be in the cost of consumer privacy, since it might turn 
customers away from service providers and create churn for CSPs. Additionally, 
not following regulations might cause legal problems which can damage the 
business in terms of sanctions and reputation. With this in mind, the empirical 
research shows that the perceived information risks of the consumers can be 
reduced by increasing trust through giving consumers control of their data and 
increasing their awareness of the data policies that the CSPs follow. Likewise, 
the information privacy concerns, which positively affect the perceived infor-
mation risks, can be reduced giving more data control to the consumer. The 
perceived data control of the consumer can be influenced by aforementioned 
awareness of data policies and less significantly the perception of information 
protection. By minimizing the information risks the consumers perceive, follow-
ing regulations set by local authority and succeeding in implementing big data 
technologies and techniques (together with needed internal talent), CSPs can be 
able to transform their business models towards more data driven while main-
taining and possibly even increasing their customer experience and loyalty. 
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ATTACHEMENT 1 

Respondents demographics 
 
 N= 176 
Demographic Category Frequency Percentage (%) 
Gender Male 

Female 
 

105 
71 

59,7 
40,3 

Age 15-19 
20-24 
25-29 
30-34 
35-39 
40-44 
45-49 
50-54 
55-59 
 

5 
45 
64 
28 
11 
14 
3 
5 
1 

2,8 
25,6 
36,4 
15,9 
6,3 
8,0 
1,7 
2,8 
0,6 

Education Level Upper secondary 
education 
Undergraduate 
degree  
Graduate degree 
Doctoral degree 

 

48 
82 
44 
2 

27,3 
46,6 
25,0 
1,1 

Occupation Student 
Unemployed 
Employee 
Managerial em-
ployee 
Entrepreneur 
Other 
 

106 
1 
28 
34 
2 
5 
 

60,2 
0,6 
15,9 
19,3 
1,1 
2,8 

Telco Telia 
Elisa 
DNA 
Saunalahti 
Moi 
Other 
 

103 
64 
40 
28 
5 
2 

58,5 
36,4 
22,7 
15,9 
2,8 
1,1 

Attachment 1 Respondents demographics 
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ATTACHEMENT 2 

Survey questions in Finnish language 
 

Factor Survey question in finnish 

CON1 Olen huolissani, että antamiani henkilökohtaisia tietoja voidaan käyttää 
väärin. 

CON2 Olen huolissani, että muut tahot kuin operaattorini voivat löytää 
henkilökohtaisia tietojani. 

CON3 Olen huolissani henkilökohtaisten tietojeni antamisesta operaattorilleni, 
koska en tiedä mihin muut tahot niitä käyttävät. 

CON4 Olen huolissani henkilökohtaisten tietojeni antamisesta operaattorilleni, 
koska niitä voidaan käyttää itselleni tuntemattomilla tavoilla. 

TRU1 Operaattorini on pätevä käyttämään henkilökohtaisia tietojani. 
TRU2 Operaattorini on vilpitön käsitellessään henkilökohtaisia tietojani. 
TRU3 Operaattorini ei käytä hyväkseen henkilökohtaisia tietojani. 
PIR1 Olisi riskialtista antaa operaattorilleni lupa käyttää henkilökohtaisia 

tietojani. 
PIR2 Jos annan operaattorilleni luvan käyttää henkilökohtaisia tietojani, on 

olemassa suuri mahdollisuus yksityisyyteni menetykseen. 
PIR3 Jos annan operaattorilleni luvan käyttää henkilökohtaisia tietojani, niitä 

voidaan käyttää väärin. 
PIR4 Jos annan operaattorilleni luvan käyttää henkilökohtaisia tietojani, se 

johtaisi moniin odottamattomiin ongelmiin. 
PDC1 Jos annan operaattorilleni luvan käyttää henkilökohtaisia tietojani, voin 

hallita kuka pääsee niihin käsiksi. 
PDC2 Jos annan operaattorilleni luvan käyttää henkilökohtaisia tietojani, voin 

hallita mitä tietoja käytetään. 
PDC3 Jos annan operaattorilleni luvan käyttää henkilökohtaisia tietojani, voin 

hallita miten niitä käytetään. 
PDC4 Jos annan operaattorilleni luvan käyttää henkilökohtaisia tietojani, voin 

hallita niitä. 
PIP1 Oletan, että henkilökohtaisia tietojani suojataan riittävästi operaattorini 

toimesti. 
PIP2 Uskon että henkilökohtaiset tietoni pysyvät salassa operaattorini toimesta. 
PPA1 Uskon, että operaattorini on avoin tavoista joilla henkilökohtaisia tietojani 

kerätään, käsitellään ja käytetään. 
PPA2 Luotan siihen, että operaattorini tietosuojakäytäntö on tuotu selkeästi ja 

avoimesti esiin. 
PPA3 Olen täysin tietoinen siitä, miten henkilökohtaisia tietojani käytetään. 
 

Attachment 2 Survey questions in Finnish 


