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In design and implementation of information systems (IS), the purpose and goals
of the IS under development are commonly expressed as IS requirements. The
requirements acquisition, development and management processes in IS devel-
opment (ISD) aim at acquiring the IS requirements from relevant stakeholders,
analyzing them properly, and expressing the requirements to the IS developers
in appropriate format to allow implementation of an IS that fits the purpose. Con-
currently, various agile approaches in IS development have grown in importance.
One can justifiably argue various agile adaptations constituting the de-facto IS
development approach of today. Over the years, a wide variety of methods and
techniques have been developed both by practitioners and researchers to system-
atically acquire, analyze and manage stakeholder requirements with concurrent
ISD approaches.

However, both research literature and practical experience tell that remark-
able share of unsuccessful IS development projects fail because of shortcomings
in requirements engineering and management. Improperly executed require-
ments analysis and requirements management therefore poses risks to success of
IS projects. These so-called requirement risks typically result from IS require-
ments that are incorrectly identified, unclearly described, technically compli-
cated, inadequately specified, ambiguously expressed, or highly volatile. If the
requirements and their risks are not properly handled throughout the IS devel-
opment process, the risk of project failure increases.

The risks in IS development have been considered in numerous studies, but
it still appears that the contemporary information science does not provide many
methods for prioritizing requirement risks. In this thesis study, we study how
the contemporary information system design methodologies consider require-
ment risks and their prioritization.

In the literature review, we discuss how requirements acquisition and man-
agement is approached in agile and continuous delivery, and how requirement
risk management and prioritization realize in these methods. This thesis also pro-
vides the reader with a categorization of characteristics of high quality require-
ments, techniques to improve requirement quality, discussion on quality criteria
for requirements artefacts, and measures to help in implementing requirements
development practices.



In this thesis an analysis of a generic agile model’s requirement risk miti-
gating characteristics is presented. The concurrent ISD approaches, such as agile
frameworks, have many characteristics which help IS developers in requirements
risk mitigation.

The review on requirements engineering and requirements management
literature propose that requirements risks in IS development are managed by try-
ing to produce high quality requirements by applying best practices in require-
ments elicitation, requirements development and requirements management
throughout the life-cycle of the IS. The concurrent ISD approaches emphasize
user-centric thinking, stakeholder collaboration and the importance of under-
standing the customer value creation. The assumption is that by applying user-
centric requirements acquisition and development approaches, and by under-
standing IS customer value creation, correctness of the IS requirements can be
improved and therefore confidence in building a right IS improved.

It is remarkable that even though the literature states fairly unanimously
states that unsuccessful requirements engineering processes are remarkable con-
tributor in failed IS projects, the requirements risks are seldom approached from
the risk management perspective, i.e. by identifying risks the risks associated
with requirements, prioritizing them and deciding on the means to mitigate them.

Tuunanen and Vartiainen (2016) represent a requirements risk prioritiza-
tion method presented, which considers requirement risks, their prioritization
and mitigation. In this thesis work we also study the method in a case study, to
evaluate its applicability and usefulness in a case project. The empirical part of
the study was conducted as an interpretive case study. The data is collected from
project specification workshop observations and five semi-structured interviews
for project team members of an IS development industry project applying agile
development approach.

The case study results suggest that the requirement risk analysis approach
was found novel by the case study participants, the method gives was considered
applicable in the case project and provided valuable information about the re-
quirements risks. However, usefulness of certain parts of the method were chal-
lenged, and improvement suggestions made. Context-specific adaptation
method, and remarks on applying the method in ISD projects are presented. The
results of the case project interviews suggest that the method would provide
most value for the customer-side project management, because it provides them
with a new tool for estimating project risk elements associated with requirements.
The thesis also represents several items for further research.



TIIVISTELMA

Tietojdrjestelmien suunnittelussa ja toteutuksessa jarjestelmén tavoite ja ominai-
suudet kuvataan tietojdrjestelmdn vaatimuksina. Tietojdrjestelmédvaatimusten
kerddmisen, kehittdmisen ja hallinnan prosessit tietojdrjestelmien kehityksessa
tahtadvat siihen, ettd jarjestelmén vaatimukset saadaan koottua sidosryhmiltd, ne
analysoidaan huolellisesti ja ilmaistaan vaatimukset jdrjestelman kehittdjille asi-
anmukaisessa muodossa. Tdmd menettely mahdollistaa kayttotarkoitusta vas-
taava jdrjestelmdn toteuttamisen.

Taman pdivéan tietojdrjestelmékehityksessd erilaisten ketterien kehitysmal-
lien merkitys on kasvanut, ja voidaankin perustellusti viittasd, ettd erilaiset kette-
rien menetelmien sovellutukset ovat tdlld hetkelld tietojdrjestelmékehityksen de
facto -menetelmd. Vuosien mittaan sekd tutkijat ettd kdytdnnon tietojdrjestelma-
kehittdjat ovat kehittdaneet laajan valikoiman erilaisia menetelmié tietojarjestel-
mien vaatimuksia kokoamiseen, analysointiin ja hallintaan nykyaikaisten tieto-
jarjestelmien kehitysmallien yhteydessa.

Tdstd huolimatta sekd tutkimuskirjallisuus ettd kdaytannon projektikoke-
mukset kertovat, ettd merkittdva osa epdonnistuneista tietojarjestelmdhankkeista
epdonnistuu juuri vaatimushallinnan puutteiden takia. Kelvottomasti toteutettu
vaatimusten kokoaminen, analysointi ja hallinta aiheuttavat riskeja tietojarjestel-
méprojekteille. Naméd niin sanotut vaatimusriskit ovat tyypillisesti seurausta
vaatimuksista, jota ovat vddrin tunnistettuja, epdselvasti kuvattuja, teknisesti
monimutkaisia, riittdimattomasti maariteltyjd tai helposti muuttuvia. Jos vaati-
muksiin liittyvid riskejd ei hallita tietojdrjestelmén kehitysprosessin aikana, kas-
vaa riski sille, ettd hanke epdonnistuu saavuttamaan tavoitteitaan.

Tietojdrjestelmékehityksen riskeja on kasitelty lukuisissa tutkimuksissa,
mutta ndyttad siltd, ettd timan pdivan tietojdrjestelmatieteen tutkimus ei tarjoa
paljoa vaihtoehtoja metodeiksi, joiden avulla on mahdollista analysoida ja prio-
risoida vaatimusriskejd. Tédssd pro gradu -tyossad tutkitaan, kuinka nykyiset tie-
tojdrjestelmien kehitysmenetelmit ldhestyvat vaatimusriskejd ja niiden priori-
sointia.

Kirjallisuuskatsauksessa keskustellaan siitd, miten vaatimusten hankinta,
kehittaminen ja hallinta ndhd&én ketterissa kehitysmenetelmissa ja kuinka vaati-
musriskien priorisointi ja hallinta toteutuvat menetelmissa. Tyo kuvaa myos vaa-
timusten sekd vaatimuksiin liittyvien artefaktien laatukriteerien kategorisoinnin,
vaatimusten laadun parantamiseen tdhtddvien tekniikoiden katsauksen seka toi-
menpiteitd, joilla vaatimusten laadun kehittdmistd tietojarjestelmékehityksessa
voi parantaa.

Tyosséd tarkastellaan myo6s vaatimusriskien hallintaa yleisen ketterédn kehi-
tysmallin kehyksessd ja kuvataan, miten vaatimuksiin liittyvid riskeja kasitellaan
ketterissda menetelmissd. Nykyaikaisissa tietojdrjestelmien kehitysmenetelmissd,
kuten ketterissd menetelmissd, on useita sisddnrakennettuja piirteitd, jotka autta-
vat vaatimusriskien hallinnassa.



Kirjallisuuskatsaus vaatimushallinnan ja -analyysin menetelmiin osoittaa,
ettd vaatimusriskejd hallitaan pddsddntoisesti siten, ettd pyritddn tuottamaan
mahdollisimman korkealaatuisia tietojadrjestelmévaatimuksia. Tamaé toteutuu si-
ten, ettd kehittdjdt soveltavat parhaita kdytantojd vaatimusten hankinnassa, ke-
hittdmisessd ja hallinnassa koko jarjestelmén elinkaaren ajan. Tamédn pdivan ke-
hitysmenetelmét korostavat kayttdjakeskeistd ajattelua, sidosryhméyhteistyon
merkitystd sekd asiakkaan arvontuotannon ymmartamista. Taustaoletus on, etta
kayttdjakeskeisten kehitysmenetelmien avulla sekd asiakkaan arvontuotantoa
ymmartamalld saavutetaan parempi vaatimusten oikeellisuuden taso seké siten
parempi luottamus siihen, ettd kehitetddn oikeanlaista jdrjestelmaa.

On huomionarvoista, ettd vaikka alan kirjallisuudessa melko yksimielisesti
todetaan vaatimusten hallinnan epdkohtien olevan merkittdva tietojarjestelma-
projektien epdonnistumiseen vaikuttava tekijd, niin silti vaatimuksiin liittyvia
riskejd ldhestytdan harvoin riskienhallinnan ndkokulmasta. Riskienhallinnalli-
sessa ldhestymistavassa vaatimuksiin liittyvat riskit ensin tunnistetaan, sitten nii-
den sekd valitaan toimenpiteet riskien hallitsemiseksi.

Tuunanen & Vartiainen (2016) esittelevit tutkimuksessaan vaatimusriskien
analysoinnin ja priorisoinnin menetelman. Tdssd tyossd tutkitaan sitd, kyseinen
menetelmd (Tuunanen & Vartiainen, 2016) kdsittelee vaatimusriskejd sekd niiden
hallintaa ja pienentamistd. Tyossd tutkitaan erityisesti menetelméan sovelletta-
vuutta ja hyodyllisyyttd tapaustutkimuksen keinoin esimerkkiprojektissa. Tutki-
muksessa data kerittiin kdytannon sovelluskehitysprojektin yhteydessa viidella
puolistrukturoidulla asiantuntijahaastattelulla sekd projektin maéérittelytyopa-
jassa pidetylld observoinnilla. Esimerkkiprojekti oli asiakas, jossa kehitettiin jo
kédytossd olevaan ohjelmistoon uusia ominaisuuksia ketterin menetelmin ohja-
tussa projektissa.

Tapaustutkimus osoittaa, ettd vaatimusriskien analysointimenetelmé nih-
tiin uutena ldhestymistapana tutkimuksen osallistujien ndkokulmasta. Menetel-
méad pidettiin tarpeeseen sopivana ja sen koettiin antavan arvokasta tietoa pro-
jektin vaatimuksiin liittyvista riskeistd. Menetelméassa oli kuitenkin vaiheita, joita
ei pidetty soveltuvana projektissa. Tahéan liittyen kirjattiin menetelmén kehitys-
ideoita ja jatkotutkimuskohteita. Erityisend havaintona tapaustutkimuksessa
nousi tarve menetelmdn soveltamiseen projektin kontekstin mukaisena. Tapaus-
tutkimuksen perusteella ndyttdd siltd, ettd kyseisessd projektissa menetelma on
erityisen arvokas projektissa sovelluskehityspalvelua ostavan asiakkaan projek-
tijohdolle, silld se tarjoaa uuden tavan hallita projektiin liittyvid riskeja.
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1 Introduction

In the design and implementation of information systems (IS), the purpose and
goals of the system under development are commonly expressed as IS require-
ments. The requirements engineering and management processes in IS develop-
ment aim at acquiring the IS requirements from relevant stakeholders, analyzing
them properly, and expressing the requirements to the IS developers in appro-
priate format to allow implementation of an IS that fits the purpose. However,
both research literature and practical experience tell that remarkable share of un-
successful IS development projects fail because of shortcomings in requirements
engineering and management. Improperly designed and implemented require-
ments analysis and requirements management therefore poses risks to success of
IS projects. These so-called requirement risks typically result from IS require-
ments that are highly volatile, incorrectly identified, unclearly described, techni-
cally complicated, inadequately specified, or ambiguously expressed. If the re-
quirements and their risks are not properly handled throughout the IS develop-
ment process, the risk of project failure increases.

The risks in IS development have been considered in numerous studies, but
it still appears that the contemporary information science does not provide many
methods for prioritizing requirement risks. This notice sets the academic motiva-
tion for this thesis study.

1.1 Motivation for the research - service development perspective

Currently, growing share of services is motored by digital technologies: often in-
formation systems (IS) is the machinery required to run new service business
models. For instance, cloud-based business models (such as Software-as-a-Ser-
vice business) or platform business models rely heavily on use of ISs. Therefore,
IS development, as a critical part of implementation and delivery of IS-intensive
services, has gained much attention among business managers.
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Concurrently, various agile approaches in IS development have grown in
importance. One can justifiably argue various agile adaptations constituting the
de-facto IS development approach of today. To develop IS in a manner that sup-
ports business value creation, a link between customers” and other stakeholders’
needs and IS development activities must be established and maintained
throughout the life-cycle of the service. Traditionally in IS development, this link
has been expressed in form of requirements. The IS requirements describe cus-
tomer needs and expectations, among other aspects of the IS. Over the years, a
wide variety of methods and techniques have been developed both by practition-
ers and researchers to systematically acquire, analyze and manage stakeholder
requirements.

Commonly, customer experience is seen differently by different camps in
IS intensive business. Business developers talk about concepts such as customer
expectations and preferences, usage analytics, and use measures such as conver-
sion rate, page visits, online revenue - some to mention. On the other hand, tech-
nical staff focus mostly on system health and quality issues: they talk about (sys-
tem) performance, scalability, quality of service, and use measures like downtime,
mean time to repair, load time, or latency, exemplarily. Often these two sets of
measures do not match, and the connection between system-related measures
and their business impacts is not apparent. Understanding better the chain of
activities from customer value creation to IS implementation is of great interest
to business management today.

It also appears that this link between customer value creation and IS devel-
opment activities is getting increasingly difficult to maintain, as the speed of de-
velopment keeps growing, and both customer expectations and IS architectures
are getting more complex. This raises questions for the designers of IS-intensive
businesses: how to develop deep understanding of user needs for the IS and
maintain it throughout the IS lifecycle? And moreover, what are the conse-
quences, if this chain of actions from the user need to the delivered information
service is broken?

1.2 Research objective and research questions

Abundant number of studies have considered risks in IS development, for in-
stance Wallace et al. 2004, Persson et al. 2009, Mathiassen et al. 2007, Keil et al.
1998, Chen et al. 2015, Barki et al. 1993, and Tuunanen and Vartiainen 2016. How-
ever, Tuunanen and Vartiainen (2016) argue in their study that contemporary
information science does not provide many methods for prioritizing require-
ments risks, and that further emphasis should be put on studying how require-
ments risk prioritization is done in a way that it considers of contemporary ISD
principles, such as agile and continuous delivery, while supporting more struc-
tured ISD approaches. Therefore, it appears that that not very much research has
been done on the field of requirement risk prioritization and management in con-
tinuous ISD context.
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The goal of the thesis is to study how the contemporary information system
design methodologies consider requirement risks and their prioritization. In the
literature review, we consider how requirements acquisition and management is
approached in agile and continuous delivery, and how requirement risk manage-
ment and prioritization realize in these methods. In addition, the literature re-
view section also discusses how the requirements risks are handled in the con-
temporary ISD methods, such as agile and continuous delivery. Further on, the
thesis studies how the requirements risk prioritization method presented by Tu-
unanen and Vartiainen (2016) considers requirement risks, their prioritization
and mitigation. Specifically, the applicability and usefulness of the method is
evaluated in an empirical case study.

Therefore, the primary research questions of this thesis study are set as fol-
lows:

e How the requirements risk management and prioritization is ap-
proached in the context of contemporary ISD methods, such as agile or
continuous delivery?

Sub-questions, which aim at building ground for understanding the pri-
mary question, are set as follows:

e How the contemporary ISD methods, such as agile and continuous de-
livery, approach requirements acquisition and management?
e How requirement risks are handled in these methods?

In the theory part, a review of contemporary IS literature and research is done to
chart methods and search for experiences and examples. The theory part will
consist of discussion on requirements engineering and management, risk man-
agement of requirement risks and agile development methods.

In the empirical part of the thesis, the goal is to test and experiment the risk
prioritization method (Tuunanen and Vartiainen, 2016) and develop it further in
a case IS development project.

1.3 Research methods

In theory part of the thesis, theoretical grounds for the requirement risk handling
in agile and continuous development environment are built based on a review of
contemporary IS literature and research findings. The goal of the literature re-
view is to find definition for requirement risks, identify relevant requirement risk
handling methods, and to search for practical experiences and examples in the
context. The theory part will discuss requirements engineering and management
methods, requirement risks, management and prioritization of risks, and agile
development methods. Further on, the model for risk handling and prioritization
to be applied in the empirical part is described based on the literature.
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In the empirical part of the thesis, the goal is to test and develop further
requirement risk prioritization model described in the theory part. The model is
based on the work by Tuunanen and Vartiainen (2016). The empirical study will
be conducted as an interpretive case study. The data is collected by making semi-
structured specialist interviews and observations in an IS development industry
project applying agile development approach. The research methods are de-
scribed in chapter 6.1.
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2 Requirements as a representation of the vision of IS

Requirements are a representation of the purpose of the information system. In
ISO’s & IEEE'’s systems and software engineering vocabulary (ISO/IEC 24765,
2010) the term is specified as follows:

Requirement 1. a condition or capability needed by a user to
solve a problem or achieve an objective. 2. a condition or capability that
must be met or possessed by a system, system component, product, or
service to satisfy an agreement, standard, specification, or other for-
mally imposed documents 3. a documented representation of a condi-
tion or capability as in (1) or (2) 4. a condition or capability that must
be met or possessed by a system, product, service, result, or component
to satisfy a contract, standard, specification, or other formally imposed
document. Requirements include the quantified and documented needs,
wants, and expectations of the sponsor, customer, and other stakehold-
ers. A Guide to the Project Management Body of Knowledge
(PMBOK® Guide) — Fourth Edition

In the next subchapters requirements categorization, requirement presentation
and description methods, characteristics of good requirements and risks related
to IS requirements are discussed.

2.1 IS requirement types and categories

Typically for every system there are diverse types of requirements, which derive
from the needs and expectations of different stakeholders for the system. Com-
mon stakeholder groups are different user groups (such as end users, customers,
customer service personnel or IS administrators), business analysts, business
management and IS developers (Wiegers 2013, pp. 4-8, Patricio et al. 2009, Pohl
2010, pp. 17-23).

Typical requirements categories in requirements engineering are functional
requirements, which describe what the IS should do, i.e. the functionality of the
system, and non-functional requirements, which describe how the IS should be
built, such as system requirements (Patricio et al. 2009). In the categorization by
Pohl (2010, pp. 17-23), there are three categories: functional requirements, quality
requirements and constraints. In addition to these, business requirements define
the business goals of the IS. User requirements refer to requirement statements
that describe the goals or tasks the users should be able to perform (Wiegers 2013,
8-10).

Often the non-functional requirements also express various quality related
expectations towards the system. Quality related requirements emerge from dif-
ferent needs: usability, accessibility, reliability and robustness qualities for ISs are
often called for. For instance, Patricio et al. (2009) discuss customer experience



15

requirements, which they define as “customer perceived attributes of the inter-
action with the service provider that contribute to a satisfying experience”. The
attributes related to customer experience requirements, as described by Patricio
et al. (2009), are for instance usefulness, efficiency and quality of personal contact
to IS.

Requirements can be approached from the perspective of cultural values, as
proposed by Tuunanen & Kuo (2016). The researchers present a model for cul-
tural value based prioritization of requirements. The typology of values could be
applied in requirements engineering to separate requirements based on cultural
settings or geographical locations. This approach can be applicable also in re-
quirements acquisition phase to evaluate feasibility of functional or non-func-
tional requirements in diverse cultural contexts.

Further on, Tuunanen & Govindji (2016) propose using the concept of flow
to better understand information system usage experience. The flow experience
refers to the notice that some system features are driven by more experiential
needs, whereas others are driven by more task-oriented goals. The concept of
flow describes the user experience fulfilling the experiential needs. The research-
ers propose that flow experience should be visualized and measured, as differ-
ences in how users see and perceive different features. The findings indicate that
the users’ perceived flow experience can be measured already during the early
phases of information systems (IS) development projects. This enables practition-
ers to design IS that better facilitate flow experience for the users, which in turn
will potentially lead to shortened development time and cost savings for firms.

It is noteworthy that there is no single generic model either for categorizing
or for expressing IS requirements, but instead applicable requirements model, as
well as RE methods and techniques, are dependent on the context, such as pur-
pose of IS, stakeholders of IS or life-cycle stage of IS. For the sake of consistency,
in this thesis we use requirements terminology derived from the reference litera-
ture. The categorization is summarized in Table 1.

Table 1. Requirement categorization.

Requirement category

Explanation

Examples

Business requirements

Functional require-
ments

Non-functional re-
quirements

Expresses the business rea-
soning for the IS, and there-
fore sets vision for the IS.
Expresses requirements for
the functionality of the IS:
features and capabilities of
IS. Describe for instance
who are the IS users and
what do they want the IS to
do for them.

Expresses how the IS must
be built. For instance, sys-
tem requirements, quality
attributes, performance re-
quirements, restrictions or
external limitations.

“The system must decrease
the time needed for pro-
cessing an application.”
“The applicant must be able
to fill in and send the appli-
cation. “

“The system must be able to
handle 100 separate applica-
tions, each by individual ap-
plicant, in hour”
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The basic requirements categorization presented in Table 1 describe the es-
sentials of IS requirements. By specifying business goal, functional and non-func-
tional requirement, we lay ground for the design of the IS.

2.2 Characteristics of a good requirement

The elemental purpose of requirements engineering is to produce and develop
as good requirements as possible, no matter which methods have been selected
for the task. The requirements do not describe how to build the IS technically, but
instead describe how the system should work and what other expectations it
must fulfill. Therefore, ideally requirements must be, after sufficient analysis, ex-
pressed using such techniques that they can be correctly interpreted by the IS
developers and other customers. This requirement expression and interpretation
process is critical for project success.

In an ideal case, each requirement would have the following qualities: com-
plete, correct, feasible, prioritized, necessary, comprehensible and unambiguous
(Wiegers 2013, pp. 201-205). Table 2 explains these qualities in context of IS re-
quirements.

Table 2. Qualities of a good IS requirement.

Quality Explanation

Complete Each requirement must be complete, i.e. contain all necessary infor-
mation for the reader to understand it. If the requirement has known
unknowns, it should be expressed also.

Correct Correct requirement 1) describes a capability meets some stake-
holder’s expectation, 2) describes the functionality accurately, and 3)
is not in contradiction with other requirements.

Feasible Feasible requirement is implementable within the known limitations
of the IS environment and project constraints (time, resources).

Necessary Necessary requirement describes a feature that provides business
value or is needed to conform with standard or regulation.

Prioritized Requirements should be prioritized according to the importance in
producing desired value.

Unambiguous Unambiguous requirement is correctly interpretable by the reader,

i.e. it cannot be interpreted differently.

Comprehensible = Requirement must be understandable by readers.

Verifiable Requirement must be verifiable as correct or incorrect after imple-
mentation. Requirements that are incomplete, inconsistent, infeasi-
ble, or ambiguous are also unverifiable.

Requirements are usually represented in requirement collections, such as re-
quirement specification document, story board or product backlog. A require-
ment collection should constitute a complete presentation of certain entity, such
as entire IS or a module of the system. Having excellent individual requirement
statements is not enough, but also the requirements collections, whatever is the
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form of presentation, should be of excellent quality. Wiegers (2013, pp. 204-205)
lists the following qualities for a good requirements collection: complete, con-

sistent, modifiable and traceable. Table 3 summarizes and explains these qualities.

Table 3. Qualities of a good requirement collection.

Quality Explanation and examples

Complete A complete requirement collection contains all necessary requirements
to specify the system.

Consistent Consistent requirements do not conflict with other requirements or
business goals.

Modifiable Modifiability requires that requirements can be changed in a controlled

fashion. This requires labeling requirements uniquely, knowing their
dependencies, unambiguity, and non-redundancy of requirements.

Traceable Requirements must be linked both backward (to identify their origin)
and forward (to potential other requirements, later design phases, and
source code).

The IS requirements can be expressed and documented in many different
forms. In some situations, human language can be used to explain the require-
ment. In other cases, a more illustrative method, process-centric diagram or
story-like presentation is more applicable. The most suitable method depends on
the type of requirements, context of IS usage, and practical development arrange-
ments (such as ISD approach or development team arrangements). The methods
are discussed in chapter 3.

Perfect and completely unambiguous requirements or requirement collec-
tions can never be written, because some room for different interpretations will
always remain. However, paying attention to the characteristics of good require-
ments, better requirements specifications and better software can be created.

2.3 Requirement presentation methods

There is plenty of different methods for expressing and documenting require-
ments, and making an exhaustive review on them is out of scope of this thesis.
The literature represents techniques such as vision documents, context diagrams,
ecosystem maps, critical success factors, event list or feature tree for describing
business requirements, and user stories with user personas, use cases for describ-
ing functional and user requirements (Wiegers and Beatty 2013, pp). Pohl (2010,
pp. 307-323) in that requirements are documented in natural language or using
some modeling techniques, such as UML, use cases etc. An exemplary listing of
requirement specification, experimentation, discovery and prioritization tech-
niques based on the paper by Tuunanen and Vartiainen (2016) is presented in
Appendix 3. The IS developers should be aware of different requirements devel-
opment methods and how they are applied, and select methods that are fit best
to the case, and allow executing high-quality and low risk requirements engi-
neering and management.



18

In agile development the requirements are often expressed in form of user
stories or use cases, and they are collected epics and prioritized for implementa-
tion in product backlogs. We will have a closer look at the agile requirements
analysis in the chapter 4.

24 Summary

When designing and implementing IS, the purpose and goals of the system, i.e.
the IS requirements, must be acquired from the relevant stakeholders and ex-
pressed to the IS developers in appropriate form. The requirements acquisition
and analysis activities may consist of very different methods and techniques, de-
pending on the context of the IS. When developing a mass-market IS for product-
based business model the requirement acquisition methods are very different
than when developing IS for business systems for professional users (so called
management information systems). The selected acquisition method also has im-
pact on the requirement specification technique, and the most suitable methods
must be chosen according to the context. However, some universal principles for
good requirements exist.

Both research literature and practical experience tell that remarkable share
of unsuccessful IS development projects fail because of shortcomings in require-
ments engineering and management. Therefore, paying attention to the quality
of the requirements and the quality of the requirements engineering techniques
is worthwhile.
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3 Requirements development and requirements engi-
neering

Requirements analysis and management is part of larger business analysis func-
tion. Business analysis aims at identifying and understanding business needs and
finding solutions to business related challenges. Project Management Institute
(PMI) defines business analysis as application of knowledge, skills, tools and
techniques to determine problems and identify business needs; to identify and
recommend viable solutions for meeting those needs; to elicit, document, and
manage stakeholder requirements in order to meet business and project objec-
tives; and to facilitate the project team with the successful implementation of the
product, service or end result of the project or program (Smith et al., 2014). In a
modern business, these solutions often have IS-based parts. Essentially, business
analysis also covers other aspects, such as organizational development, process
development or improvement of company policies and practices. The business
analysis process begins before actual IS development and extends throughout the
life-cycle of the solution.

Therefore, business analysts often play a key role in requirements manage-
ment for software-based systems. From the business analysis practitioner’s per-
spective, the importance of requirements management and engineering derives
from three key outcomes of successful requirements handling: possibility to bet-
ter match the IS to market opportunity, lower likelihood of IS project schedule
slippage, and better control of IS development costs due to increased understand-
ing of goals and expected outcome of IS development. (Smith et al., 2014)

As discussed in chapter 2.3, requirements can be represented and commu-
nicated in different methods and formats. Same goes with requirement develop-
ment: requirement development can be approached from different perspectives
and done by applying many different methods. A listing of requirement specifi-
cation, experimentation, discovery and prioritization techniques based on the pa-
per by Tuunanen and Vartiainen (2016) is presented in Appendix 3. IS developers
should be aware of different requirements development methods and how they
are applied, and select methods that are best applicable to the situation to pro-
duce and maintain high-quality and low-risk requirements. In the following
chapters, different approaches to the topic are discussed.

3.1 Requirements engineering and management

Requirements engineering, as specified for instance by Pohl (2010, pp. 3-6) and
Wiegers et al (2013, p. 15), refers to the engineering discipline that focuses on
acquiring, describing and communicating user requirements for IS’s. Thus, it co-
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vers areas such as describing requirements artefacts, setting targets for IS, han-
dling scenarios, documenting requirements, requirements elicitation, and re-
quirements negotiation.

Requirements management, on the other hand, refers to processes and prac-
tices to manage and control requirement engineering activities and manage
changes. For instance, Wiegers et al. (2013, 458-463) define requirements manage-
ment being a part of requirements engineering, and covering version control,
change management, requirements status tracking and requirements tracing.
However, many practitioners see the concept of requirements management
wider than that, and covering not only requirements engineering process related
management practices, but also relevant cultural and people aspects in the or-
ganization. For instance, PMI’s special report on requirements management
(Smith et al. 2014) emphasizes importance of organizations’ requirements man-
agement capabilities, which include people, processes and culture.

Project Management Institute (PMI) defines requirements management as
the discipline of planning, monitoring, analyzing, communicating and control-
ling requirements (Smith et al. 2014). They point out that requirements manage-
ment is a continuous process involving communication among project team
members and stakeholders and adjustments to requirements changes throughout
the course of the project.

There is a wide range of requirements engineering and management tech-
niques, which can be applied in different contexts. Wiegers et al. (2013, pp. 45-52)
describe the requirements development as an iterative process, where require-
ments elicitation, analysis, specification and validation phases are follow one an-
other, and feedback is delivered to previous phases. Figure 1 illustrates the pro-
cess as described by Wiegers et al. (2013, 46).

Elicitation p| Analysis p| Specification p| Validation
T clarify T—dose gaps — T—rewrite

re-evaluate

confirm and correct

Figure 1: Requirements development process

3.2 Requirements acquisition and development approaches

The process of gathering stakeholder requirements, developing them into imple-
mentable IS features and eventually as a deployable IS, is in the core of the cus-
tomer value creation of IS-intensive businesses. The importance of requirement
acquisition is high: for instance, Project Management Institute’s Pulse of the Pro-
fession study revealed that “inaccurate requirements gathering” was seen as a
primary cause of project failure by the respondents of the survey made to about



21

2000 project and program management professionals globally (Smith et al. 2014).
According to the survey, organizations lack resources, skills and knowledge to
do requirements management properly. Furthermore, the PMI report points out
that business management does not value the requirements management opera-
tions sufficiently, which very likely is one reason for shortage of resources and
competence shortage in organizations.

Since IS requirements should be a representation of what is considered val-
uable for the IS stakeholders (such as different user groups), IS requirements ac-
quisition, modeling and documentation are essential steps in creating customer
value.

Kauppinen et al. (2009) studied the role of requirements engineering in cus-
tomer value creation. They analyzed requirements specification and implemen-
tation process (i.e. requirements acquisition, documentation, change manage-
ment, and eventually implementation) especially from the value creation per-
spective. The empirical study was conducted in Finnish companies providing
software-intensive products and services. The two key findings of Kauppinen et
al. (2009) are that (1) the IS developers do not understand their customers’ pro-
cesses deeply enough, and (2) IS developers see product features being in the core
of value creation. This leads IS developers to focus the requirements engineering
efforts too heavily on product features instead of customer value creation. IS de-
velopers should pay more attention to customer processes and what services or
product features create value for the customer, and allocate the development re-
sources accordingly. The researchers identify requirements engineering pitfalls
hindering value creation, and propose requirements management practices that
support finding customer value creation perspective in the requirements engi-
neering of software intensive products. The identified pitfalls are related to fea-
turism (adding too many features to the product and polishing single features
too much), releasing stripped versions of features in schedule pressure, treating
customers and users as one large group, failing to support the customers’ pro-
cesses well, and missing a big picture in development.

As a solution, researchers suggest that the IS developers should develop
their customer understanding by doing proper customer segmentation, creating
direct contacts between IS developers and customers, and collecting customer
information actively (Kauppinen et al. 2009).

The most feasible method and techniques for requirements acquisition and
analysis depend on the context and requires careful analysis of the situation. This
is not a self-explanatory process. For instance, merely identifying feasible cus-
tomer segments may not always be straightforward, when the systems are get-
ting more complicated and their user base large. The ISD practitioners often have
their favorite methods for requirements acquisition and analysis, which they ap-
ply in (industry) projects. Quintessential approaches today are various methods
that emphasize user understanding, or user-centered systems design approaches
in other words. For instance, Leikas (2009) presents a life-based design approach,
which is a holistic design approach for systems design. It is based on building
understanding on the user segments of the system and the use context for the
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system. The life-based design process proposes to first define the design prob-
lems by analyzing the user in the use context (so called form of life), then gener-
ating possible design solutions alternatives and analyzing their feasibility, and
only after the analysis phase constructing the design requirements. Life-based
design process, as all user-centered design approaches, emphasize active in-
volvement of users in the design process.

Requirements acquisition and requirements analysis have been studied in
information science research widely and from different angles. For instance, con-
tingency models have been developed to describe requirements development in
specific contexts. Mathiassen et al (2007) develop and introduce a model for re-
quirements development, which integrates different models. The major output
of the study is integrative contingency model for requirements development,
which also takes into account risk handling.

Mathiassen et al. (2007) serves as a base for further research on the area by
Tuunanen et al (2016) to stakeholder requirements acquisition methodology.
They present theory-backed and practically tested principles for methods for re-
quirements acquisition from stakeholders by providing model for understanding
the needs and preferences of various system users, for whom the requirements
collection is not straightforward. They introduce a requirements acquisition
methodology that builds on stakeholder theory. Stakeholders of firm consist of
different parties, which have a tie with the firm. Typical stakeholders are owners,
suppliers, employees, customers, or potential customers. The stakeholders can be
divided in purposeful groups for defining requirements for new information sys-
tems. These groups are called stakeholder populations.

Stakeholder populations differ for instance in their roles, experience, mental
models, beliefs, values and preferences (Tuunanen & Peffers 2016). Stakeholder
population is a useful concept for identifying stakeholder requirements for infor-
mation system. Stakeholder populations are firm-specific and also specific to the
information system in question. Thus, identifying the relevant stakeholder pop-
ulation groups is not always trivial. Stakeholder requirements acquisition meth-
odology (SRAM) was designed (Tuunanen & Peffers 2016) to target specific
stakeholder populations to define functional requirements for new IS. The SRAM
methodology builds on personal construct theory, theory of disability, diffusion
of innovation, social actor theory, and media richness and information synchro-
nicity theory. The SRAM methodology is used for selecting and designing meth-
ods to acquire the functional requirements for new applications and systems.
SRAM describes five independent principles of action, which can be applied
when making decisions about the requirements acquisition methods (Peffers et
al. 2016):

1. Understanding stakeholder preferences, reasoning, and values can be
accomplished with methods that capture, aggregate, and preserve stake-
holder knowledge structure.

2. Understanding sub-population preferences can be accomplished with
methods that segment stakeholder populations by identities, environ-
ments, and affiliations.
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3. Using non-representative samples can be effective in acquiring require-
ments from populations inexperienced with new technology, risk aver-
sion, or lack of motivation to participate.

4. Accommodating limitations to participation, from technical disabilities
or population economics, through technical and procedural accommo-
dation can overcome limitations in stakeholders” ability to participate.

5. Attending to media characteristics can enable effective acquisition of
preferences, reasoning, and values in early stages and achieving con-
cordant understanding of preferences and their value at the later stages.

In another research paper, Peffers et al. (2003) present a model that com-
bines critical success factors (CSF) with personal construct theory to constitute
critical success chains (CSC). CSC can be used to model relationships between IS
attributes, CSFs and business goals. Critical success factors refer to the elements
that are vitally important for an organization to keep competitive performance
and eventually reach the goals. There should be only a few of CSF, but organiza-
tion should put great emphasis on them to succeed. Critical Success Chain, CSC,
refers to the extended framework, taking into account other factors / functions
that are needed to maintain CSF performance. CSC network is a presentation of
the chain.

The method provides model to allow participation on large number of peo-
ple from different parts of the organization in IS planning phase. The researchers
point out that the benefits of the method are larger variety of ideas, better strate-
gic focus for the IS development portfolio, considering larger variety of options
to accomplish desired objectives, and better allocation of IS resources (Peffers et
al. 2003).

The CSC process consists of pre-study preparation phase, data collection
phase, analysis phase, and ideation workshops. The process flows from first iden-
tifying the CSFs and people-related personal constructs with large number of
people onwards to specifying the business requirements for IS with a limited
number of specialists. The CSC method seems feasible for specifying for instance
minimum viable product (MVP) of an IS, and showing the relationships between
the functionalities of the system to participants from different parts of the organ-
ization.

In addition to this, Nemoto et al. (2015) emphasize the importance of con-
sidering value-in-context, when specifying requirements product-service sys-
tems, i.e. in the requirements analysis, specific situations in product use in differ-
ent customer contexts should be considered. Nemoto et al (2015) aim at formal-
izing how the concept of context should be handled in publicly used IS design.
When doing design, products and services are combined based on identified cus-
tomer requirements. Researchers propose a framework for classifying the ele-
ments of context of customer. The framework consists of four contextual quad-
rants on two axes, individual vs. global and short-term vs. long term. The four
context quadrants, as described in Figure 2, are customer attributes, environment
attributes, environment states and customer states. Using this classification
framework, Nemoto et al. (2015) present a context-based requirements analysis
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process, which is described on the right-hand side of Figure 2. The process adds
to the user persona-based requirements acquisition process 1) identification and
description customer and environmental attribute contexts and 2) applying the
context states to user persona handling. The presented context-oriented method
could be applicable addition for system designers for analyzing how different
usage contexts (such as user’s emotional state) may affect the requirements.

Long-term
Quadrant Ii 1 Quadrant | Step 1 Step 2
Customer attributes Environment attributes -
< Personalities « Social trends Extract e{1V|rorwrnerwt Extract 'customel
* Knowledge * Economic circumstances attributes attributes
« Skills * Technology direction ‘ i
* Relationships with others * Public consciousness
etc. etc. Write a social ;
— -
Individual Global ey Describe a persona
Quadrant IV
Environment states Step 3 y
« Health conditions * Season Extract environment Write plural
* Humors * Location / customer states scenarios
* Emotions * Weather
* Behaviors * Temperature l
e L = Analyze customer
Short-term requirements

Figure 2. Contextual elements and utilization process.

Further on, service blueprinting approach is often used approach for de-
signing services. Patricio et al. (2009) present service experience blueprinting
technique for identifying, developing and describing customer experience re-
quirements. They extend service blueprinting method and propose service expe-
rience blueprinting for designing service experience of service. Service experi-
ence, i.e. the experience the user has when using the service, is one of the key
factors in service design, also in case of IS-intensive services. Therefore, paying
attention to these quality requirements is worthwhile. Patricio et al. (2009) pro-
pose a multidisciplinary method for the design of IS-enabled service systems.
They combine goal-oriented modeling use case approach, and therefore the ap-
proach can be used to increase shared understanding of the requirements and a
common vocabulary for different parties of the ISD process. The service experi-
ence blueprinting method is based on ideas and also tools from interaction design
and requirements engineering: goal-oriented analysis, conceptual modeling, and
service blueprinting. The method can be useful in acquiring customer experience
requirements in service environments. This method can be used to better under-
stand customer experience requirements and other non-functional requirements,
which typically have gained less attention in ISD process that functional require-
ments. As both Komssi et al. (2015) and Kauppinen (2009) do, also Patricio et al.
recommend the use of multidisciplinary team to enable an integrated design of
the service.

Service blueprinting has been found useful way to specify the interactions
between different actors in service interaction process (customer, ISs and actors
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on service provider side). Further on, customer journey mapping, a customer ex-
perience design technique that has been much discussed and even debated on
the industry domain during recent years, also builds on the ideas of service blue-
printing and extends it to customer interaction design.

Service experience design and requirements acquisition in that context of
IS-intensive service development has been on focus recently in the digital indus-
try. This thinking extends also on the more traditional fields of industry, such as
manufacturing. Especially platform-based models are under great interest con-
currently. For instance, Ryynénen et al. (2016) present a recent study on the re-
quirements for a collaboration driven product-service system. The researchers
present that modern manufacturing business based on product service systems
require software platforms, which can support offerings in over the service lifecy-
cle. Ryyndnen et al. (2016) integrate the Product Life-Cycle Management (PLM)
and Service Life-Cycle Management (SLM) approaches in to develop collabora-
tive Product-Service design and manufacturing engineering platform. Also
Ryynénen et al. (2016) emphasize stakeholder involvement and importance of
collecting and managing feedback from stakeholders. This is essential for design-
ing and building functionalities and features that best enable efficient use and
maintenance of the product service machinery.

Whatever requirements acquisition and analysis methods are selected, the
organizations that develop ISs should also pay attention to measuring and devel-
oping their requirements management processes. For instance, Hooks & Farry
(2001) propose several measures, such as number of change requests, number of
error reports, etc., which can be used as performance indicators for measuring
requirements engineering activity. The IS developers should develop a set of
measures, which can be used as requirements management and engineering per-
formance indicators.

3.3 Software product management and roadmaps

Product management, as defined by Ebert (2014), is the discipline and business
process that governs a product from its inception to its delivery. Product man-
agement consists of activities that enable IS product to be commercially viable.
The primary tools for product management are the business case, requirements
acquisition and analysis methods and product roadmaps for IS-based product.
Ebert (2014) also include managing risks and uncertainty, mastering stakeholder
needs, and improving accountability toward business targets into product's life
cycle management. All organizations developing IS-based products should im-
plement product management in some form. Also the requirements risk issues
should be covered in product management practices.

New mass-market software solutions and cloud-based business models
bring new aspects to product management, as the solution can be delivered glob-
ally and developed rapidly. Poor product management causes insufficient pro-
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ject planning, continuous changes in the requirements and project scope, config-
uration problems, and defects (Ebert 2014). Also, Ebert points out that often the
focus in product management is too much on technology and on the features of
the IS, but not enough on the value that it produces: extensive feature lists are
collected, but only half of the originally listed requirements end up implemented
in the final product release. This observation demonstrates one essential require-
ment engineering challenge: how to identify the right requirements?

To advance the product management activity in a product-based business
model implementation in an organization, Ebert (2014) lists four success factors
for product management: (1) a core product management team with reliable com-
mitments from all functions; (2) a standardized product life cycle with clear in-
terfaces, milestones, and governance; (3) prioritize the requirements that
transport the customer value to ensure business focus; (4) and implementing
portfolio management and roadmapping to facilitate transparency to the devel-
opment and management of dependencies.

Ebert (2014) proposes introducing a standardized product life-cycle process
to support product management activity in the organization. The life-cycle model
should also describe the requirements engineering and management practices.
Ebert describes the requirements as a contract mechanism for the project inter-
nally and a client externally, and proposes a structured and disciplined docu-
mentation and management of the requirements. Ebert also emphasizes the im-
portance of enabling both technical and business evaluation of the requirements,
conducted by the core product management team. This is to avoid making re-
quirement changes without checking technical feasibility, evaluating business
case and understanding downstream impacts of the change.

A standardized product life cycle, which sets the guideline for the product
management and development process, should guide the development and
maintenance of IS (Ebert 2014). Also, adequate risk management techniques must
be implemented as part of the life cycle process. This should also cover risks re-
lated to requirements. For requirements risk management, multifaceted analysis
and documentation of requirement changes helps in improving requirement risk
management.

As pointed out earlier, the product management activities should focus to
value production: this allows a solution to truly address a customer need and
have a strong business goal. Therefore, the product and its market should be fre-
quently assessed to judge on product value proposition and development prior-
ities. Managing and maintaining roadmaps is in the core of the product portfolio
management and their development activities (Ebert 2014).

Ebert (2014) proposes that the product team should consist of the product,
marketing, project, and operations managers for each product (release). This core
team decides about requirements and their priorities, test strategies (covering
both technical testing and business case testing), increment planning, backlog-
ging, and so forth.
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3.4 From long-term roadmap to short-term backlog

To recognize new opportunities and demands set by the markets, competitors
and new technologies, and to lead IS-intensive product and service development,
companies implement roadmapping activity in some form. The purpose of
roadmapping is to help focusing the development resources on sensibly on the
long term. Product roadmaps, in general, are time-based charts, which includes
at least commercial and technological view to the IS-intensive product or service
development (Komssi et al. 2015). The roadmapping activity should focus on
long-term planning, i.e. longer than “next release horizon” (Komssi et al. 2015),
instead of short-term product planning.

Komssi et al. (2015) present an empirical study of two Finnish companies
with software-intensive products and services. Their focus is on customer value
creation in roadmapping process. They present the following key findings: 1)
trouble with linking business strategy to solution planning; 2) feature-driven
mind-set of developers hamper customer process understanding; 3) difficulties
in defining and commercializing services, as business cultures and the person-
nel’s profiles were technology-oriented; and 4) fragmented customer knowledge
in the organization. The researchers point out that relevant knowledge about cus-
tomers in the company resides in different functions within the organization, and
roadmapping should allow collecting and merging that knowledge in a useful
way. In addition, the researchers argue that the service development is typically
neglected in roadmapping, and the focus is in product features.

Table 4. Six steps for improving customer understanding in roadmapping
Step Explanation

1 Form a cross-functional team A cross-functional team should consist of participants
with different functions, which more probably holistic
understanding of customer processes and also business
strategy of the company.

2 Examine the business strategy The business strategy should be understood by the par-
ticipants: especially target markets, business domains,
technological drivers, and focus between existing and
potential business (=customers) should be covered.

3 Select a customer segment The customer segmentation should be done so that seg-
ments consist of similar kind of business process related
to solution. The team should be familiar with the se-
lected customer segment and strategically important.

4 Identify the customer’s activities The team considers customer’s activities holistically
segment by segment. The analysis should be kept on ab-
straction level suitable for roadmapping.

5 Analyze the customer’s activi- To analyze current situation, analysis should focus first

ties on current solution and then to customer benefits minus
sacrifices for each customer activity. The business po-
tential (sales opportunities, customer loyalty) at each
customer activity is also analyzed here.
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6 Linking the business potential of The team should prioritize the customer activities based
customer activities into a solu- for instance compatibility with the business strategy
tion roadmap. and the readiness of the existing solution. Based on the

prioritization, customer activities can be placed in a so-
lution roadmap.

Therefore, a functioning roadmapping process brings the relevant people
together, and allows them to share and analyze information to better understand
the value creation of their product to customer. The format of the roadmap is not
the most relevant issue: Komssi et al. (2015) bring up that many of the benefits of
roadmapping are derived from the roadmapping process rather than the
roadmap itself. The researchers propose that software companies should shift
their focus from the prioritization of software features to the analysis of custom-
ers’ processes and the prioritization of customers” activities. In order to do that,
a six-step process for improving customer understanding in roadmapping is pro-
posed (see Table 4). These steps can be applied also in requirement engineering
process for the requirements acquisition purposes also.

3.5 Summary

Project Management Institute (PMI) conducted a survey (Smith et al., 2014) to
project management professionals to have a look at into the current practice of
requirements management and its impact on projects and programs. Require-
ments management, as defined by PMI (Smith et al., 2014), is the discipline of
planning, monitoring, analyzing, communicating and controlling requirements,
including communication among developers and stakeholders, and require-
ments change management throughout the course of the development project (or
program). Based on the survey, they argue that many organizations still miss suf-
ficient capabilities for requirements management: they lack resources, relevant
competences, and executive management commitment. It appears that in the in-
dustry the value of requirements management and engineering is not always
seen, and making improvements on the area seem to demand big cultural, organ-
izational and processual changes - and eventually remarkable financial contri-
butions. This may lessen business managers’ interest in requirements engineer-
ing development efforts.

The literature review of requirements engineering approaches shows that
the problem area has been under active research both by industry practitioners
and by scientific researchers. The overview of literature also shows that there are

recurring principles of requirements engineering, which are summarized in Ta-
ble 5.

Table 5. Requirements engineering principles
Principle Explanation




29

Stakeholder collab-
oration

Business targets

User segmentation

Consider use con-
text

Requirements
model

Focus on value cre-

ation

Experimentation

and feedback

Multi-disciplinary
design team

Requirement char-
acteristics

Active bi-directional collaboration between different stakeholders
improve IS developers” understanding of the use context, user seg-
ments, stakeholder needs and requirements, value production and
eventually also stakeholders” commitment to development efforts.
The business targets (the business model and IS connection to strat-
egy) should be understood by the IS developers and other stake-
holders and lead the requirement development efforts.

The (intended) user base of the IS should not be handled as a one
big lump. Proper segmentation helps in understanding the value
creation, use contexts, usage drivers and use scenarios. Segmenta—
tion approaches may vary.

Understanding the context of use, including the user state and us-
ers’ environment states, is important in understanding value crea-
tion and user experience design.

Select requirement model that is expressive enough for describing,
visualizing and explaining the requirements (see also item 9 of this
table).

Focus on value creation to users (and other stakeholders) instead of
IS features or functionalities. This demands that IS developers un-
derstand what is valuable to whom (of the stakeholders and user
segments) and how the IS can assist in creating more of it.

Making experiments and testing the design assumptions (such as
prototyping or iterative implementation) helps in verifying re-
quirements at early stage. Collecting specific enough feedback en-
ables making analysis and design decisions. Developing the solu-
tion in increments and deploying increments into production use
as soon as possible provides an ultimate testbed with real-life users
and use contexts.

A multi-disciplinary design team has better chance to develop ho-
listic understanding of the IS application area. Consider at least
having different functions (marketing, sales, business lines, cus-
tomers etc.) and domain-specific knowledge (technical compe-
tence, business competence, application domain knowledge, deliv-
ery competence) present.

Requirements should be understood widely enough, and impact of
other than functional and systems requirements should be as-
sessed: how to analyze also quality aspects, emotional design, cul-
tural values and experiential requirements.

It is notable, that the agile development methods propose many of the prin-
ciples of the table above. In the next chapter an introduction to agile requirements
is given.
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4 Agile Development Methods

Agile IS development methods refer to a range of development frameworks,
which implement agile principles and values. These frameworks, collectively
known as agile, have been under development already from 1980s and 1990s.
There are different agile methods and approaches; Scrum, XP, Kanban and Lean
some to mention. However, they all borrow from same ideology and are based
on the set of agile values and principles. In essence, agile ISD is about allowing
continuous inspection and adaptation to changes in a dynamic environment.
There is no single agile framework, which would provide everything that is re-
quired to deliver and govern information systems. Each agile framework has
slightly different approach, and typically in real-life adaptations different frame-
works are integrated with each other to provide an overall agile operating model
for the organization. Therefore, a feasible agile solution is dependent on the area
of business and the context within which the system is being implemented. (Mea-
sey 2015, 24-25).

In this chapter, we will have brief introduction to agile values and frame-

works, but focus more on requirements analysis and risk management in agile
ISD.

4.1 Values and Principles - The Agile Manifesto

The Agile Manifesto describes four values and 12 principles supporting the agile
values. The values set out in the Agile Manifesto are (Measey 2015):

Individuals and interactions over processes and tools
Working software over comprehensive documentation
Customer collaboration over contract negotiation
Responding to change over following a plan

The 12 principles that the agile frameworks build on are expressed as follows
(Agile Manifesto, 2017):
1. Our highest priority is to satisfy the customer through early and
continuous delivery of valuable software.
2. Welcome changing requirements, even late in development. Agile
processes harness change for the customer's competitive advantage.
3. Deliver working software frequently, from a couple of weeks to a couple
of months, with a preference to the shorter timescale.
4. Business people and developers must work together daily throughout the
project.
5. Working software is the primary measure of progress.
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6. Agile processes promote sustainable development. The sponsors,
developers, and users should be able to maintain a constant pace
indefinitely.

7. The most efficient and effective method of conveying information to and
within a development team is face-to-face conversation.

8. Build projects around motivated individuals. Give them the environment
and support they need, and trust them to get the job done.

9. Continuous attention to technical excellence and good design enhances
agility.

10. Simplicity - the art of maximizing the amount of work not done - is
essential.

11. The best architectures, requirements, and designs emerge from self-
organizing teams.

12. At regular intervals, the team reflects on how to become more effective,
then tunes and adjusts its behavior accordingly.

The agile values and principles foster practices, which helps in diminishing
risks in requirement acquisition and analysis - such as focus on customer value,
continuous feedback and improvement, and co-operation of business and tech-
nical people. We will discuss this more in chapters 5.4 and 5.5. As in this thesis
the focus on studying how requirement risk handling is considered in ISD ap-
proaches, we do not go further in describing different agile frameworks.

4.2 Generic agile development framework

There are many agile frameworks that can nowadays called de-facto standards.
As these standard frameworks all overlap and often use different terminology to
describe the same thing, Measey (2015) describes a generalized agile process to
describe a generic agile model. For the purpose of this thesis, we do not go in
details of different agile methods, but instead refer to the generic agile model by
Measey.

Figure 3 (Measey 2015, 38) illustrates elements that the generic agile process
consists of. The agile process, as illustrated, wraps around product backlogs, it-
eration backlogs, release plans, agile artifacts, and agile activities performed by
customer, team and other relevant stakeholders. The customer, often represented
by product owner, develops the product backlog with help from the team and
the stakeholders. The team is responsible for delivering product increments, each
divided to iterations/sprints. Increments may constitute larger releases, which
may require governance (projects or continuous delivery). The team performs
planning at various levels, such as release and iteration/sprint planning. In
scaled agile (such as SAFe), planning may occur across several agile programs
(or release trains in SAFe terminology). The team and the customer maintain re-
lease plans, product backlog and iteration/sprint backlogs. Agile technical prac-
tices lay the foundation for technical implementation and deployment (delivery).
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Team holds stand-ups (daily meetings, scrums) daily within iterations/sprints.
The sprint/iteration and release status of work is made visible using visual
boards. Risks, problems, dependencies and assumptions are stored and managed
on the RAID log (risks, assumptions, issues, decisions). In the end of each itera-
tion/sprint and release, the team and customer will demonstrate the delivered
product increment (show & tell) to the stakeholders. Feedback is collected from
the iteration demo about the feasibility of the product and prepare the next plan-
ning period. Detected risks are added to the RAID log. The team performs a ret-
rospective learn from successes, failures and changes. The agile lead is responsi-
ble for facilitating and enabling the process gives coaching the team. Agile pro-
cess can be scaled across many teams.

Visual Boards

sbopjoeg

Release

Product Increment

Backlog Iteration/Sprint

Refinement

Customer

Figure 3. Generic agile process simplified.

Four key roles are generally recognized in agile development model,
namely the customer, the agile lead, the agile team itself and stakeholders.

The customer refers to a role that is responsible for making decisions about
the backlog contents and its prioritization. Therefore, the customer is not neces-
sarily the actual customer of the product or project, but in agile the is customer is
often represented by product owner or equivalent. In any case, the customer has
to be able to represent the needs and priorities for the product, i.e. define the
stories to be delivered, decide the order of the stories on the backlog, and approve
each iteration/sprint or release (Measey 2015, pp. 43-44).

The agile lead refers to a role that is external to the team, but This role has
different names in different agile frameworks, but the responsibility is somewhat
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similar. The agile lead serves the team as a change agent, agile process coach,
sponsor, facilitator or enabler within the organization - depending on the context.
The agile lead’s main responsibility is to enable the self-organization and contin-
uous improvement of agile teams. (Measey 2015, pp. 48-50)

The term ‘stakeholder” refers to people and organizations that have a real
or perceived connection or interest towards the project outcomes. Identifying,
analyzing the stakeholder network, and managing stakeholders is important for
the product success (Measey, pp. 50-52). Stakeholder analysis helps in preparing
a proper communications plan for the project.

Agile development teams and their operability are in the core of all agile
frameworks. Agile teams are self-organized and carry the responsibility for de-
livering value to customer. Therefore, agile teams are typically responsible for
deciding how to do the work, defining how long the work will take, deciding on
division of work, and delivering the product. Depending on the project, various
team types may exist, such as feature teams, component teams, core and support
teams (Measey, pp. 45-53). The team has the authority to decide how to do the
work, who does it and how long it should take. To ensure consistency in quality
and delivery, proper standards and guidelines for the agile teams are defined -
this is the responsibility of the agile lead. L.e. the agile teams have authority to
decide how to best organize themselves to deliver maximum value to the cus-
tomer within the boundaries set by the agile lead. Measey (2015, p. 51) states that
teams would not have the authority to choose who is on the team, what business
problem they are expected to help solve, or what budget they have. Also, tech-
nical and architectural restrictions may be set for the teams.

In agile, the teams also have an important role in planning and specifying
the solution. The team refines the user stories with the customer and then divid-
ing them into tasks. Based on the task breakdown done by the team, a proper
estimate of the effort needed to complete the work. Team also divides the work,
and follows the progress of each task in daily meetings (and decides how to in-
tervene if problems occur) (Measey 2015, pp. 59-60).

4.3 Requirements and agile methods

As described in the previous chapter, agile development emphasizes customer
value delivery. This reflects also on how the requirements development is ap-
proached in agile development. In the following subchapters, agile requirements
specification principles are discussed.

4.3.1 Agile requirement specifications

User stories - or simply “stories’ - are commonly used in agile development to
represent user needs and expectations towards a system. Stories define what is
required from the IS development team by the customer and other stakeholders.
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As the name suggests, user stories are written in a form of narrative description
from the perspective of a user persona. This way the stories are understandable
by the stakeholders and especially the customer (Measey 2015, 53). In agile de-
velopment, user story is not a detailed specification of a system requirement, but
instead it is a more like an instruction to the IS development team on what kind
of feature or other requirement (such as fulfilling a standard or some other exter-
nal limitation) is needed (Measey 2015, 52-53). For instance, Leffingwell (2017)
states that “User stories are not requirements. Rather, they’re short, simple descriptions
of functionality the user would like to have, usually told from their perspective and writ-
ten in their language.” Therefore, user stories in agile have a rather interesting dis-
tinction from the traditional requirements specification approach, where the re-
quirements typically describe the expectations of the IS properties. On the other
hand, some industry ISD practitioners argue that that in many real-life IS project
environments this difference is rather theoretical, may not be very visible or ex-
isting at all. This is because also in agile environment the requirements may have
to be fairly detailedly described because of other project reasons (for instance to
tulfill the demands on estimating project timeline and budget or because of rea-
sons associated with IS delivery contracts). In addition, also in agile development
user stories are commonly complemented with other ways to describe manda-
tory requirements, restrictions or non-functional requirements. Nevertheless, in
agile development the agile teams have lot of decision power on how the user
stories will eventually be implemented.

User story defines what kind of feature is wanted, who wants a feature, and
why they want it. In addition, properly written user story also includes ac-
ceptance criteria to describe when the implementation fulfills the story appropri-
ately (Measey 2015, 53). The user stories should describe small, independent ver-
tical slices of IS functionality, and be sized so that they can be completed within
one iteration. Leffingwell (2017) also separates user stories (which deliver func-
tionality to end user) and enabler stories (which define work items needed to
support architecture, infrastructure, and other non-functional requirements).

Measey (2015) and Leffingwell (2017) both give very similar description for
a good user story. A high-quality user story should be independent (of other user
stories), negotiable (not an exact feature specification), valuable (for the cus-
tomer), estimable (to sufficient level), small (fit within an iteration) and testable
(has acceptance criteria defined). These criteria can be explained as follows:

¢ Independent stories are deliverable independently of each other, i.e. they
are not connected. Often independence is easy to achieve on high level,
but once the detail level of the user story gets deeper, dependencies may
emerge.

e The idea of user story is that it is not a detailed requirement specification,
but something the team can refine and negotiate until it gets designed and
added into sprint plan.

e Valuable story is such that the customer agrees on the value of a story -
only after that the story can be added to backlog.



35

e Estimable is understood by the team must be understood by the team as
correctly. This often requires that the team is involved in the developing
and refining of stories to have deep understanding of the story and to be
able to estimate the stories.

e Stories should be small enough, which means that they should be imple-
mentable in one sprint.

e Stories should also include acceptance criteria against which the comple-
tion of the story can be tested. Criteria also guide the test planning.

The stories that do not meet these criteria need to be reworked or rewritten
completely by the team (Measey 2015, 54). The criteria are summarized in Table
6.

Table 6. Qualities of a good agile user story.

Quality Explanation

Independent Deliverable independently of each other

Negotiable Refinable over time

Valuable The value of a story is understood by the customer

Estimable Understandable by the team to make the estimates, against which the
plans are made

Small enough Implementable in one iteration (roughly 1 to 5 days of work)

Testable Stories must include testable acceptance criteria

User stories are by no means the only requirements specification technique
applied in the agile ISD contexts. Others are used as well, such as use cases, tex-
tual requirement descriptions or process descriptions. However, user stories are
commonly used in agile, and furthermore they build on something that is often
considered to be in the core of agile requirements: the end user and his usage
scenario.

By comparing the characteristics of a good requirement in Table 6Table 2
and characteristics of a good agile user story in Table 6, we can see that the char-
acterizations are quite similar. Both recognize the importance of value for user
(necessary vs. valuable), verifiability (verifiable vs. testable), understandability
(estimable vs. comprehensible), and feasibility (feasible vs. valuable). Also, re-
quirement independency, sufficient accuracy level, and avoidance of contradic-
tion is considered in both lists. However, some differences exist. First, there are
differences in how the ambiguity is handled: whereas ‘a good traditional require-
ment’ should be so clearly specified that ambiguity is removed, the agile devel-
oper believes more in negotiability of user stories to increase the detail level and
remove ambiguity. Second, in the agile development, prioritization of the user
stories is done on a continuous basis in the development process and it is not
considered to be a characteristic of a user story. Third, in agile approach small
enough user stories are preferred to support iterative implementation - no such
criterion is described for traditional requirements.
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4.3.2 Agile requirements development

From the requirements management perspective, it is important to understand
that in agile the development team has lot of decision power (and responsibility)
on how the IS is implemented so that it fulfills the user stories (requirements). As
agile teams are self-organizing teams, they have authority to decide how the
work gets done, who does it and how much time is needed for it. This process
involves typically refining stories with the customer (possibly presented by prod-
uct owner or equivalent), prioritizing them and dividing them into implementa-
ble tasks. Therefore, it is essential that the user stories describe real needs of the
users. In agile, the customer representative, such as product owner in Scrum, has
the responsibility over interpreting the end user needs and formatting them into
user stories and further on backlogs.

In agile development, the user stories are processed in a continuous process
of refinement and prioritization. This is being done throughout the lifetime of the
IS. This means that stories will continue to evolve from inception of the product
through to decommissioning the backlog (Measey 2015, 56-60). This practice is
especially important in complex or rapidly changing environments: the user sto-
ries are developed in line with the evolving environment. To do this in practice,
the IS developers should avoid the temptation to develop the details of all user
stories in the early stage of the project (or release). If the stories have very much
details, and/or they are created too early within the delivery process, it is labori-
ous task to maintain them when the situation changes. Instead, in agile the details
of user stories should be developed just-in-time, for instance for the next sprint
(Measey 2015, p. 58).

Prioritization of user stories (i.e. requirements) is in significant role in all
agile frameworks. The prioritization is connected to timeboxing: majority of agile
frameworks implement timeboxing in some form, meaning that the development
is divided to time periods (for example releases and sprints/iterations), and the
team output is delivered within these stints in a prioritized order. Therefore, it is
relevant that the user stories are prioritized and implemented according order.
Typically, so-called MSCW prioritization (Must-have, Should-have, Could-have,
Won't-have) is done for user stories allocated inside an iteration (Measey 2015, p.
59). That is, when the stories are added in the timebox (such as iteration, release,
or project), then they are also arranged in a prioritized order within the timebox.
Measey (2015, p. 60) points out that the prioritization in agile is closely associated
with timeboxing.

MSCW prioritization requires that the user stories are defined in a detailed
enough level. If the user stories are on too generic level, the customer has diffi-
culties to give them priorities and then the user stories get easily defined as ‘must
haves’. Adding more details allows better evaluation of priorities (Measey 2015,
60). We see here slightly contradictory demands. On one hand, flexible change
management requires that the user stories are not on a detailed level. On the other
hand, the more detailed user stories are easier to prioritize. To solve this, a prac-
tical compromise must be found by the agile team.
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4.3.3 SAFe Model and SAFe Requirements

Many agile practitioners have concluded that the most popular agile frameworks
(Scrum or XP for instance) do not sufficiently address the problems faced by en-
terprises or large software organizations. In principle, majority of the agile frame-
works can be scaled to fulfill the needs of larger enterprises, but most of the meth-
ods do not describe how it should be done (Measey 2015, 159-160). To bring the
benefits of agile development methodologies into complex IS development con-
text, a more comprehensive agile framework is needed. One of the most extensive
agile models is probably Scaled Agile Framework (SAFe), which we use as an
example of scaled agile framework in this thesis. According to Measey (2015, 159),
SAFe is the most fully featured, discussed and implemented agile scaling framework.

It is apparent that the rather simplistic basic agile requirements modeling
approach with user stories collected into a product backlog (even if structured
with epics and divided into sprint backlogs) is not sufficient neither for larger
businesses developing IS solutions nor for developers of complex information
systems. The model is not expressive enough to describe various requirement
types and their relationships and dependencies, which are unavoidable in com-
plex scenarios. Therefore, also agile requirements models need to be scaled.

The SAFe framework consists of process model that reaching over different
levels in an enterprise, a mid-level planning cycle (the program increment) cov-
ering the activities of many agile teams (an agile program), funding of the agile
programs, means to align programs to deliver value to the customer (a value
stream), associated agile values and practices, and four core values (code quality,
alignment, program execution and transparency). SAFe directly borrow or refer
to other agile approaches, namely Scrum, eXtreme Programming, Kanban, lean
thinking, and the Agile Manifesto.

SAFe also extends the agile requirements specifications. Scalable require-
ments model by SAFe, illustrated in Figure 4, consists of epics, capabilities, fea-
tures, stories, and nonfunctional requirements (NFRs), plus their sub-categories.
In addition, the model describes their relationships between the elements. It also
includes acceptance criteria for testing to support verification of non-functional
requirements. (Letfingwell 2017)

The SAFe requirements model can be used to replace or complement more
traditional requirement specifications, while still supporting the agile develop-
ment paradigms. In the agile development the trust on building the correct solu-
tion rest on the idea that the understanding of the correct solution emerges dur-
ing the development, and the decision-making in development process is guided
by the vision of the IS. This is important distinction to the idea that the correctness
could be ensured by increasing the requirements specificity in the IS specifica-
tions. Leffingwell (2017) argues that the SAFe requirements model leaves room
for this process of emergent understanding of customer value development.



38

constrained by Nanfunctional
e -
Backlg ttem 0" . Requirement

AN 1
—ITS arne of Done when
passes

realized by
(8]

System qualities

test
- Epic Hypothesis
Statement
- OQutcomes
Hypothesis -
- Lean Business Capability realized by
Case

B - Phrase - Phrase o1 1.7

- Benefit hypothesis - Benefit hypothesis
- Acceptance criteria - Acceptance criteria

Portfolio [l Value Stream [l Program
Epic Epic Epic is one of
is one of Business Enabler Business Enabler
Capability Capability Feature Feature

done when done when
passes passes done when

is one of

User Story Enabler Stery

- User voice - Story statement
statement - Acceptance

- Acceptance criteria
criteria

1.0

dione when
salisfies Capability Feature
acceptance test acceptance test
Success
criteria

Figure 4: SAFe Requirements Model.

As in agile development generally, also in SAFe the requirement items are
collected in backlogs. Depending on the selected SAFe configuration, there may
be different types of backlogs, such as team backlogs, portfolio backlogs, pro-
gram backlogs etc. Depending on the purpose of the backlog, the backlog items
have different characteristics. The concepts of SAFe requirements model are ex-
plained briefly.

An epic is a portfolio backlog item, which defines characteristics of a larger
entity, i.e. solution. As the term “solution” suggests, an epic has that much con-
tents that it may require analysis phase and (financial) approval before entering
the implementation phase. When implementing epic, also Minimum Viable
Product (MVP) for the epic may be defined to help in user story prioritization.
Epic is implemented over multiple increments. Leffingwell (2017) states that the
epic implementation work continues until the optimum economic benefit is
achieved. Epics can be portfolio epics, value stream epics or program epics, de-
pending on the SAFe configuration and the level of backlog is discussed. Two
types of epics are introduced in SAFe: business epics and architectural epics.
(Leffingwell 2017)

As described in chapter 4.3.1, stories are brief descriptions desired function-
ality written in the user’s language. In SAFe, user stories deliver functionality di-
rectly to the end user and enabler stories represent work items needed to support
exploration, architecture, and infrastructure. Epics consists of set of stories.

SAFe requirements model also introduces features and capabilities, as illus-
trated in Figure 4. Feature is a system service that fulfills a stakeholder need. Each
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feature defines what benefit it produces (benefit hypothesis) and acceptance cri-
teria. Features consist of several stories, and should be sized to fit within single
agile release train of a program increment. A capability, again, is a higher-level
solution behavior that typically spans multiple agile release trains. Capabilities
are split into multiple features. Features and capabilities are developed and man-
aged, and they progress through the funnel of analyzing, backlogging, imple-
menting, validating, deploying, and releasing phases. In SAFe, this process in-
cludes business and technical impact analysis, which stands for strategic direc-
tion setting for incremental implementation. The SAFe requirement model is hi-
erarchical: epics > capabilities > features > stories. Capabilities and features are
simply additional level of abstraction above stories, and they can be utilized if
considered necessary in complex development scenarios. (Leffingwell 2017)

In SAFe model, non-functional requirements (NFRs) define system quality
aspects of the system, such as security, reliability, performance, maintainability,
scalability, and usability. NFRs set constraints and restrictions for the implemen-
tation across the entire system implementation. In agile development, NFRs are
sometimes added in as definition of done statements for each iteration. In SAFe,
NFRs exist at all backlog levels, that is team, program, large solution, and port-
folio. Leffingwell (2017) emphasizes that an adaptive and incremental approach to
exploring, defining, and implementing NFRs is a key skill for agile teams. Over-speci-
tying NFRs lead to too complex solution, but under-specifying them will lead to
inadequate solution.

The SAFe requirements model may appear complex. On the other hand,
Leffingwell (2017) points out that most practitioners need only a subset of these
items. An agile team can be running perfectly fine mostly using team backlog,
user stories, acceptance tests, and NFRs. However, understanding the purpose of
all elements help practitioners to choose correct requirements model to be ap-
plied in a more complicated scenario.

4.3.4 Agile requirements summary

Agile requirements come in many shapes and forms, but the most common form
is user story. It is notable, however, that the agile methods tend to focus on how
the work of the development team is organized and directed, and how the com-
munication between the customer and the team occurs. The connection between
the customer and the team is essential content in the models, but the agile models
do not in fact give much on how to identify, acquire, and analyze the require-
ments (i.e. customer needs) from the stakeholders in practice. It is expected that
the customer has representation in the agile development, but the question re-
mains from where and through which process does the product owner generate
the understanding about the end user value creation, IS vision and eventually the
user story contents and their priorities. In a real-world IS development, processes
such as product management and roadmapping, as presented in the chapter 3,
need to be implemented in organizations to foster this process.
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4.4 Agile principles in action

The following subsections describe main agile practices, by Measey (2015, pp. 69-
90), which are generic for majority of agile frameworks.

Iterative development and short feedback loops

In agile, short feedback loops in different levels of operation are applied. The
teedback loops refer to reflect-and-adjust approach to enable in continuous im-
provement. Furthermore, agile IS development is done in short iterations/sprints
and the results are released frequently. This allows short feedback loops also for
the delivered software, and enables quick corrections and steering the develop-
ment accordingly.

Iterative development also means that working software is delivered in
each iteration, i.e. each iteration/release should be deployable into use. Working
software is the measure of progress. Short development iterations therefore allow
continuous delivery of value to customer.

Efficient communication

Agile development emphasizes active communication between the relevant roles.
This includes communication within the team, and especially between the team
and the customer (as well as towards all stakeholders). In agile, business teams
and development teams must work together. Face-to-face communication is pre-
ferred in agile, but in case of distributed agile teams, it is not always possible -
then the means for team and stakeholder communication must be considered
with exceptional care. The agile frameworks approve the position that commu-
nication is not only about transferring information, but also influences greatly on
development of organization culture, team bonding and sharing the goals. There-
fore, communication richness is valued highly.

Daily stand-ups

In agile, the progress of the tasks is monitored openly on a daily basis by the team
in daily stand-ups. In these brief daily meetings, the team inspects the progress,
synchronizes the work, and brings up corrective actions. The daily stand-ups are
not project management reporting meetings, but focus is on synchronization
within the team. Typically, in daily stand-up each team member answers three
questions: (1) What did I do yesterday to progress sprint/iteration goals; (2)
What will I do today to progress the sprint/iteration goal; and (3) Do I see any
issues that prevents me from progressing towards the sprint/iteration goal? This
allows frequent and continuous follow-up of the task progress and potential
problems in implementation.

Show and tell
The results of the iterations (and releases) are made visible by demoing them to
the customer and other relevant stakeholders. The purpose of the iteration/sprint
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reviews is to demonstrate to the stakeholders completed stories, to receive feed-
back immediately from the stakeholders, and get recognition for their work. The
demos/reviews are essential part of the agile inspect-and-adapt approach.

Retrospectives

Continuous improvement is enabled by frequently reflecting the working meth-
ods and team functionality, and adjusting the operation accordingly. There can
be different types of retrospectives, depending on the purpose - sprint retrospec-
tives, release retrospectives, project retrospectives, some to mention. Often at the
end of the sprint/iteration, the team will together consider what went well, what
didn’t go well, and what will be done differently next time. Retrospectives form
essential method for continuous improvement.

Emergent documentation

In agile, the focus is in delivering the working solution, which is then docu-
mented properly, not the other way around. Typical types of IT systems docu-
mentation include technical design documentation, code comments, test docu-
mentation (plans and test cases), user documentation, and operational documen-
tation. The team produces the documentation in line with the IS implementation.

Visual boards

The status of work items within iterations (or releases) is constantly visible on the
visual task boards (such as Kanban board) and burn-down charts. There are dif-
ferent methods and tools for this purpose in different agile frameworks. However,
they all share the idea of making the tasks and their progress openly visible to all
relevant stakeholders. Further on, a RAID log (or equivalent arrangement) is
maintained to hold information about tasks that are not in the backlog. For ex-
ample, risks, assumptions, issues/actions, and decisions/dependencies (the ab-
breviation ‘RAID’ derive from these terms).

Sustainable pace

In agile, the team decides what is released and when, which allows sustainable
pace of work. In addition, the agile ideology encourages to maintain teams work-
ing hours reasonable. This is intended to improve team happiness and prevent
overloading the team, which improves productivity on the long run.

Focus on quality
In agile, the functional quality and technical quality are in focus. Functional qual-
ity refers to delivering the features and functionality the customer needs. In agile,
customer collaboration is in focus. To validate the user requirements, acceptance
criteria for each feature is defined.

Technical quality practices that are expected to be applied by agile teams
are refactoring, continuous integration with automated testing, and test-driven
development.
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4.5 Continuous integration and delivery

Continuous delivery (CD) refers to a software engineering approach in which
agile teams produce software in short iterations and keep the software releasable
at any time (Chen 2015). CD can be utilized with agile development frameworks,
i.e. the development work is organized and directed applying agile framework
and the team applies necessary practices to implement CD. In continuous deliv-
ery, the new versions of software can be released even daily. Continuous Inte-
gration (CI) is closely related to CD. It is a software development process where
the developers frequently integrate their code in a code repository, and an auto-
mated build process is executed to find potential integration errors as quickly as
possible (Claps et al. 2015). Continuous integration is often implemented to ena-
ble continuous delivery.

The business reason for CD implementation is that it gives organizations
possibility to rapidly and reliably bring new product features and service im-
provements into market, which should give competitive advantage. Chen (2015)
describes in his paper benefits experienced by a case company after implement-
ing of CD. He identifies six general benefits of properly implemented CD: accel-
erated time to market; better confidence in building the right product; improved
efficiency and productivity; improved product quality; reliable releases; and im-
proved customer satisfaction.

CD allows rapid releasing and thus delivering business value in software
releases to customers more quickly. This helps in staying competitive on the mar-
ket. Frequent releases also allow collecting user feedback more quickly, which
gives better possibility to evaluate value of added features and focus the work on
the most useful features.

In CD, the release pipeline is highly automated, which means that after
committing code in the repository, a release process is launched, and environ-
ments are set up automatically. In addition, the release pipeline also runs auto-
mated tests for the release. This saves lot of time from release engineers and test-
ers, and allows this time to be used in more productive tasks (instead of routine
release tasks).

Implementing CD requires that the release process is carefully designed
and implemented to release pipeline tool. This improves the reliability of release
process, decreasing the effort spent on troubleshooting and fixing release issues.
The release risks decrease as the release process becomes more reliable. Further-
more, as releases are done more frequently, also number of code changes in each
release decreases, making releases less error-prone. Moreover, CD allows easier
rollback in case release fails.

In CD the whole codebase tested automatically in in every release. If the
tests find a bug, it can be fixed before moving on to implementing new tasks. This
allows eliminating bugs faster.
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All in all, lessening number of quality and delivery problems increase trust
between development team and the customer, which obviously impacts posi-
tively in customer satisfaction.

The benefits of CD appear obvious, but implementing the CD process is
difficult and therefore true benefits may not always be easy to achieve — espe-
cially in the contexts where there is legacy release environment or large enter-
prise architecture (Claps et al. 2015). Challenges and risks of implementing CD
are discussed in chapter 5.3.

4.6 Summary

Different agile frameworks and their adaptations are widely applied in the IS
development. By ISD practitioners, agile development approach is considered
better-suited for the rapidly changing business environment. The agile approach
emphasizes continuous delivery of customer value, iterative development and
delivery of software in small batches, constant customer feedback, continuous
improvement of operations, focus on quality, specialist-driven development,
open communication, and preparedness for change. These are principles highly
valued in concurrent industry IS development.

Agile frameworks and their requirements models have several built-in
characteristics, which diminish project risks associated with requirements. They
are discussed more in chapter 5.4.
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5 Requirement Risks

The previous chapters of this thesis present an overview of the common activities
in requirements engineering and management. The fundamental intent of the
product management, roadmapping, requirement engineering and requirement
management activities represented earlier is to increase IS developers’ under-
standing of the customer value creation enabled by the IS, and consequently their
confidence in developing and implementing the right requirements. Most of the
requirement engineering literature concentrate on studying what kind of factors
must be considered and how to do it in practice. This is obviously important, but
also begs a question “What if developers fail in identifying the right require-
ments?” What are the risks associated with poor requirements engineering and
how to handle those?

5.1 Business requirements and requirement risks

Risk management in ISD refers to proper handling of risks that projects can be
exposed to. This covers assessment, avoidance and control of the IS project risks.
In risk management process, project risks are identified, prioritized and measures
for risk avoidance, mitigation or recovery are planned. The risks and the
measures are often documented in a risk management plan and risk identifica-
tion listing (Wiegers et al. 2013, pp. 538-542).

Typically risk management of IS projects focus on various external or inter-
nal factors that may affect the project. Risks in IS development have been consid-
ered in numerous studies (e.g. Wallace et al. 2004, Persson et al. 2009, Mathiassen
et al. 2007, Keil et al. 1998, Chen et al. 2015, Barki et al. 1993). Wallace et al. (2004)
present a software project risk categorization based on the earlier literature on
the field. The categorization has six risk dimensions: team risks, organizational
environment risks, requirements risks, planning and control risks, user risks, and
project complexity risks. One of the risk categories is requirement risks, which
contains risk items that are specifically related to requirements engineering pro-
cess and requirements themselves. Therefore, Wallace et al (2004) name require-
ments risk as one risk category in ISD. They point out that changing requirements
is not the only requirement risk type for a IS project, but name also incorrect,
unclear, inadequate, ambiguous or unusable requirements as potential risks for
an IS project success. The study argues, based on the cluster analysis on the ear-
lier paper on software project risks, that requirements risk, planning and control
risk, and organizational risk are the most prominent risks for high risk projects.

What is noteworthy in the risk categorization model by Wallace et al. (2004)
is that business risks are not explicitly covered in the risk categorization. Obvi-
ously, risks that may have business implications are presented within several risk
categories, but approaching the requirements from business risk perspective is
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missing. One can also argue that all risks are eventually business risks, which
may also be accurate in many cases. However, Wallace et al. (2004) approach the
project risk mostly from the IS project management perspective, which may dif-
fer from for instance business management perspective. Perhaps symptomati-
cally, the word “customer” is not used at all in the research report.

Various risk analysis techniques for software project risks have been intro-
duced in research - see for instance top 10 risk checklist by Boehm (1998) or soft-
ware project risk framework by Keil et al. (1998). However, they do not provide
dimensions for construing the requirements risk model or method to analyze and
prioritize them.

Researchers have also introduced contingency models that describe re-
quirements development in specific contexts. The model by Mathiassen et al.
(2007) takes into account also requirement risk handling. The model categorizes
requirement risks into four categories: identity risks (the availability of require-
ments), volatility (the stability of requirements), and complexity of requirements.
The model also describes how the risk level (high, medium, low) for a project can
be estimated based on the identified requirement risks, and further on how to
handle the requirement risks. Mathiassen et al. (2007) describe requirements risk
categorization, which divides them into identity risks, volatility risks, and com-
plexity risks of requirements. On top of that, Tuunanen and Vartiainen (2016)
add requirements integrity risks as a new category. Table 7 summarizes and ex-
plains the four requirement risk categories proposed by Tuunanen and Var-
tiainen (2016). The risk categories are discussed in more detail in the chapter 5.6,
where the requirement risk prioritization method is explained.

Table 7. Requirement risk categories.

Requirement risk category Explanation and examples

Requirements identity risks The availability of requirements: high risk means that
the requirement acquisition is difficult, or require-
ments are unknown or indistinguishable.

Requirements volatility risks The stability of requirements: high risk means that re-
quirements change easily.

Requirements complexity risks =~ Measures how easy it is to understand requirements:
high risk means that requirements are difficult to un-
derstand, specify, and communicate.

Requirements integrity risks Completeness and accuracy of the requirements elic-
ited from end users.

In the chapter 2.2 listings of qualities of good IS requirements and require-
ments collections are given. As low-quality requirements pose a risk to the entire
ISD project, assessing the requirements risks in ISD process should improve the
end results. In Table 8, the requirements quality measures by Wiegers and Beatty
(2013) and risk items from Wallace et al. (2004), Tuunanen and Vartiainen (2016),
and Mathiassen et al. (2007) are put together and compared to see look for poten-
tial mismatches. One can notice that prioritization and verifiability are not pre-
sent in the requirement risk categorization as such.
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Table 8. Requirements risk items and quality measures

Quality measure Related Risk
Completeness Inadequate requirements (Wallace et al. 2004)

Requirements integrity risks (Tuunanen and Vartiainen 2016)
Correctness Incorrect (Wallace et al. 2004)

Requirements integrity risks (Tuunanen and Vartiainen 2016)
Feasibility Unusable requirements (Wallace et al. 2004), volatility

Requirements integrity risks (Tuunanen and Vartiainen 2016)
Necessariness Unusable requirements (Wallace et al. 2004)

Requirements integrity risks (Tuunanen and Vartiainen 2016)
Prioritization Requirements integrity risks (Tuunanen and Vartiainen 2016)
Unambiguousness Unclear, ambiguous requirements (Wallace et al. 2004)

Requirements integrity risks (Tuunanen and Vartiainen 2016)
Comprehensibleness Complexity risks (Mathiassen et al. 2007)
Verifiability Requirements integrity risks (Tuunanen and Vartiainen 2016)

For instance, Mathiassen et al. (2007) characterized risks related to require-
ments identity for situations where there is a communication gap between devel-
opers and would-be users, such as in development of generic applications or
mass-market software. In another kind of IS project setting, for instance when
developing business applications for specific user group and business process,
the requirement risks may reside in other areas, such as in misunderstanding the
customer value creation process. Also, the phase of the ISD process and require-
ments development process have effect on which requirement risks are empha-
sized: requirements elicitation/acquisition, requirements design, and IS imple-
mentation phases have different requirement risk profiles (Wiegers & Beatty 2013,
Mathiassen et al. 2007, Tuunanen and Vartiainen 2016).

5.2 Practical means for requirement risk handling

Many project management specialists argue that most common culprits for pro-
ject escalation are scope creep, lack of stakeholder involvement, poor stakeholder
communication and inadequate support from the executive management (Smith
et al. 2014). These phenomena involve or have impact on requirements develop-
ment, since the process of identifying, defining, documenting and managing the
requirements defines the solution, which a successful project should deliver.
Requirements engineering literature provides the ISD practitioners tech-
niques and practices for crafting good requirements. The importance of reviews
and assessments is also brought up by Wiegers & Beatty (2013, pp. 351-352), who
propose that the requirements should be assessed by relevant persons in the re-
quirements elicitation phase. The correctness of user requirements can be as-
sessed with reviews by the users or user surrogates. Technical feasibility should
be checked by a developer who participates during elicitation to evaluate the ef-
fort and cost required to implement requirements. However, the writers do not
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propose a method for making the requirements review, but only remark that the
reviewers should be trained for the work.

Wiegers & Beatty (2013, pp. 120-123) also emphasize proper tracing of re-
quirements back to specific (user) input: it should be possible to connect each
requirement to a business objective in order to indicate clearly why the require-
ment is necessary. Interestingly, the importance of traceability is questioned by
some agile advocates, apparently because they see that the customer voice should
be heard throughout the development in form of user stories.

Wiegers and Beatty (2013, p. 353) also bring up the importance of prioriti-
zation. The implementation priority to each requirement should be given. Re-
quirements prioritization should be a collaborative activity involving multiple
stakeholder perspectives. The writers also propose inspections to spot ambigui-
ties in requirements. In a peer review each participant can compare his under-
standing of each requirement to someone else’s, and whether the requirement is
unambiguously expressed.

In requirements elicitation phase, i.e. the process of identifying the needs
and constraints of the stakeholders of IS, the goal is to recognize and record the
IS requirements. Requirements elicitation is perhaps the most error-prone phase
of IS development, and decisions made there greatly influence the direction that
the development process takes (Wiegers and Beatty 2013, pp. 119-120) Therefore,
careful process of collaboration and analysis is advised for requirements elicita-
tion.

Further on, incremental development approaches and proof-of-concept
prototypes are two common ways to evaluate requirement feasibility.

The term ‘scope creep’ refers to a project phenomenon where the project
contents keep expanding because of requirements and other demands are being
added in the scope of a running project without leaving other contents out. Scope
creep is common problem and often connected to changing requirements. The
scope creep can be controlled by having a clear product vision and pre-defined
project scope, which allow better change control (Wiegers and Beatty 2013, pp.
542-543).

Also, the completeness and correctness of requirements specifications im-
prove the control over requirement risks, as preparing such require thorough
analysis. Many methods can be applied from prototyping or user group interviews
to testing the assumptions. Analysis requires usually customer involvement to re-
ceive input from real customers. Requirements for innovative products require
especially careful consideration. Methods exist for helping in formulating the in-
novative product concepts - for instance, the Design Sprint concept by Google
(Google 2017) introduces a one-week design and experimentation process for de-
veloping concept for a new product. Similar experimental approaches are feasi-
ble also when technically difficult features are present or unfamiliar technologies,
methods, languages, tools, or hardware must be applied in the project. Creating
models and prototypes is a way to prove the feasibility of the concept. In the
elicitation process also non-functional requirements (for instance expectations of



48

quality, usability, security or reliability) need to be captured (Wiegers and Beatty
2013, pp. 543-545).

If the IS implementation phase is entered without prior knowledge about
potential technically complex requirements, unpleasant surprises may occur as
the effort and competences required for the implementation of such features do
not become exposed until the feature is being implemented. Therefore, ensuring
that technically difficult features and unfamiliar technologies are considered
thoroughly enough is important (Wiegers and Beatty 2013, p. 544). For instance,
proof of concept implementations may have to be made to gain better understanding
on the technical solution and issues. In agile frameworks, spike stories may be
added in the backlog early stages of the IS development process for this purpose.
A spike story, as defined by Measey (2015, p. 58) is a story that drives technical
or functional research effort or investigative work.

The customer collaboration is in the core of requirement elicitation, because
it gives possibility to understand customer value creation. Therefore, engaging
the customers to the requirements should be considered: how to ensure that the
customers will remain committed in the requirements. This requires active col-
laboration with customer representatives (such as product champion) and poten-
tially communication with wider user community (Wiegers and Beatty 2013, pp.
543). In a customer-provider IS projects, an agreement based on the requirements
specification helps in keeping the scope.

The process of requirements elicitation requires sufficient resourcing and time.
This must be considered when making schedules for IS development projects and
making decisions on budgeting. Also, the requirements elicitation activities
should be brought under the continuous improvement process (cf. agile retrospec-
tives) to allow learning from experiences. Proper requirement elicitation efforts
should be built into proper roadmapping process of continuously developed
products. Business management needs pay attention to creating culture of col-
laboration within the organization and towards the customers to enable open di-
alogue and possibility for innovation to rise. Distrust and conflicts between dif-
ferent parties is poison for all collaborative activity also in requirements elicita-
tion.

In requirement specification, the goal is to produce such specifications that
requirements are understood similarly by all stakeholders. This requires avoid-
ing ambiguous terminology, developing requirements specification to sufficient
detail level, and handling open issues in requirements properly. The qualities of
good requirements specifications are discussed in chapters 2.2 and 4.3.

Requirements validation is not a single, discrete phase of project where all
the requirements are validated, but rather a set of activities accomplished in dis-
tinct phases of an IS project (Wiegers and Beatty 2013, 331-332). For instance, in
agile the time for validating the implementation of a user story is in the itera-
tion/sprint (or increment) review. Then again, many non-functional require-
ments must be validated differently: for instance, by running a load testing to
validate that performance-related requirements are fulfilled. The IS development
team must consider how to validate the requirements. In agile frameworks, user
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stories should contain the acceptance criteria for validation and the tests should
be designed accordingly. Validating non-functional requirements is done by in-
tegration testing, load testing and usability testing. However, testing the feasibil-
ity of the user requirements and validating business requirements is often re-
quires testing in real-life environment with real users. Different methods are
available, such as A/B testing, end user usability testing some to mention. Ap-
propriate method depends on the IS and its stakeholders.

A common approach for validating the requirements is to inspect the deliv-
erables in reviews. The reviews can be done either for requirements specifications
or for the implementation (code reviews). If the reviews are done properly, they
are an effective way to inspect the work and to engage stakeholders in the process.
However, proper inspection of specifications may require training of the partici-
pants, which is often dismissed in real-life project world.

The changing environment and the resultant volatility in IS requirements is
one of the biggest requirement risk in IS development. Therefore, preparing to
change is probably the most important risk management activity in IS develop-
ment. Consequently, proper change management practices should be imple-
mented as part of requirements management.

In agile frameworks, one of the principles is to prepare for change, and the
requirements analysis, prioritization and validation is an on-going process
throughout the IS development life-cycle. If more traditional IS development
framework is applied, change management process must be enabled, and it must
include impact analysis, change control board, and tools to support the process
(Wiegers and Beatty 2013, pp. 545-546). In any IS development model, clear com-
munication of changes towards the affected stakeholders is essential.

The requirements risk management should be part of more generic project
risk management activity. Wiegers and Beatty (2013, p. 546) point out that project
managers should be able to identify requirements related risks (such as insuffi-
cient user involvement in requirements elicitation), record them into project risk
analysis tool, follow the development of the risk, and escalate the risk when nec-
essary. However, the writers do not present a model or tool specifically intended
for identifying, evaluating and prioritizing the requirements risks as part of risk
management efforts.

5.3 Challenges in continuous development environment

In agile development one of the key principles is to enable early and frequent
delivery of valuable software for the customer. Continuous deliver (CD) ap-
proach aims at making the delivery of value continuous through automation of
release and testing process. The benefits of CD are discussed in chapter 4.5.
However, implementing CD in real life IS development environment is not
simple, especially in complex enterprise environments. The difficulties connected
to CD implementation include relative easiness of deploying erroneous software
and bugs, difficulties in reforming organization culture to support continuous
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delivery, the need for adopting new agile principles in the organization, and in-
creased need for cross-team collaboration (Claps et al. 2015).

When deploying CD into practice, technical difficulties are imminent and
need to be solved. Rodriquez et al. (2017) conducted a systematic mapping study
on the technical challenges in CD. They name and name the following technical
challenges in CD: physical assets and hardware equipment must should also sup-
port automation; technical platform support for experimental scenarios; security
and privacy issues require extra consideration; lack of trust in software quality;
difficulty in managing various configurations and run-time environments; ten-
sions between the desire to deliver functionalities quickly and the need for relia-
ble products (Rodriquez et al. 2017). It seems that in comparison to more tradi-
tional ISD approach, CD brings new challenges to implementation, which may
have to be considered in the requirements risk analysis.

Further on, Chen (2015) argues that a robust, out-of-the-box, comprehensive,
and still customizable technical solution for CD doesn’t exist, and each practi-
tioner need to build own CD platform utilizing different tools and technologies.
This can be both expensive and error-prone. Chen (2015) proposes building the
solution on standards, using open APIs, and building an active plugin ecosystem.
In addition, many applications may not even be amenable to CD (Chen uses large,
monolithic applications as an example). Also Claps et al. point out that CD may
not be suitable for all types of software, using enterprise software as an example
of applications that are not well suited to CD. The technical implementation of
CD is rather complex and time consuming, and require solving many practical
difficulties, such as management of the changing code for frequent deployments
(Claps et al. 2015).

However, despite all the technical challenges, the social and organizational
challenges along the way appear even more important, as described by Claps et
al. (2015), Chen (2015) and Rodriquez et al. (2017).

Chen (2015) points out that the biggest challenge in their case example was
organizational, because the release activities involve so many departments in the
company (from technical teams to product marketing and customer service).
Each of the departments have their own targets and ways of working, and chang-
ing them is required to first implement and the get benefit from CD. Change to-
wards CD requires that the organization and processes are redesigned to break
down barriers among teams and promote a collaborative culture. This change
process must be led by the leadership team. Chen calls for more research on un-
derstanding the challenges of adopting CD in more depth and developing strat-
egies and practices for the change process.

Chen (2015) also argues that adopting CD also requires reformulating many
of the old processes, because they hinder CD. Obviously, requirement manage-
ment and change management process must be reconsidered to dismantle too
heavy and too slow decision-making. However, usually CD has impact on busi-
ness processes, software development processes, and operational processes also.
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Change to CD also requires changes from individual developers: com-
pletely new mindset is required from the developers to release the new code di-
rectly into production environments. Change to CD may also have impact on ex-
ternal third-party developers because of the risk of non-compatibility of exten-
sion modules (Claps et al. 2015, Chen 2015).

Therefore, different social and human factors (including cognitive and
learning aspects) in adopting continuous delivery must be carefully considered.
Enough time must be given for the change process. Rodriquez et al. (2017) point
out that for the adoption of CD, it is profoundly important to establish an agile
thinking culture ranging from the individuals to teams and to upper manage-
ment levels as well. In addition, transformation towards CD should be seen as an
evolutionary change process: a direct transition to CD requires too many changes
to handle at one time (Rodriquez et al. 2017).

Therefore, the when analyzing requirements for implementation in CD, the anal-
ysis efforts should also cater to the technical characteristics of CD.

The research and practical experience recognizes different challenging ar-
eas of CD deployment. Many of them are related to social aspects of organiza-
tions and have connection to requirements management engineering. In chapter
5.5 CD challenges from the requirements management perspective are discussed.

5.4 Managing requirements risks in agile development

Agile frameworks and requirements models have several built-in characteristics,
which diminish project risks associated with requirements. First, agile methods
focus on continuous delivery of value to the customer. To implement this, customer
(or customer representative, actually) is continuously involved in the IS develop-
ment process. This allows constant customer feedback, and gives better chances
to detect unnecessary, misunderstood or faulty requirements.

The iterative development approach applied in all agile frameworks allows
frequent collection of feedback from the stakeholders and also diminish the tech-
nical risk of the delivery.

In addition, the agile frameworks all prepare the development team for change
in the environment or user requirements. Therefore, agile teams should be better
equipped to handle changes in the environment or customer goals.

The agile models also propose defining a vision statement for the IS, which
can be used to direct the work in rapidly changing environment and serve as a
guideline for decision-making. Properly defined mission statement guides the
agile team towards the most important business targets, making for instance re-
quirement prioritization more accurate.

Further on, agile models also emphasize active participation of stakeholders
and encourage adoption of inclusive working methods. Inclusive practices are
methods, which make the requirement acquisition and analysis understandable
for various stakeholders without wide knowledge about software engineering.
Usage of inclusive methods is a prerequisite for active customer participation.
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Applying these practices should improve the understanding of stakeholder re-
quirements (including customer requirements) throughout the life-cycle of the IS.
In agile models, the requirements are being analyzed and prioritized in a continu-
ous manner. These agile development characteristics are well-suited for dimin-
ishing the risks related to requirement correctness, volatility and identity.

Table 9. Agile development requirement risk diminishing characteristics
Characteristic Explanation

Emphasis on contin-
uous value delivery

Iterative develop-
ment
Preparing for change

Vision statement

Active customer par-
ticipation

Inclusive working
practices

Continuous analysis
and prioritization
process

In agile, continuous delivery of customer value is paramount. To ena-
ble it, the IS developers must develop understanding on the customer
value creation, and aim at continuous delivery of valuable software.
The iterative development approach applied in all agile frameworks
allows frequent collection of feedback from the stakeholders and di-
minishes technical risk of the delivery. This also helps in diminishing
risks related to requirement correctness and volatility.

Agile attitude welcomes change, and prepares agile teams to handle
changes in the environment or customer goals. This helps in diminish-
ing risks related to requirement volatility.

Carefully considered, well defined and management-approved vision
statement serves as a guideline in project decision-making, improving
for instance requirement prioritization.

Active customer participation aims at making the customer voice on
requirements heard throughout IS development process. This helps in
diminishing risks related to requirement correctness, volatility and
identity.

Inclusive working methods refer to practices that are simple and un-
derstandable to stakeholders, instead of using traditional software-
based modeling tools. The usage of inclusive models allows the stake-
holders to understand and analyze requirements. Common agile tech-
niques are for instance user stories, free-form diagrams, use cases, user
interface sketches, prototype, some to mention. This helps in dimin-
ishing the risks related to requirement correctness, volatility, and iden-
tity.

In agile models, the requirements are being analyzed and prioritized
in a continuous manner, which helps in coping with requirements vol-
atility.

However, agile models do not define how the customer requirements are
identified and analyzed - for instance, how does the Scrum product owner de-
velop the understanding about the customer value production to be able to de-
scribe and prioritize the user stories. Also with agile methods, requirements elic-
itation and analysis efforts must be carefully planned, and appropriate methods
applied (such as proof of concepts, market research, end use studies etc.) To man-
age the process of developing customer understanding, product management
and roadmapping activities may have to be implemented in the organization.

Even though agile development and continuous delivery may improve the
confidence in building the right IS, the initial requirements acquisition and pri-
oritization for a not-yet-existing IS remains a challenge. This is especially prob-
lematic for an IS that is developed for mass markets: there is not necessarily easily
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identifiable customers, which could be used for requirements acquisition and pri-
oritization.

It is also worth remembering that implementing agile development is not
easy, and it requires commitment all the way from top management through en-
tire organization. In addition, it demands a lot of skills and competence from the
agile teams and product owners. Further on, agile is not for the lazy: once adopt-
ing agile, the agile process should be followed rigorously which requires remark-
able efforts in leading the change. Slipping from the agile routines and principles
raises the risk to slide from agile to ad hoc.

5.5 Risk management in continuous development environment

As IS development has been moving first towards agile and then further on to-
wards continuous development approach, handling requirements and require-
ment risks demand new attention. First, it is important to understand that con-
tinuous development approach has built-in principles, which support IS devel-
opers in their effort to control requirement risks. One of the key benefits of agile
software development and continuous deployment practice is shorter feedback
loop, which allows diminishing the development of unnecessary and failed fea-
tures. New features are developed and released frequently, and therefore feed-
back can be collected both on the implemented features and on what features the
customers would like to add. This helps preventing waste software (Claps 2015,
Chen 2015). This built-in feature of continuous development is also relevant from
the requirement risk management: faster feedback loop allows quicker response
to faulty or wrong features - if they just get detected. Detecting the faulty features
or quality issues requires that feedback from the users is collected and the success
of the IS features (also business success) is measured properly. Thus, evaluating
and measuring the relevant system success factors should be covered in practical
DevOps deployments. Research-based models for measuring IT success, such as
the one by Delone & McLean (2003), could be applied in metrics design for the
purpose.

Second, the agile principles that are applied in continuous development,
emphasize strongly prioritization of the requirements. Requirement prioritiza-
tion allows focusing the implementation efforts early on most important and val-
uable requirements, which lessens the total requirements risk in the ISD process.
One of the quality criteria by Wiegers (2013) for requirements was prioritization.

Even though the benefits of CD are apparent, practical experiences show
that many challenges remain. The faster feedback loop does not still seem to solve
all the problems related to requirements and their correctness. Claps et al. (2015)
identified, based on the case study, 20 social and technical challenges related to
continuous delivery deployment. Part of them are also related to requirements
engineering, if we consider requirements engineering being the mechanism for
understanding the customer need, describing it coherently, and delivering IS ful-
tilling the needs. Issues directly connected to customer satisfaction identified by
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Claps et al. (2015) were: demand for continuous product management documen-
tation; difficulties in customer awareness and adoption of new features; testing
and quality problems; and more complicated partner co-operation. These are
summarized in Table 10.

Table 10. Customer satisfaction related challenges in continuous delivery

Challenge Explanation and mitigation

Product mar-  Marketing continuously delivered product requires versionless prod-
keting uct marketing and management.

Customer Not all customers are pleased to receive updates of features. This may
adoption require also maintaining multiple documentation for products with

Customer fea-
ture discovery

multiple offerings (e.g. a customer-hosted version and online-hosted
version), where features may be released in one offering, but not in the
other.

Customers may not get the information or notice the new features.
This requires new approach to deliver product update information.

Faster cus- IS development team must be able to measure and analyze data, when

tomer feed- justifying the deployment of a new feature. Deploying minimal

back changes quickly and then experimenting to decide, based on customer
feedback, to update or remove.

Product qual-  The quality of the software product may decrease, because errors may

ity slip in since deployments occur more frequently. This issue is mostly
mitigated by continuous delivery benefits: bugs can be fixed quickly
and roll-back is easier

Testing Automated testing must be built and rigorously applied, but having
production quality tests and maintaining the process of ‘code review’
does not always work as wanted. Thus, ensure testing is thorough
enough, and make sure the software releases are dependent on passed
tests.

Partner Because SW keeps changing continuously, integration issues with

plugins partner systems get more complex (for example managing plugins or

other integration solutions). This may require limiting the number of
supported partner solutions to only those that can actively validate
their compatibility.

In addition to above, Rodriquez et al. (2017) describe difficulties in release
planning and managing the product roadmap in a fast-paced environment. Fur-
ther on, there are risks associated with gathering user feedback in CD environ-
ment, since the user base is represented by a limited population, which may mis-
lead product development or constrain the product evolution.

5.6 Requirement risk prioritization method

The previous chapters give an overview on how requirement risks are treated in
contemporary ISD. As described, the risks associated with IS requirements are
widely studied and their impact on IS success is recognized. The concurrent ISD
approaches, such as agile or CD, advocate principles and practices that improve
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the quality of the requirements engineering practices and the requirements them-
selves. However, it appears that the risk management approach towards the re-
quirements is not ordinary, i.e. the requirements are not usually analyzed specif-
ically from the risk identification and mitigation angle. Also, Tuunanen and Var-
tiainen (2016) argue that contemporary information science research does not
provide many methods for prioritizing requirements risks, and that further em-
phasis should be given on how requirements risk prioritization is done in a way
that takes account of agile and DevOps principles, while still supporting more
structured information systems development approaches. To fill this gap, the re-
searchers introduce a requirements risk analysis and prioritization method,
which is applicable in IS development projects. The method is introduced in the
following sub-chapters.

5.6.1 Overview of the method

The requirements risk analysis and prioritization method by Tuunanen and Var-
tiainen (2016) presents steps for identifying, assessing and eventually intervening
the requirements risks in distinct phases of the ISD project. The method provides
a list of potential requirements risk items for separate phases of ISD process, and
general guidelines for identifying and prioritizing the risks. The risk prioritiza-
tion is done by utilizing practical checklists to investigate how the risk profile of
a project changes over the project life cycle. In addition, the method provides risk
resolution patterns to assist IS project decision-makers to resolve the identified
requirements risks. The method aims at helping IS developers to prioritize the
overall requirements risks for ISD projects.

Method proposes four different requirements risk categories: identity, in-
tegrity, volatility, and complexity risks. The method is independent of ISD ap-
proach: it can be applied in projects that use traditionally structured ISD methods
(waterfall), agile methods, or continuous development. The method only as-
sumes that ISD approach has requirement elicitation, design and implementation
phases.
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Figure 5: Requirements risk prioritization method in agile development
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In Figure 5, an illustrative example of applying the method in agile or iter-
ative ISD approach is given. In the example, the requirements risk prioritization
method is applied in each iteration to evaluate the requirements stored in the
backlog. The method could be applied as part of iteration planning session, when
the backlog items are defined for implementation (for instance in Scrum termi-
nology, in sprint planning sessions).

5.6.2 The requirement risk prioritization process

The requirements prioritization process by Tuunanen and Vartiainen consists of
subsequent steps of risk identification, risk profile assessment and decisions on
intervening techniques as follows (Tuunanen and Vartiainen, 2016):

1. Identify risks with checklists for each ISD phase. Nominal process starts
with requirements phase and continue to design and implementation
phases.

2. Assess project risk profile by recognizing individual requirements risks
affecting the project. Use the indicative impact levels to prioritize require-
ments risks.

3. Intervene with requirements risk resolution techniques according to the
risk resolution rules in following order using the appropriate techniques
(see list in the appendix 1):

If identity risks are high, put high emphasis on discovery tech-
niques.

If integrity risks are high, put high emphasis on prioritization tech-
niques.

If volatility risks are high, put high emphasis on experimentation
techniques.

If complexity risks are high, put high emphasis on specification
techniques.

If three or more risk items are high, follow the above sequence of
applying techniques (from 1 to 4).

Requirements -> Design -> Implementation

! ! !

|dentify Risks Assess Project Intervene with
with Checklists Risk Profile Techniques

Figure 6: Requirements risk prioritization method
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The method provides requirements checklists for use in requirements phase,
design phase, and implementation phase, which are used in step 1. Further on,
the method provides project risk profile assessment table, which can be used to
determine the risk profile and risk impact to the project (step 2). Risk resolution
rules (step 3) are introduced to support decision making in intervention decisions.
The process is illustrated in Figure 6.

5.6.3 Summary of the method

The requirement risk prioritization method by Tuunanen and Vartiainen (2016)
proposes a requirement risk prioritization method, which is not dependent on
ISD approach being applied. The method provides a requirements risk item list-
ing, which can be used in identifying the requirement risks in a ISD project. In
addition, the method describes guidelines for project risk profiling, and proposes
a how to prioritize the use of requirements risks resolution techniques. The re-
quirement risk prioritization method can be applied by ISD practitioners to im-
prove understanding about the risks related to requirements and making deci-
sions on the requirements specification work.

5.7 Summary

One of the risk categories in IS development projects is requirement risks, which
refers to risks that are specifically related to requirements engineering process
and requirements themselves. The risk related to requirements can be divided to
identity, volatility, complexity and integrity risks.

The requirements related risks can be managed by applying feasible re-
quirements management practices rigorously throughout the life-cycle of the IS.
The management of requirement changes improves the project control in chang-
ing circumstances. Requirements management includes proper requirement
specification and documentation techniques. Multifaceted teams perform better
in requirements elicitation and analysis, but customer involvement and engage-
ment cannot be dismissed. In requirements development, the focus should be on
customer value creation, not in features of the IS. Ensuring fast feedback im-
proves the validation of requirements.

The development on IS should be based on product vision and business
requirements. Product management and roadmapping activities help in keeping
the IS requirements engineering process running throughout the lifecycle of the
IS. Agile development methods have many built-in features, which help in di-
minishing the requirements risk. However, Tuunanen and Vartiainen (2016)
point out that contemporary information science research does not provide many
methods for prioritizing risks, and that further emphasis should be given on how
requirements risk prioritization is done in a way that it takes into account differ-



58

ent information systems development approaches. They have developed a re-
quirements risk prioritization method, which can be applied to ISD projects that
use different ISD methods (Tuunanen and Vartiainen, 2016). The method pre-
sents steps for identifying, assessing and eventually intervening the require-
ments risks in different phases of the ISD project. The applicability of the method,
however, has not been tested in real life ISD project setup, which leaves practical
applicability of the method a question.
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6 Empirical study: requirement risks prioritization
method testing

6.1 Objective and methods for the empirical study

The empirical part of the study aims at testing and developing further require-
ment risk prioritization model described in chapter 5.6. The model is based on
the work by Tuunanen and Vartiainen (2016). The empirical study will be con-
ducted as an interpretive case study. The data is collected by making specialist
interviews and observations in an IS development industry project applying ag-
ile development approach.

Case study research is the most common qualitative research method used
in ISresearch. A case study is an empirical inquiry that investigates phenomenon
within its real-life context. The case study approach is well-suited to IS research,
because the boundaries between phenomenon itself and its context are not evi-
dent, and the focus of research is more on the social context of the phenomenon
than in the technical issues (Klein et al. 1999).

There are different approaches to case studies: positivist, interpretive, or
critical (Klein et al. 1999). In this thesis work, we take the interpretive approach.
Interpretive approach is well-suited, if the studied phenomenon is such that the
knowledge is gained through social constructions such as language, shared
meanings, documents, tools, and other artifacts. Interpretive research attempts to
understand phenomena through the meanings that people assign to them (Klein
et al. 1999). This applies to the requirements and risk management in the context
of the study - risks in practical ISD are most often identified, estimated, priori-
tized and managed mostly by specialist evaluations and reviews, since they are
not often precisely measurable or modelable.

6.2 The case study implementation

The interpretive case study approach is used in the empirical study of the method.
The data is collected by making specialist interviews and observations in an IS
development industry project. The goal is to test applicability and usefulness of
the requirement risks analysis and prioritization method is tested in case project.

6.2.1 Case project description

The case project customer a is large Finnish business operating on transportation
industry. The customer company also manages large infrastructure and construc-

tion projects and other development projects. The company has about 8 600 em-
ployees (2016), and the turnover being about 1200 M€ (2016).
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The IS in question is an investment management system, which is already
in everyday use in the organization. The system is used by the customer employ-
ees for managing and reporting investments needed to implement diverse types
of development projects in the organization.

The provider of the system is a small Finnish software development com-
pany - the company employs 18 persons (2017) and its turnover is 2 M€ (2016).
The system has been originally implemented by the provider, and the case project
is a further development project aiming at adding new features to the system.

In the case project, a bundle of new features will be developed into the IS.
The development project is in the requirements elicitation and development
phase, when the interviews are held. The applied ISD approach is incremental
approach: the new features are specified, implemented and installed in releases,
each containing a predefined set of features. A new release of this type is imple-
mented in the case project, i.e. it is so-called ‘release project’. In the project model,
the requirements are specified and developed into use cases in the specification
phase in the beginning of the project. The requirements are expressed in form of
use cases.

Iterative design and
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* Collecting and documenting o * Installation and deployment of the IS in
requirements customer organization
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* Requirements are documented in implementation iterations
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Figure 7: Overview of the case project phases.

etc.

Amount of the expected implementation work in the project corresponds to
several development iterations, although the work amount and eventually the
required number of iterations is not known before requirements analysis and de-
signis done. However, the implementation work extends over multiple iterations
(or sprints) and most likely require more than one delivery and deployment into
use.

The project team in the specification phase consists of customer-side project
manager and domain area specialists, and service provider’s specification con-
sultant and software architect. Customer-side project team consists of domain
area specialists (business controllers), who present the key user groups and the
project manager. All of them are users of the IS. In addition, the project’s business
owner (at the customer side) is part of the project team.
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The service provider leads the specification work. The service provider

team consists of leading consultant (business analyst), systems architect and pro-
ject manager, although only the project manager is not actively involved in the
specification work.

6.2.2 Testing the method in case project

The requirement risk analysis and prioritization method is tested in the require-
ment specification and analysis phase of the case project. The testing process con-
sists of the following phases:

1. Observation in single specification workshop
Goal: to observe how the requirements and specifically their risks are handled
in the specification workshop situation. The specification consultant or the
workshop participants do not get prior information about the method.
2. Testing the method with specialist interviews
Goal: evaluation of the method and the results it delivers through specialist
interviews
3. Analysis and summary of the interview and observation results

The interviewees are all members of the project team either on the customer side
or provider side. The information about the interviewees is given in the Table 11.

Table 11. Interviewees in the case project.

ID Job role Role in the project and demographic information

H1 Controller Customer-side project manager, specialist in the financial in-
vestment management. Customer side project management
and specification lead.
Male, age group 45-54.

H2 Director, business Customer-side business owner for the project

control Female, age group 45-54.

H3 Controller Customer-side specialist in business control and finance.
Male, age group 25-34

H4 Senior consultant  Service providers specification consultant, lead consultant in
requirement specification and analysis.
Male, age group 34-45

H5 Project manager  Service providers project manager. Project planning and man-

agement (including risk management)
Demographic information: Male, age group 34-45

Originally the goal was to interview also service provider side software architect,
but due to changes in the team the interview could not be held.
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6.2.3 Interview structure

The interviews were structured in a following way. The interview questions are
presented in appendix 1 (in Finnish).

1.

Introduction to requirements risks in general and presentation of the re-
quirement risks analysis and prioritization method
a. Description of the method
b. Requirement risk categories and some examples
c. Brief presentation of the risk tables of the method
Case project requirement overview and requirement selection
a. Case project use case documentation overview
b. Selecting the use cases (maximum of three use cases) from the case
project specification material: interviewee selected the use cases,
which were used for testing the method
Question pattern 1: Review questions about the chosen use cases to en-
sure that the interviewee recalls the requirement in question properly
Question pattern 2: Analysis of the use cases using the method
a. Identifying the risks by applying the check lists to the chosen use
case(s):
i. Requirements phase checklist
ii. Design phase checklist
iii. Implementation phase checklist
b. Risk profile assessment:
i. Project risk profile assessment table
c. Risk resolution pattern evaluation
i. Risk resolution pattern in the method
d. Risk resolution techniques review
i. Risk resolution techniques table overview and questions
Question pattern 3: Evaluation of the relevance of the results
a. Questions to evaluate the results of the risk analysis and prioriti-
zation method and applicability of the method itself
Question pattern 4: Applicability of the method in projects and useful-
ness of the results
a. The usefulness of the results given by the method: interviewee
perspective.
b. Applicability of the method in project: interviewee and customer
view
c. Possible additions or changes to the method
Summary and ending the interview
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6.3 Analysis of the case study interviews

The interviews were recorded and transcribed. The interviews were analyzed,
and results interpreted by applying appropriate success criteria for the method.
We apply the IS success model presented by DeLone et al. (2003) in the evaluation
of the method. The DeLone success model suggests a categorization for IS success
criteria which can be applied also in the context of analyzing the successfulness
of the method. Essentially, DeLone model is a process model explaining how the
organizational impact is achieved through usage of a system (or the requirements
analysis and prioritization method in this case study). DeLone’s model points out
that system and information quality attributes (i.e., the quality of the system and
the quality of information handled in the system) must be on sufficient level be-
fore the system will get utilized and user satisfaction achieved. Further on, usage
of a system is a prerequisite for achieving impact on individual user level and
eventually on organizational level. Figure 8 illustrates the DeLone’s IS success
model.

Information
quality

Individual Organizational
impact impact

Figure 8: IS success model.

User

Sl el satisfaction

Borrowing from the DeLone’s model, the following evaluation criteria for
evaluating the requirement risk analysis and prioritization method is applied:

1. System (= requirement risk analysis and prioritization method) quality at-
tributes: The method must be applicable in practical project work
* Efficiency of the method: effort vs. results
* Flexibility: applicability with different ISD approaches, modifiabil-
ity of the model (such as adding new risks, new risk categories, new
risk management methods)
2. Information quality measures: The method must produce useful information
about the requirements risks:
* Accuracy of the results
» Completeness/adequacy of the results
* Relevance of the results
3. User satisfaction: The user of the method should be satisfied with the results:
* Decision satisfaction
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4. Individual impact: The method should provide support for (project) decision-
making of project personnel:
* Decision effectiveness (correctness of decisions, confidence to deci-
sion-making)
5. Organizational impact: The method should improve project decision-making
and eventually IS success.
* Improved outputs (of requirements specification process)
* Improved decision-making (in requirements specification process)
* Overall project success (due to requirements risk control)

In the interview process, the aim is at finding evidence for the success fac-
tors set for the method. From the criteria above, the observation and interview
process can mostly give input to the criteria 1-4. The criterion 5 is difficult to
measure in this case study setting, because the interviewee cannot possess factual
information about the organizational level influence at the specification phase of
the project. The goal of the interviews is to study how the interviewees find the
requirement risk prioritization method and the process of applying it in the case
project: do they find it valuable, useful and therefore applicable in the context of
the case project and in general.

6.3.1 Analysis of the answers to questions

In the following subsections, an analysis of the interview results is given. The
analysis is divided to sections each presenting comments and analysis regarding
the success factors presented in chapter 6.3. The citations from the interviews are
presented in Finnish, and translations to English are given (after the “EN:” mark-

ing).

Remarks on applying the risk tables
The interviewees were presented the tables before applying them on require-
ments of a real-life project. Each risk item on the table was explained in the inter-
view process, if the interviewee was not able to interpret it directly from the title.
One of the key questions for the applicability of the method is did the inter-
viewees understand each risk item, and how did they interpret them. Based on
the analysis of the answers from the interviews, it appears that most of the risk
items were understandable as such for the interviewees. The interviewees could
correctly interpret most of the risk items directly from the risk description (risk
item title), and furthermore connect them to the case project context. However,
some of the risk items were not self-explanatory, and required explanation from
the interviewer. The meaning of the following risks required more specific clari-
fication in the interviews:

¢ Unrated requirements - the meaning was not understandable
¢ C(Client Commitment - required clarification
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e Constrained Users” Knowledge - easily misunderstood and interpreted as
business analyst’s lack of knowledge

e Delivering What the Client Requires - the meaning of the risk was not
evident

It was also noteworthy, that some of the risk items got a bit different inter-
pretation on the client side and on the service provider side. These were:

e Fixed Budget and Timelines - whose budget and timeline?
e Delivering What the Client Requires - who is ‘the client’?

Some of the risk items on the risk tables also got several different interpre-
tations depending on the interviewee:

e Underestimation of Change Magnitude - does this refer to technical
change, cultural change, process change or combination of them?

The interviewees had also some difficulties to see the difference between
certain risk items in real-life project context. These risk items were:

e Conflicting Requirements vs. Emerging Requirements Dependency - in
theory the difference is apparent, but in the case project the difference was
difficult to see.

e Knowledge Gap between Coworkers vs. Lack of Collaboration

e Constrained Users” Knowledge vs Knowledge Gap between Coworkers

Evaluating the risk tables and the resultant risk profile

Interview question: do you find the risk profile for the requirements meaningful?

All interviewees found the risk tables meaningful when evaluating the risks associ-
ated with the requirements. In addition to that, three of the interviewees (all from
the customer side) pointed out that the risks brought up by this kind of process
were real risks also in the case project. Both interviewees from the service pro-
vider side questioned the coverage of the tables, i.e. are all relevant risks covered
with the tables.

All interviewees said that the risk profile for the reviewed requirement was
descriptive to the real-life situation in the case project. This mostly points out that
the resulting risk profile is what they anticipated, and therefore the answer may
be somewhat predictable. The interviewer searched for comments about the ap-
plicability of the risk items and discussion around the topic. Two of the inter-
viewees - both on the service provider side - were concerned whether every nec-
essary risk area is covered with the requirements tables.
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H1: Kylla se kuulosti loogiselta ja jarkevalta. Ettd ainakin se tukee sitd omaan késitysta
siitd, ettd mitka niitd oli niitd vaikeita asioita siind tyopajassa. [EN: It did sound logical
and reasonable. At least it supports my own impressions on which were the difficult
things in the workshops]

H2: Kylla se kuvaa sitd, joo. Molemmissa tapauksissa kuvaa tilannetta. [EN: Yes, it
does describe it. In both cases it describes the situation]

H2: Siind minun mielestd on kyse siitd, ettd tétd ei ole mietitty ihan kunnolla, ei ole
mietitty loppuun asti, ettd mitd me sitten oikeastaan halutaan. Se l4hti liikkeelle ihan
jarkevéastd vaatimuksesta, mutta mitd se tarkoittaa ja mitd siitd seuraa, niin sitd ei ole
ihan loppuun asti mietitty nyt. [EN: In my opinion, it is about not having properly
thought it, not having thought through what we actually want. It started with a sensi-
ble requirement, but what does it mean and what incurs from it, well that has not been
considered in the end.]

H4: Osin on [mielekas]. J4i epdilys, ettd onko kaikki riskit katettu. [EN: Partly it is sen-
sible. A doubt remains that are all risks covered.]

H5: Vaikea monessa kohtaa arvioida asiakkaan puolella oleviin asioihin. Mutta niiltd
osin kuin nyt voi arvioida, niin ihan olennaisia havaintoja riskeistd. Mutta sitten taas
toimittajalle toteutusriski, tai tekninen riski, on iso ja sitd ei kylld ole paljoa eroteltu
tuossa. [EN: In many items it is difficult to evaluate the things that are on the customer
side. But from those parts that can be evaluated, they are essential observations on the
risks. But then again, service providers implementation risk, or technical risk, is big
and that has not been sorted out there.]

It is important to notice that evaluating the risk categories for the project
with the method in the interviews was restricted to individual risks. Because the
interviews were time-limited, the arrangement did not allow analyzing every re-
quirement (use case) of the case project. Therefore, the risk profile for the entire
project could not be created, which also limits the reliability of the interview re-
sults.

It is also noteworthy that in one-hour interview only from one to three use
cases could be analyzed with the risk lists. One can anticipate that for a project
with large number of requirements, the risk prioritization method is quite heavy
to implement thoroughly. On the other hand, implementing the process gets
faster as the experience on the method accumulates. However, the interviews sug-
gest that the method is fairly time consuming to apply in real life project arrangement.
This was also brought up by one of the interviewees:

H3: Mutta tuota... Taim&han on peijakkaan raskas timéa menettely. [EN: Well... but my
gosh, this is heavy, this procedure.]

Risk profile and requirements engineering techniques

The requirement risk prioritization method proposes that, based on the risk pro-
tile, different measures to handle the high risks should be considered depending
on which risk types are on elevated level (identity risks, complexity risks, identity
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risk, or volatility risks). The method includes a listing of requirements engineer-
ing techniques, which are categorized to specification, experimentation, discov-
ery, and prioritization methods (see the appendix 3 for the list). The method pro-
poses to emphasize discovery techniques for high identity risks, prioritization
techniques for high integrity risks, experimentation techniques for high volatility
risks are high, and specification techniques if complexity risks are high.

Interview question: based on you own experience, what kind of actions would you apply
to the elevated requirement risks?

As explained earlier, due to the time-constrained interviews, the project
level risk profile for the entire case project could not be assessed, which limits the
testing of the risk resolution rules, as the project risk profile was not available in
the interviews. However, the logic for selecting requirements engineering tech-
nique to resolve residual requirement risks was explained and discussed in the
interviews. Particularly, the usefulness of the requirement engineering technique
selection step of the method resulting technique proposals were discussed. Re-
markably, all interviewees commented the usefulness of this step of the method negatively:
the value of the techniques selection was not seen by the interviewees.

H2: En osaa sanoa mikd menetelmd, mutta mun mielestd tdssa kay selville se, ettd mei-
dén pitdisi ensin se meiddn oma case vield sisdisesti kertaisesti keskustella. Me ldhdet-
tiin sitd nyt tuomaan ilman ettd me oltiin kunnolla itse valmisteltu sitd, ettd sehdn siita
uupuu selvisti. Ja meidan pitdisi se vield kerran sisdisesti keskustella, ettd mitd me
halutaan. [EN: I cannot tell which techniques, but in my opinion this reveals that we
should first internally discuss our own case through. We began to bring it now without
having properly prepared it - that is what is missing clearly. And we should once more
discuss internally what do we want.]

H5: Teknistd suunnittelua pitdisi viedd pidemmaélle. Moni asia on normaalin projektin
riskienhallinnan piirissd muutenkin, niin kuin vaikka resurssiriskit. Asiakkaan puolen
edustajuuteen liittyvid riskejd on paha arvioida, eihdn siihen ole ndkyvyytta. [EN:
Technical design should be advanced further. Many things are under normal project
risk management anyways, for example resource risks. Customer-side representation
issues are hard to evaluate, we have no visibility in there.]

Interview question: Risk resolution techniques list: is there techniques that you are fa-
miliar with?

When asked, the interviewees did not know or recognize majority of the
techniques on the requirement engineering list. This was as expected. In the in-
terviews, few exemplary requirements engineering techniques on the list were
very briefly introduced.

H5: No on tuossa tuttujakin menetelmid joukossa, mutta ei kaikki ole. Kdytannollinen
tuommoinen listaus ei ole. [EN: Well, there are familiar techniques in the group, but
not all. That kind of listing is not practical.]
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Interview question: considering the case project phase and situation in general, do you
find it feasible to analyze the requirements using new technique or method?

Interviewees did not find the list of techniques very easily utilizable in the
context of case project. This may be partly because the long listing of mostly un-
familiar techniques was considered somewhat overwhelming. The interviewees
did not find it realistic that in the end of the specification phase after several
workshops and use case documentation a completely new approach to require-
ments gathering and analysis would be applied. Instead, all the interviewees on
the customer side would have focused on clarifying individual requirements
having high residual risk level by analyzing the requirement with methods fa-
miliar from the earlier phases of the case project. Further on, interviewees on the
service provider side brought up the possibility to use new techniques to clarify
individual high-risk requirements, such as usability testing and prototyping.
However, also they would have kept the focus in individual problematic require-
ments.

H3: Mikai siind oli se yksi, jossa oli ndiden tuota... [ndyttdd materiaalista yksittdisen
vaatimuskohdan]. Tama. Tastdhdn meilld ei sitd konkretiaa ole nakyvilld, ettd tietysti
tammoisen tapauksen osalta voisi vield piirtdd sen mikd se lopputulema on. Nythan
meilld on se ilmassa piirretty ja leijuva se, ettd jotakin taimmoistd meilld on tulossa. [EN:
There was this one with the... [points out individual requirement from the material]. This
one. We do not have concreteness for this one, so for this kind of case, the outcome
could be illustrated. Now what we have is like drawn in the air and hovering, tha
something like this we are going to have.]

H4: Riippuu tilanteesta. Palataan suunnittelupdydan ddreen maarittelemddn tai tutki-
taan tarkemmin teknisti toteutusta. Ei tunnu todennidkoiseltd, ettd otettaisi kokonaan
uusia menetelmid kayttoon. [EN: Depends on the situation. Get back to design board
to specify, or study the technical implementation more thoroughly. It does not fell
probable that we would take completely new techniques in use.]

Hb5: Jos se sitd tarkoittaa, niin kdytdannossa ei voi kokonaan uutta maarittelymenetel-
mad ottaa koko paketille. Kylld yksittdiset kohonneet riskit pitdd kasitelld - jos nyt on
vaikka kysymysmerkking, ettd tarvitaanko jotain ominaisuutta ollenkaan niin asiak-
kaan puolelta sitd pitdisi loppukayttdjapalautteen perusteella arvioida. Vaikka kaytet-
tavyystestein tai protoilemalla voisi sitd auttaa kylld. Mutta ettd onko sitten sithenkdan
sitten budjettia, ettd kuka sen maksaa. [EN: In practice, you cannot take completely
new specification method into use for the entire package, if that is what this means.
Individual elevated risks must be handled - if the question is like whether some fea-
ture is needed or not, then the customer should evaluate it based on the end use feed-
back. For instance, usability testing or prototyping one could help it. But is there any
budget for that - who pays for it.]

Taken all together, the requirement techniques selection process proposed
in the method was not found practically feasible in the context of the case project.
To improve it, it was proposed that organization should make a short listing of
techniques, and appropriate methods would be selected from that lists.
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Relevance of the results
Interview question: Is the prioritized requirement risk list relevant (i.e., are the risk real)?

All interviewees commented that the residual requirements risks were rel-
evant and real risks for the project. At this point, two of the interviewees also
brought up that the risk tables are generic, and that case project specific risks may
be missing. The case specific risks, which were brought up, were associated with
IS application area, applied project model and technical implementation com-
plexity. All interviewees also agreed that the residual risks were meaningful.

H1: Kaikki riskikohdat ei ole relevantteja, mutta se ei varmaan ole tarkoituskaan. [EN:
All risks are not relevant, but probably that is not the idea anyway.]

H3: Joo, sindlldédn riskejd ne on. Mutta onko ne yhteismitallisia ja onko se kattava pa-
letti... [EN: Yeah, they are risks as such. But are they commensurate and is this a com-
prehensive package...]

H4: Kylld ne on ihan tunnistettavia, mutta herdd kysymys ettd kattaako kaikkea. Sovel-
lusaluekohtaiset riskit puuttuvat. [EN: Yes, they are quite identifiable, but there is a
question whether it covers everything. Application area specific risks are missing, ]

Even though the interviewees did not see the requirements engineering
technique selection step very useful, they still found the risk tables and the risk
items valuable.

Interview question: Have the risks been identified before? Did the risk tables bring up
requirements risks, which have not been recognized before?

The interviewees pointed out that risks that remained high had been recog-
nized in the requirement specification process, but they had not been handled as
risks, but rather as difficulties in requirement specification process. On the other
hand, all interviewees stated that requirement risks had not been handled in a
systematic way before, and that the method brought a new way to organize this
work. None of the interviewees evaluated that the method would have intro-
duced completely new risks. Instead, it brings the requirements aspect to the pro-
ject risk management.

H2: No ei jarjestelmaillisesti. Ehka jollain tasolla on tunnistettu, mutta ei jarjestelmalli-
sesti. [EN: Well, not systematically. Maybe on some level they have been identified,
but not systematically.]

H3: Voi olla, ettd tuo [uusia vaatimuksiin liittyvid riskejd]. Koska tdssd on hyvaa se,
ettd on valmiita ajateltavia asioita. Kun meidédn ldhestyminen on ollut, ettd kun teh-
dé&én riskitaulua, niin 1dhdetédédn tyhjalta poydalta miettimaan. Ja aina se [riski] on sit-
ten se resurssien riittdvyys ja niin edelleen. [EN: Maybe it does [bring up new risks asso-
ciated with requirements]. Because it is good that there are prepared risks to consider.
Our approach has been, when making a risk table, that we start to think about the risks
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from the scratch. And then the risks will always be the sufficiency of resources and so
forward.]

H4: Suurin osa on [havaittu aiemmin], mutta oli hyviad havaintoja ja kysymyksia riski-
listoissa. [EN: Most of them have been [identified before], but there were good observa-
tions and questions on the risk lists.]

H5: Padosin kyllad on [tunnistettu]. [EN: Mostly, yes they have [been identified before]].

All in all, one can say that the issues brought up by the method were not
completely new, but approaching them from the risk management perspective
was considered new and useful approach. Thus, the method was found useful in
bringing structure to analyzing the risks related to project requirements and that was
seen valuable by all interviewees.

Interview question: What other requirements risks have appeared before during the spec-
ification? What about during the earlier development phases (projects) of this same solu-
tion?

When asked, the interviewees also brought up few new risk items that they
think were missing;:

e Practical difficulties in reviewing and the iterations in implementation
phase of the project

e Emerging new requirements and new interpretations to existing require-
ments to leading to scope creep

e Development method/process and application area specific risks should
be added

e Resource risk in project team (changes, availability, competence, atti-
tude)

e Communication gap or communication difficulties between business an-
alyst and specification project team, medium impact and valid in all
phases

The interviewees pointed out that even though these risks would be cov-
ered by items in the risk tables, they are relevant and deserve own risk item.

Applicability of the method and usefulness of the results

Interview question: Does the requirement risk prioritization method produce infor-
mation, which is useful in project decision-making?

The interviewees were asked whether the requirement risk prioritization
method produces information, which would be useful in project decision-making.
The interviewees were on the positive side, although a little bit hesitant.

H1: Ehkd. [EN: Maybe.]
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H2: Ehka. Ehka tatd kautta tulee mietittya niitd. Ettd miksei. [EN: Maybe. Maybe this
way one really thinks about them. So, why not.]

H3: M4 en ole varma. Se panos-tuotossuhde... Periaatteessa tervetullut juuri sen aja-
tuksen laajentamisessa ja rdjdyttamisessd, mutta sitten on se tyollistava vaikutus. Niin
onko se panos-hyoty positiivinen vai negatiivinen, niin sitd en tiedd. Se pitdisi vield
testata ja katsoa. [EN: I am not sure. The input-output relationship... In principle, this
is welcome in extending and exploding thinking, but then again it is laborious. IS the
input-output relationship positive or negative, I do not know. That should be tested
still.]

H4: Ehka. [EN: Maybe.]

Interview question: Does the method help in construing project risk factors differently?

All interviewees said that they had not approached the requirements from
the risk management perspective and that the method brings a new way to analyze
requirements and consequently also project success factors.

H1: Tastd kulmasta ei ole aiemmin ldhestytty. [EN: We have not approached the issue
from this angle before.]

H2: No varmasti eri tavalla. [EN: Well, differently for sure]

H3: No en tiedd jasentdmé&dn, mutta laajentaa ajattelua useammalle suunnalle. Tai
laaja-alaisemmin. [EN: Well, I don’t know about construing, but it expands thinking
to multiple directions, or pervasively.]

H4: Eri tavalla kylld. [EN: Different way, yes.]

H5: Kylld - suoraan vaatimuksiin liittyvid riskejd ei aiemmin ole kasitelty. [EN: Yes, it
does - specifically the risks associated with requirements have not been handled ear-
lier.]

Interview question: Can you imagine utilizing the method when analyzing the require-
ments in new projects? If not, why?

H1: Ehkd. [EN: Maybe.]
H2: Joo, miksei. [EN: Yes, why not.]

H3: M4 voisin ajatella, ja ihan juuri sen takia, ettd olen huolestunut siitd, ettd lopputu-
lokset on huolestuttavia useinkin. Epdonnistutaan turhankin usein, ettd kaikki se,
milld pystytddn parantamaan sitd, on hyodyksi. Ja miksi ei: se on aikamoinen punner-
rus kuitenkin. [EN: I could imagine, and only because I am worried about the end
results, they are often unsettling. Failures happen unnecessarily often, so everything
that allows improvement is welcome. And why not? It is quite a big effort anyways.]
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H4: Mahdollisesti. Vaikuttaa aika tycldalta menetelmaltd, joten voi olla, ettd ei ole ai-
kaa kaytannossa kayttad tallaista. Voisi myos asiakkaan kanssa pohtia tdimén kanssa.
[EN: Possibly. This seems to be fairly laborious method, so it may be that in practice
there is no time for this. This could be also pondered together with the customer.]

H5: Jos tédllainen analyysi liitettdisi osaksi vaatimusmaéaérittelyad ja tuotaisi projektin ris-
kisuunnitelmaan, niin kylld se varmasti kehittdisi positiiviseen suuntaan. [EN: If this
kind of analysis would be added to requirement specification and brought to project
risk plan, it would probably have positive impact.]

Interview question: In which phase of the project you would apply the method?

The interviewees were asked in which phase of the project they would ap-
ply the method. All interviewees found that proper time for risk analysis and prioriti-
zation would be the specification phase at the early stage of the project. Also, two inter-
viewees pointed out that the method could be applied several times in different
phases of the project (as proposed by the method itself).

H1: Menetelmén tekisin alkuun, ettd mitd me halutaan, ja sitten katsoisin, ettd miten
ne [riskit] toteutuvat. [EN: I would implement this method in the beginning, once we
know what we want. And then check how they [the risks] realize.]

H2: Tassa on tietysti viimeinen kohta implementation, niin sitdhdn me ei nyt vield tie-
detd. Etta pitdisiko tdd periaatteessa kdyda useampaan kertaan. [EN: Obviously there
us the last phase “implementation”, which we do not know now. So maybe this should
be done multiple times.]

H3: Siis alkuvaiheessa. Ehké juuri tarvemaaritysvaiheen jdlkeen. Vai onko ennen koko
tarvemaddritystd, onko meilld edes semmoista tilannetta, ettd tatd voisi kayda lapi?
Mutta jos meilld tdima olisi pohjana koko ajattelussa, niin voitaisiinko tehda parempia
[vaatimuksia]. [EN: Well, in the beginning. Maybe right after the requirements speci-
fication phase. Or do we even have a situation to go through this before the require-
ments specification? But if we used this as a basis for thinking, could we make better
requirements?]

H4: Projektin madrittelyaiheen lopussa, kun dokumentoidaan niitd. Mutta ketterdssa
maédrittelyssd missd oikea vaihe, kun jatkuvana prosessinahan tama vaatisi paljon ai-
kaa. [EN: In the end of the specification phase of the project. But what would be a right
phase in agile specification, because this would require lots of time if it was done as
continuous process.]

H5: Aika tyoldaltd vaikuttaa. Mutta jos tastd tekisi check-list -tyyppisen version ja liit-
tdisi vaatimusmaarittelyvaiheeseen, niin ehké se toimisi siind. Ettd aina kun vaati-
musta kuvataan, niin mietittdisi nima asiat [riskit] listalta. Olipa se mika vaan se pro-
jektimalli. [EN: It looks fairly laborious. But making a check list version of this and
adding it to requirement specification phase might work. When a requirement is being
written down, these [risks] from the check list would be considered. Whatever is the
project model.]
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Interview question: are you satisfied with the information that the method produces?
Does it help you in project decision-making?

The interviewees commented positively the output of the risk analysis with the
method. It seems the they did not have very many expectations for the method.
All interviewees commented that the biggest value from the method is that it
forces to reconsider the requirements from the risk management perspective, and
gives a framework for doing the risk analysis. The interviewees did not bring up
that the techniques selection logic would directly help in project decision-making.

H1: No varmaan ainakin pidemmassa juoksussa. [...] Ettd varmaan pystytdan paran-
tamaan toimintaa, jos me pystytdan méadritteleméddn paremmin niita riskejd. [EN: Well,
perhaps at least on the long run [...] Perhaps operations could be improved, if we can
define the risks better.]

H2: Tama tuo ehkd vdhdn uuden ndkokulman. Ikddn kuin pakottaa miettimddn sitd
casea. [EN: This may bring a new perspective. As it forces to reconsider the case.]

H3: No olen siind mielessa tyytyvdinen, ettd... Jos mind olisin etukéteen ajatellut, ettd
mikéd tdméan yksittdisen pienen médrityksen riski on, niin helposti sanoo, ett4 siina ei
ole mitdan riskid. Mutta sitten kun sitd pohtii, niin kylla sitd kuitenkin jotakin kohtia
16ytyy. [EN: Well, I am satisfied with that... if I would have beforehand thought about
the risks in this one small piece of specification, I would have said there is no risk. But
when you start to think about it, you still can find something.]

H4: Ei ollut odotuksia, mutta ihan jarkeviltd tuo vaikuttaa. Mutta vaatii kylld tilanne-
kohtaista soveltamista. Menetelmadd pitdisi hoystda lisdamallad yrityksen menetelmaan
ja prosessiin liittyvid vaatimuksia. [EN: I had no expectations, but it seems sensible to
me. But it demands case-specific adaptation. The method should be seasoned with the
business and process specific additions.]

H5: Riskien check listat olivat hyvid, mutta se riskiprofiilin ja menetelméan valinnan
hyodyllisyys jdi minulle auki. [EN: Risk check lists were good, but usefulness of the
risk profile and technique selection remained unanswered to me.]

6.3.2 Other comments and remarks from the interviews

This chapter provides a summary of comments and remarks about the method
from the interviews.

New risk items proposed by the interviewees

The interviewees were asked to bring up risk items that they did not find from
the list of the original method. According to one of the interviewees, resource risk
is not sufficiently present on the risk lists. The risk list includes a risk item about
project team member turnover, but other risks caused by other human factors in
requirements acquisition and specification process may also be relevant. Deep
understanding about the IS requirements is easily personified to one or two per-
sons in the project team, such as business analyst, customer project manager or
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software architect, which makes these persons crucial for the project success.
Consequently, human performance factors (key persons’ motivation, analysis skills,
communication skills and attitude) and human resource availability factors (key per-
sons’ ability to contribute enough time and effort when required by the project)
issues are necessary to consider. However, it is noteworthy that project human
resource risks are often covered by project risk analysis, not at the requirements
analysis.

Changing understanding about the requirements from the customer perspective
was pointed out as a risk in the interviews. This is closely related to volatility risk
in general, and may not therefore need an additional items on the risk identifica-
tion lists. In addition, changing requirements and emerging new requirements
during the project pose a risk about the scope creep.

One of the interviewees proposed adding a risk item “Communication gap or
communication difficulties between business analyst and specification project team” to
the risk tables. The interviewee argued that this risk is present in all phases of the
project. The risk refers to difficulties within the project team in understanding
each other. In the case project, the business analyst (service provider team mem-
ber) acquires the requirements from the project team and other stakeholders. This
is fairly common arrangement in similar business solution development projects
in general. The risk actualizes in form of communication difficulties, when dif-
ferent parties in the project have different background, varying domain under-
standing, and use different vocabulary.

One of the interviewees argued that budget and timeline risk is worth evalu-
ating for every requirement and in all phases.

Who should do the requirements risk analysis?

In the interviews, it became apparent that it there were no such person or position
in the case project, who could assess every risk item presented in the risk tables.
This was also pointed out by one of the interviewees: in the case project scenario,
there is no single person who can evaluate every risk item, because many of them
require insight from very different aspects of the project. For instance, in the case
project, the customer’s project personnel had no means to reliably assess risks
related to technical implementation done by the provider team, because of miss-
ing technical competence and not having enough visibility to implementation
progress. On the other hand, service provider’s project staff was not able to com-
pletely and reliably evaluate for example risks related to customer’s business
strategy or sufficient end user representation in the customer’s team. This raises
a question how requirements risk analysis and prioritization should be con-
ducted and by whom? For instance, would someone from outside of the project
team be more objective? According to the experience from the interviews, it
seems that the requirement risk analysis should be a joint effort of project team and pro-
ject business management. It also seems that in the case project the customer side
project manager and/or business owner would benefit most from the method.
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Organization and domain specific adaptation on the method

Two interviewees pointed out that organization and context specific adaptation of the
requirements risk prioritization method should be developed to make the method
more useful in the case project. The two interviewees were concerned that the
risk tables do not cover everything necessary, such as system architecture or soft-
ware platform specific risks.

6.4 Summary of the case study interview results

In the following sections the interview results are summarized per success factor
set in the chapter 6.1. Figure 9 illustrates the interview results and their input to
the evaluation of the method following the success model.

The interviewees also gave improvement suggestions and made other re-
marks regarding the requirement risk analysis and prioritization method and its
application. These are collected into the summary in the Table 12.

Method quality attributes

In the case study, we sought for evidence for the applicability of the method be
applicable in practical project work. This means applicability with different ISD
approaches, modifiability of the model (such as adding new risks, new risk cate-
gories, new risk management methods), and efficiency of the method. The key
tindings from the case study were:

e The requirement prioritization method was seen applicable in the case
project arrangement

e The method appears as rather heavy to apply, which limits its applicabil-
ity in a typical IS development project

e Selecting new requirements analysis methods, as proposed by the method,
was not see feasible.

e The framework could be added to project toolbox for project risk manage-
ment or requirements management purposes

In addition to the points above, we noticed challenges for the interviewees
to understand certain risk items correctly. The meaning of the several risk items
was not directly evident for the interviewees, they were interpreted differently
by different persons, or were difficult to separate from one another. Any diffi-
culty or ambiguity in risk items lessens the applicability of the method, as it in-
creases the risk of misinterpretations and increases work load due to extra time
required for clarifying the problematic risk items.

Risks that were difficult to understand:

e Unrated requirements - the meaning was not understandable without
clarification
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¢ C(Client Commitment - required clarification

e Constrained Users” Knowledge - misunderstood easily business analyst’s
lack of knowledge

e Delivering What the Client Requires - the meaning was not evident

Different interpretation on the client side and on the service provider side:

e Fixed Budget and Timelines - whose budget and timeline?
e Delivering What the Client Requires - who is “the client’?

Risk items with different interpretations depending on the person:

e Underestimation of Change Magnitude - does this refer to technical
change, cultural change, process change or all of them?

Information quality measures

To produce high quality information for project decision-makers, the method
must produce useful information about the requirements risks. Regarding this
quality attribute, the key findings from the case study were:

o All interviewees found the requirements risk analysis based on the risk
tables meaningful when evaluating the risks tied to the requirements

o The risk tables provide useful framework for reviewing the requirements
for risks that they may pose to the project

User satisfaction
The user of the method should be satisfied with the results, meaning that the
users of the method consider the output as complete, adequate and relevant.

e All interviewees found the checklist approach useful, and the interview-
ees found the results useful

e However, none of the interviewees found the requirements analysis selec-
tion phase applicable and they were not able to apply it

e The method was found useful in bringing structure to analyzing the risks
related to project requirements and that was seen valuable by all inter-
viewees.

Individual impact

The method should provide support for (project) decision-making of project per-
sonnel Decision effectiveness (correctness of decisions, confidence to de-cision-
making)

e The method brings a new way to analyze requirements and consequently
also project success factors

e The interviewees commented positively the output of the risk analysis
with the method
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The method should improve project decision-making and eventually IS success.
The interview answers did not provide information to reliably evaluate the im-
pact of the method in the project outcome, because of the project was in its early
phase. However, interviewees did comment positively about the potential of the
method for improving the risk management in their projects: the method pro-
vides a framework for requirement risks analysis, which usually is not thor-

oughly implemented in projects.

Table 12. Summary of remarks on the method.

Interpretation of the risk items

Risk analysis - who should implement it?

Several risk items were difficult to under-
stand, and removing ambiguity requires ad-
ditional effort in the process.

Some risk items got different interpretation
on the client side and on the service provider
side.

Several risk items got different interpreta-
tions depending on the interviewee.

There was no such person (or position) in the
case project, who could assess every risk item
presented in the risk tables.

The requirement risk analysis method should be
implemented as joint effort of project team and
project business management.

It appears that the customer side project man-
ager would benefit most from the method.

Adaptation to context

Proposed new risk items

The interviews brought up a concern
whether the risk tables cover everything nec-
essary in the context of the IS and the project.
Organization and context specific adaptation
of the requirements risk prioritization
method may be necessary.

Instead of using the requirement engineering
techniques selection process proposed in the
method, the organization could create a
shortlist of practically available techniques,
and make selection from the listing.

Risks associated with human performance fac-
tors and human resource availability factors.

Changing understanding about the require-
ments.

Communication gap or communication difficul-
ties between business analyst and specification
project team.

Adding the budget and timeline risk to all pro-
ject phases and all requirements.




Evaluation criterion

Method quality attributes [

User satisfaction attributes

Individual impact attributes

Description of the
criterion

The method must be applicable in practical
project work: efficiency, flexibility,
modifiability

The user of the method should be satisfied with
the results: decision satisfaction

The method should provide support for the project
personnel in decision-making: decision effectiveness
(correctness of decisions, confidence in decision-
making)

Interview results
summary per
criterion

The requirement prioritization method was

seen applicable in the case project arrangement.

The method was considered rather laboursome
to apply, which limits its applicability in a
typical IS development project with limited
time and resources.

Selecting and applying new requirements
analysis techniques based on the risk profile, as
proposed by the method, was not found
feasible.

Most of the risk items in the risk tables were
understandable as such for the interviewees.
Few risk items were not directly evident for the
interviewees, they were interpreted differently
by different persons, or they were difficult to
separate from one another.

Evaluation criterion

Information quality measures

Description of the
criterion

The method must produce useful information
about the requirements risks: accuracy of the
results, completeness/adequacy of the results,
and relevance of the results.

Interview results
summary per
criterion

The requirements risk analysis based on the
risk tables were found meaningful for
evaluating the risks associated with
requirements.

The risk tables provide a useful framework for
reviewing the requirements for risks that they
may pose to the project.

All interviewees found the risk checklist approach
useful, and the interviewees also found the results
of the checklist analysis useful.

None of the interviewees found the requirements
analysis techniques selection phase applicable and
they were not able to apply it in the case project.

The method was found useful in bringing
structure to analyzing the risks associated with
project requirements and that was seen valuable
by all interviewees.

The method brings a new way to analyze
requirements and consequently also project success
factors.

The interviewees commented positively the output
of the risk analysis with the method.

The interviews did not give direct input for
evauating the method's impact on the correctness of
decisions.

The requirement risk analysis list could be added to
project toolbox for project risk management or
requirements management purposes.

Organizational impact attributes

The method should improve project decision-
making and IS success: improved output, improved
decision-making, and improved overall project
success.

The interview answers did not provide information

to reliable evaluate the impact of the method,
because of the project was in its early phase.

The interviewees commented positively about the
potential of the method

Figure 9: Interview results summary per success criterion.




7 Discussion

The literature review of this thesis has focused on IS requirements and their char-
acteristics, requirements development techniques and models, and agile devel-
opment and continuous delivery principles. The review also introduced the con-
cept of requirement risk, and how requirement risks are approached in agile de-
velopment and in IS development approaches in general. Further on, require-
ments risk analysis and prioritization method by Tuunanen & Vartiainen (2016)
has been represented as a tool for improving requirement risk management in
the context of contemporary IS development. In this thesis, the method was
tested in a case project to gain understanding about applicability and value of the
method. In this chapter, we will describe how the research questions are ad-
dressed by this thesis and provide both practical and theoretical implications that
the results have.

7.1 General Discussion

In this thesis, the goal is to study how requirement risks and their management
are considered in contemporary information system design approaches. Require-
ments risks refer to IS development project risks that are specifically associated
with requirements themselves or requirements engineering and management ac-
tivities. The primary research question of this thesis was set as follows: How the
requirements risk management and prioritization is approached in the context of contem-
porary ISD methods, such as agile or continuous delivery? The primary question has
the following sub-questions: (1) How the contemporary ISD methods, such as agile
and continuous delivery, approach requirements acquisition and management and (2)
How requirement risks are handled in these methods? In the following sections, the
contribution to answering the research questions is presented. First, we provide
the contribution to sub-questions, which build ground for the answer to main
research question.
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Research sub-question 1: How the contemporary ISD methods, such as agile and
continuous delivery, approach requirements acquisition and management?

IS requirements can be categorized by applying different models and expressed
in many different formats (Wiegers 2013, Pohl 2010). The traditional practitioners’
approach to requirements model is to have three requirement categories: busi-
ness requirements, functional requirements and non-functional requirements.
Even though this categorization still has its place in practical IS development,
more user-centric techniques are often called for to express the desired IS func-
tionality. Contemporary ISD approaches propose utilizing user-centric require-
ments models: in agile development requirements are often expressed as user
stories or use cases (Leffingwell 2017, Measey 2015). For more complex agile sce-
narios, the SAFe requirements model (Leffingwell 2017) may be better applicable.
Where most requirement models may come short, is when expressing quality-
related attributes, experiential user needs (Patricio et al. 2009, Tuunanen & Go-
vindji 2016), or cultural aspects (Tuunanen & Kuo 2016) of requirements. The re-
search literature provides means for analyzing the before-mentioned aspects of
IS requirements.

In this thesis we do not go into details of various requirements acquisition
and development methods and techniques (which are numerous) but summarize
the principles behind requirement engineering and management practices in
contemporary ISD. The concurrent ISD approaches emphasize user-centric think-
ing, stakeholder collaboration and the importance of understanding the customer
value creation. In general, the concord is that by applying user-centric require-
ments acquisition and development approaches, and by focusing on customer
value creation, correctness of the IS requirements can be improved. Kauppinen
et al. (2009) point out that IS developers should develop their customer process
understanding by doing proper customer segmentation, creating direct contacts
between IS developers and customers, and collecting customer information ac-
tively. Also, Komssi et al. (2015) report similar outcomes on their study on value
creation in IS-intensive product roadmapping: identifying IS requirements that
are valuable for the stakeholders require collaboration processes, which enable
the developers to learn from the users. Importance of understanding various
stakeholder groups and their interests is brought up in many sources in the liter-
ature review: Kauppinen et al. (2009), Ebert (2014), Komssi et al. (2015), Ryynédnen
et al. (2016), Wiegers (2013), Pohl (2010), Nemoto et al. 2015, and Tuunanen &
Kuo (2015), Tuunanen & Peffers 2016. The requirements engineering literature,
such as Wiegers & Beatty (2013), Pohl (2010) and Hooks & Farry (2001) also in-
troduce typical techniques for collecting and prioritizing requirements.

It also is notable that value for a user is created in the certain use context.
Therefore, Nemoto et al. (2015) discuss the use contexts in value creation, and
describe a framework for understanding context-related attributes of user value
creation, and process of utilizing the model in user persona-based requirements
acquisition process. Nemoto’s model could be well applied in agile ISD or IS-
intensive product roadmapping context as well. Also, Kauppinen et al. (2009),
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Ebert (2014), Komssi et al. (2015) and Ryynénen et al. (2016) argue that IS devel-
opers should invest more in analysis of customers’ processes, prioritization based
on customers’ activities and basing the IS development decision-making on the
customer value analysis, instead of setting the focus of analysis and prioritization
on features of the IS. The process of product feature prioritization based on cus-
tomer value may not be straightforward to apply in practice.

Various user-centered solution design approaches, like Life-Based Design
(Leikas 2009), service blueprinting technique (e.g. Patricio et al. 2009), or Google’s
Design Sprint (Google 2017), have been introduced to guide the process of iden-
tifying, understanding and analyzing user requirements and designing IS-based
solutions. Further on, Peffers et al. (2003) describe how critical success factors of
an organization can be utilized in designing IS solutions starting from the factors
that are vital for the organization competitive performance. This kind of design
method should help IS developers to craft IS solutions that are valuable to its
users.

Appropriate requirement acquisition, elicitation and presentation tech-
niques depend on the purpose of the IS and the context in which it is used. The
IS requirements must be acquired from the relevant sources and expressed to the
IS developers in appropriate form. The requirements acquisition and analysis ac-
tivities may consist of very different methods and techniques, depending on the
context of the IS. When developing a mass-market IS for product-based business
model the requirement acquisition methods are very different than when devel-
oping IS for business systems for professional users (so called management in-
formation systems). Therefore, selecting a requirements development method,
which fits the scenario, can be crucial for the IS success. The SRAM method (Tu-
unanen & Peffers 2016) is represented to select and design methods for require-
ment acquisition for different contexts.

Especially the agile literature emphasizes stakeholder collaboration, contin-
uous experimentation and feedback from stakeholders. Making proper user seg-
mentation and considering the context of IS use helps in implementing collabo-
ration and experimentation. The requirement model that is applied in IS devel-
opment should be selected so that it supports expressing and analyzing poten-
tially versatile characteristics of requirements. Further on, the IS requirements
development should build on business targets, i.e. business strategy and IS’s po-
sition in implementing the strategy. In the process of requirements development
and management the focus on customer value creation is emphasized. The im-
portance of allocating a multi-disciplinary IS design team to develop holistic un-
derstanding of the solution area is also emphasized in several sources. These
principles are summarized in Table 5 in chapter 3.5.

Agile IS development methods are concurrently probably the most com-
monly applied ISD approach. The agile development refers to a range of devel-
opment frameworks, which implement agile principles and values. There is no
single ‘standard” agile framework, but they all have slightly different approach
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and purpose (for instance, XP, Kanban, Scrum). However, they all build on sim-
ilar set of agile values and principles (Measey 2015). Therefore, in this thesis we
have used the generic agile framework by Measey to represent “The Agile’.

One of the most profound principles in agile is concentrating on continuous
delivery of customer value by implementing valuable IS. This reflects also to agile
requirements engineering, which builds on shared understanding of the cus-
tomer needs and customer value production (Measey 2015, Leffingwell 2017).
This kind of value-oriented software delivery ideology stems with what Kaup-
pinen et al. (2009) and Komssi et al. (2015) describe about the need for the IS de-
velopers to focus on the customer value creation.

In agile ISD, understanding of customer needs is shared between the stake-
holders, the key roles in requirements development being the product owner and
development team. In agile development, product owner should focus on higher-
level requirements and leave implementation details to the development team.
In agile requirements specification many different techniques are applicable, but
user stories and its variations are the most common technique. Requirement
specifications in agile represents the customer needs, and many of the proposed
requirement techniques are essentially customer centric (Measey 2015). As the
agile methodology in general has evolved during the recent years to cover more
complex scenarios, also requirements models have been developed. The SAFe
model (Leffingwell 2017) describes a comprehensive agile requirements model,
which is better suited for scaling into IS development in large organizations.

Because in rapidly evolving business environment changes are unavoidable,
also the expectations towards IS solutions change may change even during the
implementation of IS. In agile ISD one of the key principles is to accept the change
and prepare for it, instead of attempting to prevent the changes from happening,
remove the causes of change, or predict the changes. By implementing agile ISD
practices, the organization prepares for changing IS requirements. This has im-
plications on requirements development: the concept of emergent requirement
design and documentation is commonly associated with agile (Measey 2015, Leff-
ingwell 2017). In agile development, the user stories are continuously refined and
prioritized throughout the development of the IS, and in practice the agile teams
develop the details of user stories just in time before the entering the implemen-
tation phase of the user story. This reveals a difference in thinking to traditional
approach: whereas “a good traditional requirement’ should be so clearly specified
and thoroughly analyzed that ambiguity is removed, an agile developer believes
more in negotiability of user stories and fast feedback to remove ambiguity while
progressing in development.

The continuous prioritization of user stories (i.e. requirements) is present in
all agile frameworks. The agile methods also bring the element of timeboxing to
requirement prioritization: the development work is divided into time periods
(sprints/iterations), and prioritization also the output that the team produces. As
Measey (2015) puts it: “the best way to think about prioritization is ‘Within this specific
time frame, we must have/should have/could have/won’t have this feature.””. In agile,
the prioritization is therefore connected with the time available for delivery. In
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addition, distinctively to agile, prioritization of the user stories is done continu-
ously in the development process. Therefore, the priority of a user story is not
considered to be a characteristic of a user story: priority is dependent not only on
the other requirements, but also on available delivery time and resources.

Measey (2015) and Leffinwell (2017) also point out the importance of craft-
ing non-functional requirements, i.e. restrictions, technical and architectural ex-
pectations. In software development, it is important to establish solid foundation
for the solution implementation by architectural design, which requires that
there is sufficient understanding about factors that have impact on the design,
such as restrictions, constraints, or demands on reliability, usability, maintaina-
bility or performance. Leffingwell (2017) emphasizes that exploring, defining,
and implementing non-functional requirements is a key skill of a successful agile
team.

The agile ISD models also encourage use of multi-disciplinary IS design
team to make business people and IS developers work together throughout the
development. The agile encourages the co-operation to occur on daily basis and
to communicating the development status and decisions openly. Introducing in-
clusive working practices fosters the culture of co-operation.

Agile ISD aims at delivering working software frequently and developing
the solution iteratively. This approach supports collecting feedback from the
stakeholders quickly, since the new versions of software are frequently available
for testing or even for delivery to production use. Benefiting from this obviously
assumes that the feedback collection is arranged appropriately. Collecting feed-
back may not always be straightforward to implement - consider for instance
adding new features to mass-market software. In requirements development,
this iterative development requires that the requirements (epics, user stories) are
sliced so that they can be implemented within a single iteration.

Further on, the continuous development approach, which also belongs un-
der the umbrella of agile approaches, brings new requirement engineering chal-
lenges that are specifically connected to phenomena associated with CD. As CD
aims at very rapid delivery of changes to ISs, product management, release plan-
ning and management of product roadmap requires innovative approach in a
fast-paced environment. The issues, as pointed out by Claps et al. (2015), Chen
(2015) and Rodriquez et al. (2017) are not only technical, but the cultural and so-
cial challenges may be even more troublesome. CD requires that other parts of
the organization, such as marketing, sales and business management, must run
in the same cycle with the IS development. CD changes the way how the software
is delivered to customer: continuously delivered product requires versionless
product marketing and management. Making this happen may require changes
in processes, competences and eventually organizational culture, which would
require implementation of remarkable change program.

The literature review on agile methods reveals that the agile methods tend
to focus on how the work of the development team is organized and directed,
how the communication between the customer and the team occurs, and how the
delivery of the software is paced. In addition to this, agile models encourage open
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communication, continuous improvement of operations, open and efficient com-
munication, focusing on high quality, and self-organization of development
teams. But still the agile models do not actually give many tools for the agile de-
signers for identifying, acquiring, and analyzing the customer needs, even
though the interaction between the customer and the team is emphasized in agile
development. It is assumed that the customer has representation in the agile de-
velopment, but the question remains: from where and through which process the
product owner generates the understanding about the end user value creation,
set the vision for the system, and eventually create the user stories and set their
priorities. Therefore, agile models as such leave space for various kinds of re-
quirement elicitation, development and prioritization techniques.

Research sub-question 2: How requirement risks are handled in these methods?

Risks and risk management in IS development has been studied in numerous
studies, for instance Wallace et al. 2004, Persson et al. 2009, Mathiassen et al. 2007,
Keil et al. 1998, Chen et al. 2015, Barki et al. 1993, and Tuunanen and Vartiainen
2016. For instance, Wallace et al. (2004) present a software project risk categori-
zation, which builds on the earlier research on the field. The categorization has
six risk dimensions: team risks, organizational environment risks, requirements
risks, planning and control risks, user risks, and project complexity risks. The
category ‘requirement risks” covers risk items, which are specifically related to
requirements engineering process and requirements themselves. Wallace et al.
(2004) point out changing, incorrect, unclear, inadequate, ambiguous or unusable
requirements as potential risks for IS project success. The study argues, based on
the cluster analysis on the earlier research on software project risks, that require-
ments risk, planning and control risk, and organizational risk are the most prom-
inent risks for high risk projects.

The ISD practitioners also seem to agree on the relevance of the risks asso-
ciated with requirements. For instance, Smith et al. (2014) report in Project Man-
agement Institute’s Pulse of the Profession study results of the survey made to
over 2000 project and program management professionals globally: “inaccurate
requirements gathering” was seen as a primary cause of project failure by the
respondents of the survey.

The requirements engineering literature, for instance Wiegers & Beatty
(2013), Hooks & Farry (2001) and Pohl (2010), discuss the risks associated require-
ments and recognize their potential impact on the project success. The literature
discusses characteristics of high quality requirements, and in general gives rather
coherent description on the qualities of good IS requirement. As a summary: each
requirement should have the following qualities: complete, correct, feasible, pri-
oritized, necessary, comprehensible and unambiguous. Wiegers & Beatty (2013)
point out the importance of requirement risks and own a chapter in their book
for representing requirements risks and their impacts. The writers also propose
techniques, albeit rather generic ones, for improving the quality of requirements.
Increasing the requirement quality diminishes risks associated with require-
ments. The techniques mentioned in the literature (Wiegers & Beatty 2013, Pohl
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2010, Google 2017, Measey 2015) are requirement reviews and assessments by
multidisciplinary design team and user representatives, design team brainstorm-
ing and mind mapping, end user usability tests with prototypes, A/B testing,
conducting proof-of-concepts to test technical feasibility, ensuring bi-directional
requirement traceability, arranging focus group interviews, performing end user
observations in use context, and utilizing questionnaires to stakeholders. In gen-
eral, in testing of ISs also the requirement validation aspect must be incorporated:
it is not sufficient to test only technical correctness, but also the fulfilment of the
user need must be validated.

Agile methodology approaches the requirements risks a bit differently
when compared to traditional requirements management thinking. In agile ISD,
preparing for of the most requirement risks are taken as part of the ISD process
- this is the case especially with regards to requirements volatility, emerging new
requirements and changes in IS goals. In general, agile prepares the development
team for changes in operating environment and user requirements, and therefore,
agile teams should be better equipped to handle the changing situation. The agile
models also propose defining a vision statement for the IS, which helps in manag-
ing the change and decision-making in prioritization.

All commonly applied agile development methods have many built-in fea-
tures, which help in diminishing the requirements risk exposure of an IS project.
Therefore, one can argue that by applying agile, organization is better positioned
to handle changes and therefore also requirements risks. Agile methods focus on
continuous delivery of value to the customer, constant customer feedback, and iterative
development approach. These practices give the IS developers better chance to de-
tect unnecessary, misunderstood or faulty requirements rapidly and have better
control over technical risks. Agile also emphasizes active participation of stakehold-
ers and encourages adoption of inclusive working methods. Furthermore, the re-
quirements are being analyzed and prioritized in a continuous manner throughout
the agile ISD process. These agile principles, which are summarized in Table 9 of
the chapter 5.4, diminish the risks associated with requirement correctness, vol-
atility and feasibility.

The plentiful literature on the IS project risks in general and the requirement
risks indicate that the importance of requirements engineering and management
efforts in risk handling is recognized. Exemplarily, requirement risk manage-
ment is added on the project manager’s risk management agenda by Wiegers &
Beatty (2013): they point out that project managers should be able to identify re-
quirements related risks, record them into project risk analysis tool, follow the
evolution of the risk, and escalate the risk if considered necessary. However, the
literature does not really provide the IS developers with techniques or methods
for analyzing the requirement risk exposure of project or prioritizing the require-
ments risks. Therefore, it appears that specifically the risk management approach
to requirements is not commonly applied in practice. Further on, not very much
research has been done on the field of requirement risk prioritization and man-
agement in continuous ISD context, as also suggested by Tuunanen and Var-
tiainen (2016). For this argument, we found support from the literature review.
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Research question: How the requirement risk management and prioritization is
approached in the context of contemporary ISD methods, such as agile or con-
tinuous delivery?

Both IS research efforts and experiences from practical IS development projects
have unveiled ISD project risks, which are associated with requirements set for
IS. These so called requirements risks, as described for instance by Mathiassen et
al. (2007), Tuunanen & Vartiainen (2016), and Komssi et al. (2015), result from
lack of understanding of customer value production, misunderstanding the im-
portance of customer-side culture (be it organizational culture or national cul-
ture), low quality of requirements (ambiguity, incompleteness, complexity),
missing requirements, unsuccessful or missing requirements change manage-
ment, misinterpreting the stakeholder groups, insufficient end user participa-
tion/representation in requirements elicitation, changes in requirements (volatil-
ity), technical complexity, or unanticipated implementation costs. Both research
literature and practical experience tell that remarkable share of unsuccessful IS
development projects fail because of shortcomings in requirements development
and requirements management. Therefore, paying attention to the quality of re-
quirements and the quality of requirements engineering techniques is worth-
while.

In general, the requirements engineering and requirements management
literature propose that requirements risks are managed by producing high qual-
ity requirements by applying best practices in requirements elicitation, require-
ments engineering and requirements management rigorously throughout the
life-cycle of the IS, all the way from setting the vision for the yet non-existing IS
through specification and implementation phase to further development.

The requirements risks have been categorized by Mathiassen et al. (2007)
and Tuunanen & Vartiainen (2016) into four categories. First, requirements iden-
tity risks refer to the availability of requirements: high risk means that the re-
quirement acquisition is difficult, or requirements are unknown or indistinguish-
able. Second, requirements volatility risks refer to the stability of requirements:
high risk means that requirements change easily. Third, requirements complexity
risks measure how easy it is to understand requirements: high risk means that
requirements are difficult to understand, specify, and communicate. And fourth,
requirements integrity risks refer to completeness and accuracy of the require-
ments elicited from end users. Each of these risk categories contain different
types of risk items, which may threaten the success of requirements development
efforts. The researchers have attempted to chart typical risk items per category.

Further on, Tuunanen & Vartiainen (2016) describe a requirement risk cat-
egorization, which takes ISD project phase into account. According to the re-
searchers, different requirement risk items are emphasized in each phase of the
project (specification, design, and implementation). Therefore, the risk model
proposed in the paper introduces requirement risk tables for each IS develop-
ment phase, which can be used in analyzing the risk exposure, prioritizing the
risks and making decisions on the requirement risk mitigation activities.
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Even though there has been research activity on the requirement risks, ap-
proaching IS requirements specifically from risk management perspective is not
that commonly applied in practical IS development. Risk management, in gen-
eral, is a process of identifying risks, assessing them, and executing actions to
reduce risk to an acceptable level. Requirements risk management means review-
ing requirements for potential risks, analyzing risk exposure and making deci-
sions on how to mitigate the risks and improve the requirements.

The requirements engineering literature also touches the topic. For instance,
Wiegers & Beatty (2013) discuss requirement risks in their book, and propose
techniques to improve requirement quality. Still they do not provide the reader
with techniques for analyzing the requirement risk exposure or prioritizing the
requirements risks. Similarly, Pohl (2010) describes requirement engineering and
management techniques and quality criteria for requirements artefacts for imple-
menting high quality requirements development and validation practices, but
risk assessment approach to requirements is not covered. Also Hooks & Farry
(2001) present in their book checklists for checking completeness of the require-
ment collections and evaluating the quality of requirements, but these techniques
do not help in requirements risk prioritization either. Furthermore, the require-
ment risk checklists also appear narrow, when compared to the research litera-
ture on the topic.

Based on the literature review, it appears that existence of requirements
risks is widely recognized, and requirement risks are also broadly studied topic.
However, in IS development the requirements risks are mostly approached spe-
cifically from the requirement development perspective keeping the focus in de-
veloping high quality requirements. Paying attention to requirements quality ob-
viously decreases risks associated with requirement. However, risk control and
management approach to requirements is not conventional: requirement risks
are not usually handled with risk management methods, i.e. analyzed, priori-
tized and mitigated as part of project risk management process.

Tuunanen and Vartiainen (2016) have proposed requirements risk analysis
and prioritization method for improving the requirement risk management in
ISD projects. In the empirical part of this thesis, a case study was used to test
applicability of the method. In the case study, we noted that requirement risk
analysis approach was found novel by the case study participants. Further on,
the case study interview results suggest that the risk analysis and prioritization
method was applicable in the case project, and that it provides valuable infor-
mation about the requirements risks. Especially, the risk tables provide a useful
framework for reviewing the requirements for risks that they may pose to the
project. This indicates that even the risk tables as such could be added to project
risk management toolbox and applied with different ISD approaches to bring
structure to project requirements risk analysis.
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7.2 Theoretical implications

In this thesis, we have studied requirement risk prioritization and management
in concurrent ISD approaches based on the literature. In addition, to evaluate and
develop requirement risk analysis and prioritization instrument for IS develop-
ers, the requirement risk analysis method (Tuunanen & Vartiainen 2016) was
tested in a case study arrangement.

The literature review on requirement risks and their handling in modern
ISD approaches show that existence of requirements risks is widely recognized,
and requirement risks are also broadly studied topic. Literature on the IS project
risk management propose generic project risk categorizations, and identify re-
quirements risks as one risk category (for instance Wallace et al. 2004, Persson et
al. 2009, Keil et al. 1998, Chen et al. 2015, Barki et al. 1993). Further on, many
researchers (see for instance Mathiassen et al. 2007, Tuunanen & Vartiainen 2016,
Wiegers & Beatty 2013) have contributed to creating categorization and analysis
tools for requirements risks, and therefore models to categorize the risks associ-
ated with requirements exists.

In addition, the requirements engineering literature introduce different
models for categorizing requirements (see Wiegers et al 2013, Measey 2015, Leff-
ingwell 2017), models for expressing various types of requirements (Nemoto et
al. 2015, Patricio et al. 2009, Tuunanen & Govindji 2016, Tuunanen & Kuo 2016),
and also describe characteristics of high quality requirements (Measey 2015,
Wiegers & Beatty 2013). Still, in concurrent IS development the requirements
risks are commonly approached specifically from the requirement development
perspective, keeping the focus in developing high quality requirements. The con-
current ISD approaches emphasize user-centric thinking, stakeholder collabora-
tion and feedback, and the importance of understanding the customer value cre-
ation. The idea is that by applying user-centric requirements acquisition tech-
niques and iterative development approaches, and by focusing on customer
value creation, the correctness of the IS requirements can be improved. Applying
these principles contribute positively to the quality of the requirements develop-
ment. The case study also supports the conclusion of the literature review: the
requirement risk analysis and prioritization is not commonly applied in require-
ments development. Therefore, a following implication is recorded: based on the
literature review, approaching requirements risks specifically from the risk management
approach is not conventional even in concurrent ISD frameworks.

Further on, the literature review shows that the appropriate requirement
acquisition, elicitation and presentation techniques depend on the purpose of the
IS and the context in which it is first developed and then eventually used (see
Tuunanen & Peffers 2016, Komssi et al. 2015, Peffers et al 2003, Leikas 2009, Patri-
cio et al. 2009, Measey 2015, Leffingwell 2017, Google 2017). The requirements
acquisition and analysis activities may consist of very different methods and
techniques, depending on the context and stakeholders of the IS. This implies that
also the risks associated with IS requirements have 1S context and goal dependent factors.
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ISD practitioners may sometimes utilize their own checklists for reviewing qual-
ity of requirements, but research-based methods are not common. The literature
on the ISD risks discusses also requirements risks, and indicates that depending
on the IS context and IS development project setup different requirement risk
types are emphasized. This underlines the importance of developing for example
organization-specific and application area specific requirements requirement
risk analysis techniques. Therefore, a following theoretical implication to the re-
search is recorded: Concurrent ISD approaches do not approach requirement risks from
the risk management perspective, but focus on producing high quality requirements. Typ-
ically the methods lack integrated risk analysis and prioritization methods. Furthermore,
context-specific adaptations of requirement risk analysis methodology were not found.

Therefore, a further research item might be to study what kind of industry,
organization, project model or technology dependent factors for requirements
risks there are, and how they should they be represented in the risk item lists.

Further on, continuous development of operations is one of the corner-
stones in agile methods. The continuous improvement should cover also devel-
opment of requirements analysis and development practices (Measey 2015, Claps
et al. 2015). This calls for methods for measuring and evaluating quality of re-
quirements and requirement management processes. Risk management ap-
proach would be one idea to improve quality control of the requirement engi-
neering processes. The assumption would be that if the requirements process
produces high-risk requirements, the process must be adjusted. Requirement risk
analysis tools could provide a tool for evaluating the risk level of new require-
ments, which could be then used to measure the progress.

Many of the implications of this thesis work derive from the case study
about feasibility and applicability of the requirements risk prioritization method
(by Tuunanen and Vartiainen, 2016). We present here critique towards the
method and suggestions for the further development of the method.

Importantly, the case study suggests that the requirement risk prioritization
method (by Tuunanen & Vartiainen, 2016) was considered applicable and to give
valuable information about the requirements risks in the case project arrange-
ment. Therefore a following theoretical implication is recorded: The case study
suggests that the requirement prioritization method was seen applicable in the case pro-
ject arrangement. The requirements risk analysis and prioritization based on the risk ta-
bles was found meaningful for evaluating the risks associated with requirements. In ad-
dition, the risk tables provide a useful framework for reviewing the requirements for risks
that they may pose for the project.

On the other hand, all elements of the method were not found applicable
by the case study participants. The usefulness of the requirement analysis tech-
nique selection based on the requirements risk profile was challenged in the in-
terviews. The value of the selection logic was not truly perceived, and the inter-
viewees did not find it possible to introduce completely new requirement analy-
sis techniques into the project. However, it is noteworthy that the limitations of
the case study might have impacted the evaluations given by the interviewees,
and when drawing conclusions on the limitations must be considered.
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The case study interviews also brought up a question whether the method
covers all necessary risk areas in the context of case project. Exemplarily, IS users
and stakeholders (such as user groups and other interest groups) and their rep-
resentation in the project, IS application area (the area of industry where the so-
lution will be applied), applied technologies, and system architecture are all fac-
tors, which affect the risk position. Other relevant factors may exist as well.

The case study results also show some difficulties for the participants in
understanding and communicating the requirement risks. The purpose of some
risk items was not directly evident for the interviewees, the risk items were in-
terpreted differently by different persons, or were difficult to separate from one
another. Therefore, applying the method requires rather good understanding of
risks and IS requirements in general.

In addition to above, the method appears as rather heavy to apply, which
limits its applicability in a typical IS development project. Therefore, finding a
more straightforward approach might improve its applicability.

Drawing from the observations above, the idea of developing the risk pri-
oritization and analysis method to adapt not only to ISD approach, but also to
project context may be worth more thorough analysis. Organizations could also
develop their own version of the method by including risk items specific to the
organization and IS context, and restricting the range of requirements analysis
techniques. Deriving from earlier, the following implications regarding context-
specific adaptation of requirement risk analysis tool is recorded: Context-specific
requirements risk tables should be considered, i.e. studying the possibility to add organi-
zation and IS context specific risk items into risk tables. In addition, the practitioners
may consider adapting the risk tables to match the context and project organization to
improve comprehensibility of risk items, to add missing risk items, and to cover potential
gaps in risk tables. Similarly, developing context-specific requirement risk analysis tech-
niques should be considered: requirement analysis techniques selection phase, which re-
stricts the range of requirements analysis techniques to only techniques applicable in the
context and for the project organization.

Testing the requirement risk prioritization method by Tuunanen and Var-
tiainen (2016) in the case project gave support for the presumption that analyzing
the requirements risks properly requires wide knowledge both about the IS in
question and the context of the IS. Evaluating risk items reliably and making
meaningful risk level estimations requires thorough understanding about the IS’s
technological solution, users and other stakeholders of the solution, application
environment, and the process of requirements acquisition and specification. This
means that there may not be single person in a project team who is able to make
the requirement risk analysis reliably. The case study gives support to this as-
sessment: depending on a role in a project (for instance, customer or service pro-
vider side, project manager or specialist role), slightly different risk items were
emphasized. Furthermore, it was also explicitly pointed out in the interviews that
interviewees were not always able to evaluate certain risk items. Therefore, a fol-
lowing implication is recorded: the requirement risk analysis should be conducted as
team work by a multidisciplinary project team to improve the accuracy of the risk assess-
ment and to divide the workload.
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A common arrangement in IS development projects is that the customer (i.e.
the eventual owner of the IS under development) has outsourced the technical
specification, design and implementation work to external service provider, such
as software vendor or systems integrator. This was the situation also in the case
project. It is important to understand that in a customer-provider project arrange-
ment, the customer project team often has poor visibility to project risk factors
associated with technical design, implementation and quality issues. This is be-
cause the technical design and implementation work is done by the provider
team and information flow regarding the technical design and implementation
details may be hindered. The risk prioritization method may alleviate the cus-
tomer project manager’s pain, if the method is applied in co-operation between
the parties. Based on the case study interviews, it appears that the risk prioritiza-
tion method was found especially valuable by the customer side project person-
nel, because it gives them a new tool to evaluate the risk position of the project.
Especially, the customer-side project owner and the project manager found the
method promising. This is interesting observation, since the presumption was
that the method would bring value especially for the provider-side project man-
ager in evaluating project risk position. Drawing from the earlier, the results of the
case project interviews suggest that the method would provide most value for the cus-
tomer-side project management, because it provides them with a new tool for estimating
project risk elements associated with requirements.

7.3 Implications to practice

The literature review on requirements risks gives quite a persuasive view on the
importance of requirements engineering and management activities for the suc-
cess on IS development. Both research literature and practical experience show
that shortcomings in requirements engineering and management is a major rea-
son for project failure. Therefore, paying attention to the quality of the require-
ments and the quality of the requirements engineering techniques is worthwhile.
IS developers should invest in developing requirements acquisition, develop-
ment and management practices. It requires also cultural, organizational and
processual changes in the organization. As change processes are laborious, ex-
pensive and risky to implement, it may lessen business managers’ interest in re-
quirements engineering development efforts. This calls for practical techniques
and tools for helping organizations in first understanding the real value of re-
quirement engineering practices in their own business context, then understand-
ing their own organization’s current state of requirement management practices,
and eventually improving their requirements management capabilities. The IS
developers should be aware of different requirements development methods and
how they are applied, and select methods that are best applicable to the situation
to produce and maintain high-quality and low-risk requirements. Various capa-
bility maturity models, such as CMMI, and wealthy literature on the area are
available to support in the development process.
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In this thesis we have studied how the requirements risk are considered in
modern ISD approaches. The conclusion is that the ISD methods, such as agile
and continuous development, address requirements quality issues, but the risk
management approach to requirements is not common. By applying techniques
for assessing and prioritizing requirement risks the IS developers could take bet-
ter control over project risks. For example, in case of product development, where
the roadmapping process including requirement analysis is conducted in a con-
tinuous manner, risks associated with product requirements could be assessed
by the product management team frequently by applying the risk identification
and profiling. This would allow the product team to point out high-risk require-
ments and propose alternative requirements analysis techniques before moving
on in a IS development process. On the other hand, many IS practitioners, such
as software vendors or system integrators, have developed their own require-
ments quality analysis checklists and included them as part of their project model.
For instance, project milestone reviews may contain requirements-related check-
points. In addition, common project management standards (such as IPMA or
PMP) and capability maturity models (for instance CMMI) cover also require-
ments development and requirements management. However, they do not di-
rectly provide techniques for requirement risk prioritization. Literature also pro-
poses measures, which can be used as performance indicators for requirements
engineering activity, and utilized by IS practitioners to measure and develop re-
quirements management processes. Therefore, a following practical implication
is recorded: The organizations that develop information systems should invest suffi-
ciently in requirements analysis and management activities to enable high quality of re-
quirements-related decision making in IS development. The organizations should imple-
ment the requirements acquisition, analysis and prioritization processes, which are suit-
able in their own operating context. The organizations should also measure both quality
of requirement management processes and quality of the requirements that the process
produces, and improve the applied methods according to the measurement results.

The research literature represents a method for requirements risk assess-
ment and prioritization method (Tuunanen & Vartiainen 2016), which was tested
in a case study arrangement for its applicability and feasibility. As a result, sev-
eral practical implications can be made.

As explained earlier, the case study results suggest that the risk tables pro-
vide useful framework for reviewing the requirements for risks of a project. The
method could bring structure to project requirement risk analysis. On the other
hand, the method has certain steps, which feasibility were not evident for the case
study participants: specifically, applicability of the selection of new requirements
analysis techniques based on the risk prioritization, as proposed in the method,
was challenged. As a practical implication, instead of using the requirement anal-
ysis techniques selection logic proposed in the method, the organization could
create a shortlist of practically available techniques, and make technique selec-
tion from the shortlist.

In addition, the case study results also raise a question whether the require-
ments risk listings per project phase proposed in the method (Tuunanen & Var-
tiainen 2016) covered all relevant risk items in the context of the project. Different
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risk factors may be emphasized, depending on project characteristics, such as IS
stakeholders (such as user groups), user representation in the project, IS applica-
tion area (the area of industry where the solution will be applied), applied tech-
nologies and system architecture. This raises a question what kind of industry,
organization or technology dependent factors for requirements risks there are
and how they should they be represented in the risk item tables. Consequently,
organizations could study the possibility to adapt the method in their context.
Parallelly, the ISD practitioners may as well develop their own variations of the
risk prioritization method by including organization and IS context specific risk
items in the risk tables and restricting the requirements analysis techniques.
Therefore, we record the following practical implication: The organizations could
study possibility to make a context-specific adaptation to the risk tables and requirements
analysis technique selection. Instead of using the requirement analysis techniques selec-
tion logic proposed in the method, the organization could create a shortlist of practically
available techniques, and make selection from the listing. Second, the risk tables could be
reviewed for and update with organization and context specific risk items.

The case study results also show the difficulty in both understanding and
communicating the requirement risks, as explained in the chapter 7.2. Applying
the method requires rather good understanding of risks and IS requirements in
general, which may require participation of multiple people from different parts
of the organization to take part in risk assessment. In addition, the case study
suggests that the risk prioritization method appears heavy to apply. Practical im-
plication from this is that the requirement risk analysis should be conducted as team work
by multi-disciplinary project team to improve the accuracy of the risk assessment and to
divide the workload.

As explained in the chapter 7.2, it seems that the risk prioritization method
was found especially valuable by the customer side project personnel. However,
also the case project’s service provider’s project personnel found potential from
the method. It is worthwhile to notice that sometimes in real life IS development
projects, service provider project manager and customer side project manager
may have some contradictory interests, which derive from different business
goals of the involved organizations. In principle, the IS service provider is re-
sponsible for technical implementation project in IS development, but the cus-
tomer carries the responsibility (and costs) about the entire deployment of the IS
and about making the most out the investments in IS. The service provider’s pro-
ject manager may have reservations about using the method in their projects, be-
cause project risk profile analysis may lead customer to require for more analysis
on certain requirements or even demand applying completely new requirement
analysis techniques. This may be a setback for the service provider project man-
ager, if his goals are set to run the project through with the predetermined re-
quirements, budget and timeline. Therefore, making full use of the requirement
risk analysis method requires that it is applied in correct a phase of the project,
and that project contracts (and other managerial or administrative agreements)
allow executing the operations proposed by the method. Consequently, a follow-
ing practical implication is made: The project setup should support using the method:
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project contracts, project change management, project resourcing, budgeting must be
considered.

The requirement risk analysis and prioritization method is intended to be
independent of the ISD approach. In the example scenario presented in this thesis
(chapter 5.6.1), the requirements risk prioritization method is applied with agile
Scrum development framework: in each iteration the method is applied to eval-
uate the requirements stored in the sprint backlog. The method could be applied
as part of iteration planning session, when the backlog items are defined for im-
plementation (for instance in Scrum terminology, in sprint planning sessions).
The example is illustrative, and an appropriate way to apply the method is worth
more investigation. The organization implementing the method should fit the steps of
the method in their ISD model.

74 Summary

The requirement risks have been studied in numerous studies and they are also
discussed in the requirements engineering literature. Therefore, the importance
of paying attention to IS requirements has been acknowledged, but still require-
ments risk management perspective is not commonly applied IS development.
In general, requirements engineering literature propose that requirements risks
would be managed by producing high quality requirements and applying in re-
quirements elicitation, requirements development and requirements manage-
ment activities rigorously. The concurrent ISD approaches, such as agile frame-
works, have built-in characteristics which help IS developers to keep challenges
of requirements development in control. In addition, the literature presents tech-
niques to improve requirement quality, outline different quality criteria for re-
quirements and requirements artefacts, and measures to help implementing high
quality requirements development and validation practices. The assumption is
that by applying user-centric requirements acquisition and development ap-
proaches, and by understanding IS customer value creation, correctness of the IS
requirements can be improved and therefore confidence in building a right IS
improved. This approach decreases risks associated with requirements, but does
not give IS developers tools for managing requirement risks. The requirements
risk analysis and prioritization method (Tuunanen and Vartiainen 2016) was pro-
posed to improve requirement risk management in ISD projects. The method was
tested in a case study for applicability of the method, and building on the case
study results and literature review, theoretical and practical implications were
made to improve applicability of the method.
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8 Conclusions

In this chapter the conclusions of the thesis work are presented. The following
subchapters provide a summary of the thesis, contribution of the work, limita-
tions of the study, and future research items.

8.1 Summary of the study

The academic motivation for this thesis is to study how the risks associated with
IS requirements are considered in contemporary ISD approaches. The theoretical
part of the thesis consists of a review of research articles and literature on the
field. The literature review covers description of concurrent approaches to re-
quirements acquisition and management, with special emphasis on agile ISD and
continuous development. Thesis also discusses how requirement risk manage-
ment and prioritization realize in ISD methods. In addition, the literature review
section presents how requirements risks are handled in contemporary ISD meth-
ods, such as agile and continuous delivery. The goal of the literature review is to
find definition for requirement risks, discuss requirement risk handling tech-
niques and methods, and consider how they are applied agile development
methods. Further on, the model for requirements risk analysis and prioritization,
which is applied in the case project, is represented based on the literature.

In the empirical part of the thesis, the requirements risk prioritization
method presented by Tuunanen and Vartiainen (2016) is tested in the case study
for applicability and usefulness of the method. The goal of the case study is to
test requirement risk analysis and prioritization method, and propose topics fur-
ther research. The empirical study was conducted as an interpretive case study.
The data was collected from specialist interviews in an IS development industry
project, and the interview results and their conclusions are summarized and re-
ported.

8.2 Contribution

The requirement risks have been studied in numerous studies and they are also
discussed in the requirements engineering literature. The importance of correct-
ness and high quality of IS requirements has been acknowledged, but approach-
ing IS requirements specifically from risk management perspective is not very
common in IS development. Requirements risk management means reviewing
requirements for potential risks, analyzing risk exposure and making decisions
on how to mitigate the risks and improve the requirements.
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This thesis provides a literature-based overview on the concurrent require-
ments acquisition and development approaches and categorization of character-
istics of high quality requirements. In general, the review on requirements engi-
neering and requirements management literature propose that requirements
risks in IS development are managed by trying to produce high quality require-
ments by applying best practices in requirements elicitation, requirements devel-
opment and requirements management throughout the life-cycle of the IS. The
requirements engineering literature proposes many techniques to improve re-
quirement quality, define quality criteria for requirements artefacts, and
measures to help implementing high quality requirements development and val-
idation practices. The concurrent ISD approaches emphasize user-centric think-
ing, stakeholder collaboration and the importance of understanding the customer
value creation. The assumption is that by applying user-centric requirements ac-
quisition and development approaches, and by understanding IS customer value
creation, correctness of the IS requirements can be improved and therefore con-
fidence in building a right IS improved.

In this thesis, an analysis of a generic agile model’s requirement risk miti-
gating characteristics is presented. The concurrent ISD approaches, such as agile
frameworks, have many characteristics which help IS developers in keeping chal-
lenges of requirements development under control. However, the agile models
do not dictate methods for identifying, acquiring, and developing the customer
needs into requirements, but leave space for various kinds of requirement elici-
tation, development and prioritization techniques.

In IS development literature, the requirements risks are mostly approached
specifically from the requirement development perspective keeping the focus in
developing high quality requirements. This approach decreases risks associated
with requirements, but does not give IS developers tools for measuring and man-
aging requirement risks - ‘if you can’t measure it, you can’t manage it’. Even
though there has been research activity on the requirement risks, approaching IS
requirements specifically from risk management perspective is not that com-
monly applied in practical IS development. This thesis also describes the concept
of requirement risk and requirement risk categorization, and discusses practical
means for requirement risk handling, and provides the reader with set of princi-
ples which help in mitigating requirement risks. Specifically, agile development
and continuous development environment and requirements risk management
is discussed.

The requirements risk analysis and prioritization method (Tuunanen and
Vartiainen 2016) is proposed for improving the requirement risk management in
ISD projects. The method was tested in a case study for applicability of the
method. Based on the case study results and literature review, theoretical and
practical implications were made.

The case study results suggest that the requirement risk analysis approach
was found novel by the case study participants. In addition, the method was
found applicable in the case project and provided valuable information about the
requirements risks. The requirements risk analysis and prioritization based on
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the risk tables was found meaningful for evaluating the risks associated with re-
quirements. Especially, the risk tables provide a useful framework for reviewing
the requirements for risks that they may pose for the project.

The implications from the study also indicate that context-specific require-
ments adaptation on the risk tables should be considered to improve comprehen-
sibility of risk items, to add missing risk items, and to cover potential gaps in risk
tables. Context adaptation to the requirement analysis techniques selection phase
of the method was also brought up.

The implications also contain remarks on applying the method in ISD pro-
jects. First, it is suggested that the requirement risk analysis should be conducted
as team work by a multidisciplinary project team to improve the accuracy of the
risk assessment and to divide the workload. Second, the project arrangements
(project contracts, project change management, project resourcing, budgeting)
should not be in contradiction with the method.

As an interesting implication, the results of the case project interviews sug-
gest that the method would provide most value for the customer-side project
management, because it provides them with a new tool for estimating project risk
elements associated with requirements. This notice may be relevant when mak-
ing decisions about the direction of development.

8.3 Limitations

This study consists of two main parts: the literature review and the empirical part.
In the literature review, an overview of the requirements risk management ad-
vances in concurrent ISD approaches are presented. The empirical part consists
of requirement risk review method evaluation. The limitations of the study are
discussed in this chapter.

The limitations of the literature review are connected to sufficiency of the
review coverage, i.e. is the review coverage wide enough. In the review, we spe-
cifically aimed at finding relevant information science research literature on the
requirement risks. Especially finding practitioners solutions to requirement risk
handling is difficult, as they are often intellectual property of private businesses,
such as consultants or software vendors, who do not publicize details of their
methods. Also, a wider analysis of IS project management literature and project
management certification and standardization literature might have given addi-
tional insight to the topic.

Similar critique can be made towards the literature review coverage of the
concurrent ISD and requirement analysis approaches. In the thesis, we chose to
use the generic agile model by Measey (2015) to represent agile approach, which
may leave out some agile techniques from the review.

The empirical study has also its limitations. Even though the case study was
carefully prepared to match with the research targets, the case study arrangement
had some limitations, which limit the both reliability and generalizability of the
results.
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First, the case project characteristics bring certain predetermined limitations.
As the case project was a further development project for a management infor-
mation system that is already in production use, the results may not be directly
generalized for instance to development of systems intended for mass markets
or to development of a completely new (non-existing) systems. The case project
did not involve adding new user groups to the system either. The user require-
ments tend to be better understood in further development projects than in de-
signing completely new solutions, because both the customer and IS developers
have experience in the system in its real use context.

Second, it is noteworthy that the IS of the case project was a customer-spe-
cific tailored IS-based solution for a specific user group within customer organi-
zation. In this situation, the customer has fairly good understanding about the
goals of the IS per user group. Therefore, the case project is not comparable to
product development type of ISD projects, as in IS product development key
challenges are identifying such requirements that are common across different
customers, and developing a solution that is feasible for many different user
groups.

Due to the limitations described above, applicability of the risk prioritiza-
tion method in product development type of IS development could not be
properly assessed. However, developers of an IS-based product or service (con-
sider for instance SaaS solutions) may find the risk prioritization valuable, be-
cause the product developers seek maximum return on the investments put in
product development. If the requirement risk analysis improved understanding
about requirements risks, it certainly would give relevant input for making good
product management and roadmapping decisions. And further on, if the require-
ments risk analysis and prioritization was conducted as part of product manage-
ment and roadmapping activity frequently, would that improve the product
owner’s confidence in implementing right features in the IS-based product or ser-
vice? The case study of this thesis did not give much input to answer this question.

Another limitation of the case project results from the fact that the inter-
views were made only in one case project. Therefore, issues that are specific to
this single project and opinions of individual interviewees may get too much em-
phasis. This must be remembered when drawing conclusions from the case study
results: the generalizability of the results is therefore limited.

Certain case study limitations arise from the constraints of the interviews.
Because the interviews were time-limited and applying the method was time
consuming, it was not possible to analyze every requirement (use case) in the
requirement specification of the case project in the interviews. Therefore, it was
not possible to create full requirement risk profile for the case project based on
the risk analysis of the entire requirement collection, which means that the re-
quirement analysis technique selection with the risk resolution rules could not be
tully tested. Instead, this phase of the method was discussed with interviewees
to explain the logic and the purpose of the technique selection. Therefore, there
is a risk is that the value of the techniques selection logic was not properly per-
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ceived by the interviewees. This limits the reliability of the case study results re-
garding the requirement analysis technique selection. It worth noticing that the
interviewees did not find it possible to introduce completely new requirement
analysis techniques into the case project, which indicates that this phase in the
method would be worth further analysis.

8.4 Future research

In this chapter the topics for future research are presented. The areas for further
research focus especially on the development ideas for the requirement risk anal-
ysis and prioritization in IS development. The literature review revealed that ap-
proaching requirements from risk management perspective is not common in IS
development. However, methods and techniques for the purpose exist, but their
practical adaptations require further work. The conclusion from the case study is
that the requirement risk prioritization method was found to give valuable infor-
mation to project team members in the case study arrangement about the require-
ment risks. However, several issues for further research were brought up during
the study.

One of further research items is associated with the case study observation
about the potential need for context specific adaptations of the requirement risk
analysis and prioritization method. The interviewees brought up that organiza-
tion and project context specific adaptation of the risk tables might be needed to
increase reliability of the risk analysis and prioritization. Therefore, an interest-
ing future research item would be to study what kind of industry, organization
or technology dependent factors there are for requirements risks, and how they
should they be represented in the risk item listings. It might be valuable to first
construct a model for describing IS project contexts for requirement risk analysis
purposes. The model would describe common IS project factors, which are rele-
vant from the requirement risk analysis and prioritization perspective. The
model could be utilized in adding context-adaptive requirements risk approach
to the requirements risk analysis and prioritization method.

Also, practical application of the requirement risk prioritization method
with different ISD approaches and in different project setups could be developed
further. The method is intended to be independent of the ISD approach, but prac-
tical adaptation must be done in the ISD context. In the example scenario pre-
sented in this thesis (chapter 5.6.1), the requirements risk prioritization method
is applied with agile framework, namely Scrum. In the example, it is proposed
that the method is applied as part of iteration planning sessions, when the back-
log items are groomed and prepared for implementation (e.g. in Scrum terminol-
ogy, in sprint planning sessions). The example is superficial and mostly illustra-
tive. Practically applicable way of implementation of the method is worth more
study: for example, which risk item lists should be actually be applied in sprint
planning and sprint review sessions, or how to deal with different types of risk
requirement risk profiles in agile environment.
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Also the limitations of the case study arrangement pointed out in the chap-
ter 8.3 leave several open issues for further research efforts. Testing the method
in different ISD development scenarios would be worthwhile. For instance, de-
veloping the requirement risk control in continuous development environment
of a mass-market software or service is worthwhile. The case study of this thesis
did not give input in this questions, and further research on the topic would be
interesting to evaluate applicability of the method for this purpose. In addition,
certain steps of the method, especially the requirement analysis technique selec-
tion step, require further analysis, since its applicability was challenged in the
case study.

As described earlier, the case study had its limitations, which limit the reli-
ability and generalizability of the results. Additional empirical research would
be valuable to study the method in alternative contexts. Further on, in this thesis
case study the interviews were conducted in the early phase of the case project.
Therefore the interviews did not provide sufficient information to reliably eval-
uate the impact of the method on organization level performance, because the
project outcome is not known. Based on the case study, the method shows prom-
ise, but proper impact analysis would be also worth further research for instance
in a longitudinal study arrangement.

8.5 Summary

In this chapter the findings of the study are summarized, and the conclusions are
presented. The chapter also highlighted the limitations of this study and further
research items identified during the work.
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APPENDIX 1 - INTERVIEW QUESTIONS

The interviews are done using the following interview structure and questions.
The interviews are done in Finnish, as all the interviewees are native Finnish
speakers. Therefore, also the questions are presented in Finnish.

Aloitus
Haastattelijan esittdaytyminen, tutkimusaiheen kertominen seka haastatte-
lukdytdannon kuvaaminen: vaatimusriskien priorisointi- ja hallintameto-
din soveltuvuus projektityohon.
Kysymykset:
¢ Haastattelu kestdd noin tunnin - onhan se edelleen sopiva aika-
taulu?
e Voinko nauhoittaa haastattelun?
¢ Onko sinulla kysymyksid haastatteluun liittyen?
o Kerrotko seuraavat tiedot: ikd, tehtdva yrityksessd, tehtdava projek-
tissa

Menetelmdn kuvailu haastateltavalle tapahtuu kédyttden apumateriaalia
(joko paperilla tai sahkoisend kannettavan naytolta):

- Vaatimusriskien kategoriat sekd esimerkkejd niistd

- Riskitaulukoiden esittely

- Menetelmén kulku

Menetelmédn testaaminen case-projektissa: kuvaus miten testaus aiotaan
tehda

Case-projektin vaatimusten katsaus
Yleiskatsaus case-projektin vaatimuslistaan (use caset ja niitd tarkentavat
materiaalit, kuten Ul-wireframet).
Kasiteltdvien use casejen valinta (max 3 kpl): haastateltava valitsee use ca-
sen, johon liittyvid riskejd haluaa tarkastella

Kysymyspatteri 1: Valittujen kiyttotapausten / vaatimusten arviointikysy-
mykset
Kysymykset haastateltavalle, kun tarkastellaan vaatimusdokumen-
taatiota / use casea:

e Kuvaile omin sanoin kasiteltdvaa vaatimusta?

e Minké kadyttdjaryhmaén tai -ryhmien tarpeeseen vaatimus vastaa?

e Minké sidosryhmien ty6hon tai toimintaan vaatimuksen toteutta-

minen vaikuttaa?

Kysymyspatteri 2: Riskien kasittely menetelmidn mukaan

1. Riskien tunnistaminen
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Riskien tunnistaminen valituille vaatimuksille menetelmin risk-

itaulukoiden mukaisesti (Requirements phase checklist, Design phase
checklist, Implementation phase checklist):

Haastattelumenettely:
o Yksi taulukon rivi kerrallaan pyydetddn haastateltavaa ar-
vioimaan, ettd toteutuuko kyseinen riski (vastaus: “kylld /

ei /EOS / eirelevantti”)
o Perustele vastauksesi

2. Riskiprofiilin arviointi

Soveltaen projektin riskiprofiilin arviointitaulukkoa, valituille vaati-

muksille laaditaan riskiprofiili kdyttden ennakkoon valmisteltua tauluk-
koa, jossa riskikategoriat ja impaktin taso myds ndhtavissa.
Esitellddn haastateltavalle riskiprofiili vaatimuksille. Kysymykset:

Onko riskiprofiili mielestédsi mielekéas kyseisille vaatimuksille?

3. Riskien painopisteiden (kategoriat) arviointi

Risk resolution pattern -taulukon avulla arvioidaan perusten riskipro-
tiiliin, ettd mihin riskeihin tulisi erityisesti kiinnittdd huomiota. Ky-
symykset:

Onko saatu riskiprofiili mielekds?

4. Riskienhallinnan menetelmiehdotukset

Millaisia toimenpiteitd kohdistaisit riskeihin - perustuen omaan
kokemukseesi?
Risk resolution techniques -taulukon menetelmien lyhyt katsaus:
kerrotaan olemassa olevista menetelmista

o Onko tdssd tuttuja menetelmia?
Pidétko projektin vaiheen ja kdytdannot huomioon ottaen mahdol-
lisena vaatimusten tarkempaa tarkastelua jonkin uuden menetel-
mén avulla?

Kysymyspatteri 3: Priorisoitujen riskien oikeellisuus, relevanssi ja kattavuus

Kysymykset mallin antamien tulosten tarkkuuden, kattavuuden ja merki-
tyksellisyyden arvioimiseksi:

Onko priorisoitu lista relevantti (eli ovatko riskit oikeita)?

Onko vastaavat riskit tunnistettu aiemmin?

Ovatko havaitut riskit merkityksellisia?

Toivatko riskitaulukot esiin vaatimuksiin liittyvia riskejd, joita ei
aiemmin ole kasitelty?

Millaisia muita vaatimuksiin liittyvid riskejd madrittelyn aikana
on ilmennyt?
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e Entd saman jdrjestelmén edellisten kehitysprojektien aikana? (Esi-
merkkejd voivat olla vaikkapa “unohtuneet” sidosryhmat, vadrin
tulkitut vaatimukset tai kdyttamétts jadneet ominaisuudet)

Kysymyspatteri 4: menetelmin soveltuvuus projektikidyttoon ja tulosten hyo-
dyllisyys

e Tuottaako tdmd menetelmad sellaista tietoa, joka auttaa sinua pro-
jektiin liittyvéassd padtoksenteossa?

e Auttaako vaatimusten kasittely menetelman mukaan jasentaméaan
projektin riskitekijoitd eri tavalla kuin aiemmin?

e Loytyikd aiemmin havaitsemattomia projektiriskeja?

e Voisitteko ajatella hyodyntdvanne menetelmdd uusien projektin
vaatimuksia analysoitaessa?

o Jos ei, niin miksi ei?

e Missd vaiheessa projektia soveltaisitte menetelmaa?

e Oletko tyytyvéinen tietoon, jota menetelma on tuottanut? Aut-
taako se sinua projektiin liittyvassa paatoksenteossa?

Yhteenveto ja lopetus
Onko sinulla vield asioita, jotka haluaisit nostaa esille?
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APPENDIX 2 - RISK TABLES

Impact to Risk Items
ISD Project
High | 1. Absence of project sponsor Identity
2. Access to clients Complexity
3. Ambiguous requirements Identity
4. Client commitment Identity
5. Delivering what the client needs Identity
6. Incorrect stakeholder Identity
7. Missing requirements Identity
8. Misunderstood business needs Identity
9. Unrated requirements Volatility
Me- | 10. Change in business strategy and direction Volatility
dium 11. Change in external regulations Volatility
12. Compliance with external regulations Identity
13. Conflicting requirements Integrity
14. Emerging requirements dependency Volatility
15. Fixed budget and deadline Integrity
16. Hostile users Identity
17. Knowledge gap between coworkers Complexity
18. Lack of collaboration Complexity
19. Project team member turnover Volatility
20. Underestimation of change magnitude Volatility
Low | 22. Constrained by users” knowledge Complexity
23. Technology changes Volatility

Requirements phase checklist

Risk Type

Project is/can be exposed?

Absence of Project Sponsor Identity
Access to Clients (Proximity to Source) | Complexity
Ambiguous Requirements Identity
Change in Business Strategy and Di- Volatility
rection

Change in External Regulations Volatility
Client Commitment Identity
Constrained Users’ Knowledge Complexity
Fixed Budget and Timelines Integrity
Incorrect Stakeholder Identity
Misunderstood Business Needs Identity
Underestimation of Change Magni- Volatility
tude

Unrated Requirements Volatility

Any other risks that could affect design and implementation




Design phase checklist

Risk
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Risk Type Project is/can be exposed?

Ambiguous Requirements Identity
Change in External Regulations Volatility
Client Commitment Identity
Compliance with External Regula- Identity
tions

Conflicting Requirements Integrity
Missing Requirements Identity
Delivering What the Client Requires | Identity
Emerging Requirements Depend- Volatility
ency

Fixed Budget and Timelines Integrity
Knowledge Gap between Coworkers | Complexity
Lack of Collaboration Complexity
Technology Changes Volatility
Underestimation of Change Magni- | Volatility
tude

Unrated Requirements Volatility

Any unresolved risks from requirements and risks that could affect implementation

Implementation phase checklist

Risk Risk Type  Project is/can be ex-
posed?

Ambiguous Requirements Identity

Change in External Regulations Volatility

Client Commitment Identity

Fixed Budget and Timelines Integrity

Hostile Users Identity

Project Team Member Turnover Volatility

Unrated Requirements Volatility

Underestimation of Change Magni- Volatility

tude

Any unresolved risk items from design and requirements

Step 2: Assess Project Risk Profile:

Requirements

Phase Specific
Risks

Design Phase
Specific Risks

Implementa-
tion Phase Spe-
cific Risks

Absence of project | High | Missing require- High | Hostile users Me-
Sponsor ments dium
Access to clients High | Delivering what High | Project team Me-
(proximity to the client requires member turno- | dium

source)

ver
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Incorrect Stake- High | Compliance with | Me-
holder external regula- dium
tions
Misunderstood High | Conflicting re- Me-
business needs quirements dium
Change in business | Me- | Emerging require- | Me-
strategy and direc- | dium | ments dependency | dium
tion
Constrained by us- | Low | Knowledge gap Me-
ers’ knowledge between cowork- | dium
ers
Lack of collabora- | Me-
tion dium
Technology Low

changes
isks Affecting All Phases

Ambiguous re- High | Ambiguous re- High | Ambiguous Re- | High

quirements quirements quirements

Unrated require- High | Unrated require- | High | Unrated Re- High

ments ments quirements

Client commitment | High | Client commit- High | Client Commit- | High
ment ment

Change in external | Me- Change in external | Me- | Change in ex- Me-

regulations dium | regulations dium | ternal regula- dium

tions

Underestimation of | Me- Underestimation | Me- Underestima- Me-

change magnitude | dium | of change magni- | dium | tion of change | dium
tude magnitude

Fixed Budgetand | Me- | Fixed budgetand | Me- | Fixed budget Me-

Timelines dium | time lines dium | and timelines dium
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APPENDIX 3 - REQUIREMENTS ENGINEERING TECH-
NIQUES

Listing of requirement specification, experimentation, discovery and prioritiza-
tion techniques by Tuunanen & Vartiainen (2016).

Experimen- . Prioritiza-
. Discovery .
tation tion

Specification

Affinity technique
Aspect mining in require-
ments specification
Attributed goal-oriented

* *
analysis
Behavior analysis . "
Box structure specification .
and design
Brainstorming *
Business information analysis " "
and integration technique
Business process planning " " .
(BSP)
Card sorting * *
Cognitive mapping *
Contextual design * * *
Cooperative prototyping *
CREV * *
CREWS * *

* *

Critical success factors
Data flow diagram
Decision analysis
Delphi method * *
Deriving requirementsfrom
existing system

Domain specific modeling *

EasyWinWin * *
Email /bulletin board *

Ends/means analysis *
Entity-relationship modling *

Facilitated team *

Focus group *

Future analysis *

Goal modeling oriented re-
quirements elicitation
Goal oriented approach * *
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Group support systems and
strategic business objectives

Guided brainstorming

Human, social and organiza-
tional requirements elicita-
tion

Inquiry cycle model - struc-
ture and describe require-
ments discussions

Joint application design

KAOS

Laddering

Lyee

Machine rule induction

Marketing and sales

MIS intermediary

Multidimensional data mod-
els

Multidimensional scaling

Nominal group technique

Normative analysis

Object oriented Z

Open interview

Open systems task analysis

Participatory design

Petri nets

Petri nets combined with use
cases

Precision model

Prime-CREWS

Process analysis

Protocol analysis

Prototyping

Quality function deployment

Repertoire grids

Requirements generation
model

Requirements prototyping

Requirements workshops

Rich pictures

Scenario-based requirements
elicitation

Semantic maps

Socio-technical analysis

State charts

Strategic business objectives

Strategy set analysis
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Structured group elicitation
method

Structured interview

Structured walkthroughs

Support line

Surveys

Teach-back interview

Testing

Text analysis

Trade show

Usability lab

Use cases

Use of video in requirements
elicitation

User group

User-interface prototyping

Variance analysis

VDM ++,VDM-SL

Warnier-Orr diagrams

Z




