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Abstract

When photoactive molecules interact strongly with confined light modes as found in plas-

monic structures or optical cavities, new hybrid light-matter states can form, the so-called

polaritons. These polaritons are coherent superpositions (in the quantum mechanical sense)

of excitations of the molecules and of the cavity photon or surface plasmon. Recent experi-

mental and theoretical works suggest that access to these polaritons in cavities could provide a

totally new and attractive paradigm for controlling chemical reactions that falls in between tra-

ditional chemical catalysis and coherent laser control. However, designing cavity parameters

to control chemistry requires a theoretical model with which the effect of the light-matter cou-

pling on the molecular dynamics can be predicted accurately. Here we present a multi-scale

quantum mechanics/molecular mechanics (QM/MM) molecular dynamics simulation model

for photoactive molecules that are strongly coupled to confined light in optical cavities or sur-

face plasmons. Using this model we have performed simulations with up to 1600 Rhodamine
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molecules in a cavity. The results of these simulations reveal that the contributions of the

molecules to the polariton are time-dependent due to thermal fluctuations that break symme-

try. Furthermore, the simulations suggest that in addition to the cavity quality factor, also

the Stokes shift and number of molecules control the lifetime of the polariton. Because large

numbers of molecules interacting with confined light can now be simulated in atomic detail,

we anticipate that our method will lead to a better understanding of the effects of strong cou-

pling on chemical reactivity. Ultimately the method may even be used to systematically design

cavities to control photochemistry.

Keywords

Strong light-matter coupling, polariton, cavity QED, excited states, quantum chemistry, molecular dynam-

ics, QM/MM

Introduction

The goal of chemistry is to control reactions. To steer a reaction towards a desired product one needs to

reshape the energy landscape of the molecules involved. Traditional chemical catalysts act on the transition

states between ground-state free energy minima. Therefore, rational design of new catalysts requires detailed

information of the ground-state potential energy surface. Quantum chemistry provides a convenient and

cost-effective means to acquire such knowledge and has been used extensively to systematically develop and

improve catalysts,1 including enzymes.2 For most, if not all, technologically relevant chemical processes

catalysts are nowadays available.

In contrast, the possibilities to control the outcome of photochemical reactions with catalysts are still

very limited. Yet, photochemistry is at the core of technologies for harvesting, converting and storing solar

energy. Therefore, photonic catalysts that steer the excited-state dynamics towards the desired product state,

while suppressing harmful side reactions, could be important to develop reliable low-cost photochemical

solutions for a solar-fuelled economy.

Although photochemistry is sometimes used to induce reactions, for example in polymerization,3 catal-

2

Page 2 of 33

ACS Paragon Plus Environment

Journal of Chemical Theory and Computation

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



ysis of a photochemical process itself is notoriously difficult. Rather than acting on transitions between

thermodynamic minima, such catalysts would need to act on the ultra-fast non-equilibrium molecular dy-

namics on electronic excited-state surfaces instead. So far only Nature has evolved efficient ways to control

the outcome of a photochemical reaction. Prominent examples are the isomerization of the highly conju-

gated retinal co-factor in Rhodopsins,4 the harvesting of solar energy by light harvesting complexes5 and

the highly directional charge separation in reaction centers.6

Photochemical reactions have been controlled with shaped laser pulses that drive the nuclear wave

packet in a desired direction through the formation of a superposition of vibrational excitations.7 However,

despite advances in quantum chemistry software and computer hardware, the object functions for optimal

control with weak-field laser pulses are too complicated to be solved for anything but the simplest chemical

systems. Instead, successful applications of coherent control on complex systems therefore rely on genetic

algorithms to search for the optimal pulse shape,8 a process that does not provide insight into the process that

is the target of the optimization. These limitations prevent scaling up of coherent laser control techniques

for technological applications.

Strong laser fields can also be used to reshape the excited state potential energy landscape and steer a

reaction.9 However, the high intensities required to generate sufficiently strong fields also induces radiation

damage due to the absorption of multiple photons. Because confining light to smaller volumes increases

the field strength per photon, structures that confine light, such as optical cavities, plasmonic particles or

surface plasmons, could in principle be used to shape the energy landscape with low intensities. Indeed,

in a series of experiments on photo-reactive molecules in optical cavities Ebbesen and others have shown

that the interaction with confined light changes their photochemistry in case of photo-isomerization10 and

energy transport.11,12 Although it is not understood how the interaction with the confined light affects the

reaction mechanisms, these observations suggest that catalysis with cavities could provide a totally new

and attractive paradigm for controlling photochemical reactions that falls somewhere in between traditional

chemical catalysis and coherent laser control.13

Controlling photochemistry with confined light requires a much better understanding of the effects of

strong coupling on the molecular dynamics than presently exists. Because the relevant time and spatial

resolutions are notoriously difficult to access in experiments, theoretical models with which these effects can

be investigated in atomistic detail will be essential to unlock the potential of photochemistry with confined
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light.

While initial theoretical studies of strong coupling treated molecules as two-level systems, several the-

oretical models that include also nuclear degrees of freedom, have been developed in the last years. These

were limited, however, to treating vibrational modes within the harmonic oscillator approximation,14–16

which can not describe most chemical reactivity. We recently showed how to apply the well-known Born-

Oppenheimer approximation in the case of strong coupling, leading to a description of nuclear motion on

polaritonic (hybrid light-matter) potential energy surfaces.17,18 Up to now, this approach was only applied

to simplified one-dimensional model molecules, but here we extend it to allow a full atomistic treatment

of realistic molecules based on hybrid Quantum Mechanics/Molecular Mechanics (QM/MM) molecular

dynamics simulations.19,20

Theoretical Background

The conceptually simplest structure to confine light in is the Fabry-Pérot optical micro-cavity with two

mirrors (Figure 1). These mirrors can consist of a thin metal film or of alternating layers of high and low

dielectric materials (i.e. dielectric or Bragg mirror). Only photons with a wavelength (λcav) that matches

the condition for constructive interference between the mirrors (i.e. 2d ≈ nλcav with n ∈ N) can become

trapped inside the cavity and ’bounce’ back and forth. Eventually, this photon is lost due to absorption in or

tunneling through the mirrors or to other decay processes. The total lifetime of a photon in a cavity (τcav)

determines the quality, or Q-factor, of that cavity:

Q =
ωcav

γcav
(1)

Here γcav is the decay rate (1/τcav) of the cavity photon with energy ~ωcav. The cavity Q-factor depends on

the accuracy of the nanofabrication process, the thickness of the mirrors and the cavity materials.

To present a self-contained description of our multi-scale approach, we start from the established model

for two-level emitters inside optical cavities21 that provides a good approximation for atoms. For a single

emitter (e.g. an atom) with an electronic ground |g〉 and excited state |e〉 in a cavity that can confine a photon

of energy ~ωcav, the total Hamiltonian consists of the atomic excitation (Ĥa), cavity excitation (Ĥcav) and

4

Page 4 of 33

ACS Paragon Plus Environment

Journal of Chemical Theory and Computation

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



Figure 1: Schematic illustration of a Fabry-Pérot cavity with Rhodamine molecules inside (not to

scale!).

the light-matter interaction (Ĥint):

Ĥtot = Ĥa + Ĥcav + Ĥint (2)

Using the Rabi quantum model for an atom interacting with a quantized electromagnetic field, this Hamil-

tonian can be written as:

Ĥtot = ~ωaσ̂
†σ̂ + ~ωcavâ

†â+ ~g
(

â† + â
)(

σ̂† + σ̂
)

(3)

Here ~ωa is the excitation energy of the atom (i.e., energy difference between |e〉 and |g〉) and ~ωcav the

energy of the cavity photon. The operator σ̂† (σ̂) creates (annihilates) the excitation of the atom, while â†

(â) creates (annihilates) a photon in the cavity. The strength of the light-matter interaction, ~g, is calculated

within the dipole approximation as the overlap between the transition dipole (µe→g) for the excitation of the

atom and the electric component of the cavity photon:

~g = µ
e→g · ucav

√

~ωcav/ǫ0Vcav (4)

Here Vcav is the effective mode volume of the cavity, in which the photon with frequency ωcav (the energy

~ωcav) is confined, ǫ0 the vacuum permittivity and ucav the unit vector indicating the direction of the electric

component of the confined mode.

If the interaction is weak, only the radiative properties of the atom are affected. This is known as the

Purcell effect22 and can be described with first order perturbation theory. If, however, the interaction is so

strong that coherent exchange of energy between the atom and electro-magnetic field in the cavity becomes

5
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Within the single-excitation subspace (i.e. a single photon in the cavity or atom), the solutions to the Jaynes-

Cummings Hamiltonian are coherent superpositions of the electronic excitation in the atom and of the exci-

tation in the cavity (i.e. presence of a photon):

ΨLP = αLP|g〉|1〉+ βLP|e〉|0〉

ΨUP = αUP|g〉|1〉+ βUP|e〉|0〉

(6)

These new hybrid light-atom states are called the lower (ΨLP) and upper polariton (ΨUP) and are linear

combinations of the uncoupled wave-function product of the atom in the ground state (|g〉) with one photon

in the cavity (|1〉), and of the uncoupled wave function product of the atom in the excited state (|e〉) without

photon (|0〉), with coefficients α and β (α2 + β2 = 1). The energies of these polaritons are:

EUP/LP =
1

2
~ (ωa + ωcav)± ~

√

1

4
(ωa − ωcav)

2 + g2 (7)

The polaritons deviate from the uncoupled states when the energies of the cavity photon and atomic excita-

tion are similar. The maximal deviation occurs at resonance, when the energies of the uncoupled states are

the same (’tuned’, as in Figure 2). In this situation the energy gap between the polaritonic states is minimal

and called the Rabi splitting: ~ΩRabi = EUP − ELP. Because of Rabi splitting, the absorption spectrum of

the atom plus cavity has two peaks instead of one, located below and above the absorption maxima of the

‘bare’ cavity and atom (Figure 2). The Rabi splitting is sometimes referred to as the vacuum Rabi splitting

to indicate that the polariton states exist even without a photon, but obviously are not populated then.

Tavis and Cummings extended this model to many (N ) two-level atoms.28 The eigenstates in the single-

excitation subspace are now superpositions of all uncoupled states in which either a single emitter is excited

(with all other emitters in the ground state, and no photon in the cavity), or a single photon is in the cavity

(and all emitters in their ground state):

ΨK =
N
∑

i=1

βK
i |g1g2..ei..gN−1gN 〉|0〉+ αK |g1g2..gi..gN−1gN 〉|1〉 (8)

The index K labels the N +1 eigenstates of the system. If all atoms are identical (~ωa,i = ~ωa and gi = g),

7
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these eigenstates again contain an upper and a lower polariton, formed by a superposition of the molecular

‘bright’ state |B〉 = 1/
√
N

∑

i |g1g2..ei..gN−1gN 〉|0〉 with the single-photon state |g1g2..gN 〉|1〉, while all

N − 1 other superpositions of molecular excitations are ‘dark’ states that do not couple to the photon mode

(αK = 0), and are not visible in the spectrum (Figure 2). The energy gap between the upper and lower

polaritonic states (Rabi splitting) increases with a factor
√
N :

~Ωmax
Rabi = 2

√
N~g (9)

In contrast, if the atoms are not identical and their excitations are inhomogeneously broadened, the ‘dark’

states also contain a photon component, albeit smaller than in the two ‘bright’ states. Therefore, in reality

these ‘dark’ states absorb weakly as shown for example in Figure 2 of Hourdré et al.29

Although the Jaynes-Cummings and Tavis-Cummings models are only valid for two-level emitters in

cavities, these models are used frequently to rationalize the effect of strong coupling between molecules

and confined light.23 Whereas these models can capture the effect of the coupling on the spectrum or on the

delocalization of the excitation energy, in particular for quantum dots or molecules at cryogenic tempera-

tures, they cannot predict nor rationalize the effect on chemical reactivity due to the neglect of the molecular

degrees of freedom.

Both Jaynes-Cummings and Tavis-Cummings models have therefore been extended to di- and triatomic

molecules and used to investigate the effect of one or two internal degrees of freedoms.16–18,25,26,30–34 These

low dimensional molecular models have provided important insights into the dynamics under strong cou-

pling, such as correlations between molecular motions in distant molecules,17 suppression of vibronic pro-

gression16 and effects on population transfer at avoided crossings,31,34 but have limited predictive power for

condensed-phase dynamics of molecules with many degrees of freedom. In order to deepen our understand-

ing of the effects of strong coupling on molecular dynamics and chemical reactivity, we therefore develop a

fully atomistic model that describes the high-dimensional molecular energy landscape and can represent the

effects of environment, temperature and pressure.

A popular technique for simulating molecules in atomic detail is molecular dynamics (MD). Since its

introduction more than forty years ago,35,36 advances in computer hardware, algorithmic developments and

improvement of interaction functions, have made MD into a powerful predictive technique.37 In previous

8
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work we have developed a multi-scale MD model for photo-reactivity in complex systems.38 A quantum

mechanical description is used to model the electronic rearrangement for those parts of the system that are

involved in the absorption of the photon, usually the chromophore. For the remainder a simple force field

model suffices. The interactions in the system are thus computed within the multi-scale quantum/classical

framework (QM/MM) introduced by Warshel and Levitt over four decades ago.19 Forces are calculated on-

the-fly, and a surface hopping algorithm is used to model radiationless transitions between electronic states

during the dynamics.39 Using femtosecond time-resolved x-ray crystallography at a free electron laser, we

have confirmed that this multi-scale model correctly captures the dynamics and reactivity in the optically

excited state of the photoactive yellow protein (PYP),40,41 a bacterial photoreceptor. Here, we adapt this

approach to model molecular dynamics on hybrid light-matter (i.e. polaritonic) potential energy surfaces17

to perform atomistic simulations of photoactive molecules strongly coupled to confined light modes inside

optical cavities. We exploit that polaritons are superpositions of molecular ground and excited states, both

of which are described accurately in this multi-scale MD approach,38 and use the existing strategies to deal

with the new non-adiabatic hopping terms between these hybrid surfaces.17

Methodology

Under the assumption that the electrons and cavity photon can adapt instantaneously to displacements of the

nuclei, we separate the nuclear degrees of freedom from the much faster electronic plus photonic degrees of

freedom.17 As a consequence, the energy levels of the Tavis-Cummings Hamiltonian28 are now functions

of the nuclear coordinates (R(t)) and form the hybrid light-matter potential energy surfaces on which the

nuclei move. Because of the nuclear dynamics, the eigenstates of Tavis-Cummings Hamiltonian not only

depend on the nuclear coordinates, but also on time, i.e., αK [R(t)] and βK
i [R(t)].

The multi-dimensional light-matter Hamiltonian for N molecules, including environment (a total of n

9
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atoms per molecule) is:

H =























































H1,1 0 .. 0 HN+1,1

0 H2,2 .. 0 HN+1,2

.. .. .. .. ..

0 0 .. HN,N HN+1,N

H1,N+1 H2,N+1 .. HN,N+1 HN+1,N+1























































(10)

where the elements are functions of the 3n atomic coordinates of all (N ) molecules with their environments

and can be computed at the QM/MM level. The diagonal elements are the usual ‘bare’ electronic QM/MM

energies of the ground (S0) or excited states (S1). The first N diagonal matrix elements represent the cases

in which one (i) of the N molecules is excited, while the other molecules (j 6= i with 1 ≤ j ≤ N ) are in the

ground state:

Hi,i =

〈0|〈g1(R1)g2(R2)..ei(Ri)..gN−1(RN−1)gN (RN )|Ĥ|g1(R1)g2(R2)..ei(Ri)..gN−1(RN−1)gN (RN )〉|0〉
(11)

with 1 ≤ i ≤ N . Ri is the 3n dimensional vector of all atomic positions in molecule i, including its

(solvent) environment. Under the assumption that direct interactions between the photoactive molecules can

be neglected, Ĥ is a sum of N independent molecular QM/MM Hamiltonians:

Ĥ =
N
∑

k

ĥQM/MM(Rk) (12)

The eigenstates of ĥQM/MM(Rk) are the electronic ground states |gj(Rj)〉 of molecules k = j 6= i and

10
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electronic excited state |ei(Ri)〉 of molecule k = i and are added together to give the total energy:

Hi,i = V QM/MM
S1

(Ri) +
N
∑

j 6=i

V QM/MM
S0

(Rj) (13)

These energies (and gradients) are readily calculated at QM/MM level, using for example the complete ac-

tive space self-consistent field (CASSCF),42 Configuration Interaction with Single (CIS) or time-dependent

Density functional theory (TDDFT)43 approaches for the QM subsystem. Direct interactions between the

molecules are ignored here, but can be included at additional computational costs if the QM/MM energy

of molecule i (V QMMM(Ri)) is evaluated in the field of point charges fitted to electron density of the other

molecules, as in divide-and-conquer QM/MM approaches.44

The element HN+1,N+1 models the situation in which all molecules are in the electronic ground state,

while there is one photon in the optical cavity with energy ~ωcav:

HN+1,N+1 = 〈1|〈g1(R1)g2(R2)..gi(Ri)..gN (RN )|Ĥ|g1(R1)g2(R2)..gi(Ri)..gN (RN )〉|1〉

=
∑N

i 〈gi(Ri)|ĥQM/MM(Ri)|gi(Ri)〉+ ~ωcav

=
∑N

i V QM/MM
S0

(Ri) + ~ωcav

(14)

The off-diagonal terms describe the interactions with the cavity photon and are approximated as the

overlap between the transition dipole moment of the excited molecule (computed at the QM/MM level) and

the electric field of the confined photon, as in the Jaynes-Cummings model:27

HN+1,i = Hi,N+1 = µ
g→e
i (Ri) · ucav

√

~ωcav/ǫ0Vcav (15)

with ucav the unit vector pointing in the direction of the electric field of the confined photon at the position of

the molecule. For optical mirco-cavities, variations in the field strength over the dimension of the molecule

can be safely neglected, because the molecules are much smaller than the cavity. Excitonic interactions

between the photoactive molecules are neglected here, which is valid for low concentrations of photoactive

molecules. However, for simulations at higher concentrations, these excitonic interactions can be included

11
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at additional computational cost through a multi-pole expansion of the molecular transition densities, as is

commonly done in exciton models.45

The matrix is diagonalized at every MD step to yield the N + 1 (adiabatic) hybrid states (Equation 8,

Figure 2). Trajectories of all atoms in the system are computed by numerically integrating Newton’s equa-

tions of motion associated with the potential energy surface of one of these states. The forces acting on the

atoms of all molecules in the system are computed by invoking the Hellmann-Feynman theorem. For atom

a of molecule i in state K, the Hellmann-Feynman force is (assuming the coefficients are real):

F
K
a∈i = −〈ΨK |∇a∈iH|ΨK〉

= −(βK
i )2∇a∈i〈ei(Ri)|ĥQM/MM(Ri)|ei(Ri)〉

−∇a∈i〈gi(Ri)|ĥQM/MM(Ri)|gi(Ri)〉
[

(αK)2 +
∑N

j 6=i(β
K
j )2

]

−αKβK
i ∇a∈i〈gi(Ri)|µg→e

i (Ri)|ei(Ri)〉 · ucav
√

~ωcav/ǫ0Vcav

−βK
i αK∇a∈i〈ei(Ri)|µg→e

i (Ri)|gi(Ri)〉 · ucav
√

~ωcav/ǫ0Vcav

(16)

There are several options to correct the breakdown of this ‘light-matter Born-Oppenheimer approxima-

tion’ when the energy gaps between the hybrid states are small.17 Here, we use diabatic surface hopping,

based on the Landau-Zener model,46,47 which relates the probability of a transition between two states ΨK

and ΨL to the non-adiabatic coupling, via

PK→L = exp(−1

4
πξ) (17)

with ξ the Massey parameter, defined as:48

ξ =
∆EKL

~〈ΨK | ∂
∂t
ΨL〉

. (18)

Following Hammes-Schiffer and Tully,49 we approximate the non-adiabatic coupling 〈ΨK | ∂
∂t
ΨL〉 as 〈ΨK(t)|ΨL(t+
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∆t)〉/∆t, i.e., the overlap between the state ΨL at the current time step and the state ΨK at the previous

time step. Under the additional assumption that the uncoupled molecular wavefunctions vary slowly, we can

further approximate this overlap as the inner product of the eigenvectors of the cavity Hamiltonian (Equa-

tion 10):

〈ΨK(t)|ΨL(t+∆t)〉 =
N
∑

j

βK
j [Rj(t)]β

L
j [Rj(t+∆t)] + αK [Rj(t)]α

L[Rj(t+∆t)] (19)

Calculating this overlap and the energy gap ∆EKL at every time step is straightforward, and we can use

the Landau-Zener formula to calculate the probability of a transition to the other surface (Equation 17).

In principle, this transition probability could be used to spawn a new trajectory on the other surface, but

since this procedure would lead to multiple trajectories that have to be computed simultaneously, spawning

will be too demanding in practice. Instead, we therefore restrict hopping to situations where the transition

probability approaches unity. This happens when the states K and L are degenerate: ∆EKL ≈ 0.

By restricting the hopping to these degeneracies, the classical trajectories never leave the diabatic sur-

face. Therefore, energy and momentum are conserved. Furthermore, we avoid the computationally expen-

sive calculation of the 1

2
N(N + 1) non-adiabatic coupling vectors between all pairs of states. However,

because this strict diabatic hopping criterion could lead to an underestimation of the population transfer

probability,39 our model is clearly an approximation, but can provide photochemical mechanisms in agree-

ment with experiment.40,41

Spontaneous decay of the cavity photon (γcav) or radiationless deactivation of one of the molecules at a

conical intersection are also included in the model. The final state of these processes has all molecules in

their electronic ground (S0) states and no photon in the cavity: |g1g2, ..gN 〉|0〉. This term was intentionally

omitted from the Hamiltonian above (Equation 10), because the coupling to this final state is described dif-

ferently from the light-matter couplings. Decay of the cavity photon can be included by stochastic jumps to

the ground state. The probability for such jumps are calculated with the cavity Q-factor, which is a parame-

ter in the simulation, and the weight of the cavity photon in the hybrid state: PK→0(t) = |αK(t)|2γcav∆t.

Because for photoreactive molecules the non-adiabatic coupling between the excited (S1) and ground (S0)

electronic states of the molecule is only strong enough near surface crossings to induce radiationless tran-

sitions, these coupings are very localized in phase space. Therefore, also these couplings are not included

13
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Simulation details

In this work, we use the ‘bare’ Rhodamine model shown in Figure 4. A force field, based on amber03

was constructed.52 Charges were derived with a two-stage RESP fit53 to the electron density calculated

at the B3LYP/cc-pVTZ level of theory54,55 with the Gaussian09 program.56 Charges and atomtypes are

included as Supporting Information. After a 200 steps steepest descent energy minimization, the Rhodamine

was placed at the center of a rectangular box and filled with 3684 TIP3P water molecules.57 After 2 ns

of equilibration with harmonic position restraints on the heavy atoms of the Rhodamine molecule (force

constant 1000 kJmol−1nm−2), a 200 ns classical Molecular Dynamics trajectory was computed at constant

temperature (300 K) using a stochastic dynamics integrator with a friction coefficient of 0.1 ps−1. The

pressure was kept constant at 1 bar using the Berendsen isotropic pressure coupling algorithm with a time

constant of 1 ps.58 The LINCS algorithm was used to constrain bond lengths,59 while SETTLE was applied

to constrain the internal degrees of freedom of the water molecules,60 enabling a time step of 2 fs in the

classical MD simulations. A 1.0 nm cut-off was used for non-bonded Van der Waals’ interactions, which

were modeled with Lennard-Jones potentials. Coulomb interactions were computed with the smooth particle

mesh Ewald method,61 using a 1.0 nm real space cut-off and a grid spacing of 0.12 nm. The relative tolerance

at the real space cut-off was set to 10−5. All simulations were performed with the Gromacs-4.5 molecular

dynamics program.51

From the classical MD ensemble statistically independent snapshots were extracted to serve as starting

points for the cavity QM/MM simulations. Inspection of the molecular orbitals involved in the S0 to S1

transition suggests that the optical excitation is localized on the fused three-ring system and hardly involves

orbitals on the perpendicular benzene ring. Therefore, we constructed a QM/MM model with only the fused

ring system inside the QM region. Restricted Hartree-Fock with a 3-21G basis set62 was used to model the

ground state (S0) electronic structure, energies and gradients, while Configuration Interaction, truncated at

single electron excitations, was used to model the excited state (S1). The rest of the molecule and the solvent

were modelled with the Amber03 force field52, as in the classical MD simulations. The bond connecting the

QM and MM subsystems was replaced by a constraint59 and the QM part was capped with a hydrogen atom.

The force on the cap atom was distributed over the two atoms of the bond.20 The QM system experienced the

Coulomb field of all MM atoms within a 1.6 nm cut-off sphere around the Rhodamine atoms and Lennard-
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ment with respect to atomic displacements (equation 16). Although in some programs, such as TeraChem,69

such derivatives are available, they would need to be implemented in Gaussian09.56 However, because no

large conformational changes were observed in neither S0 nor S1 simulations, we follow Sisto et al. and

approximate the transition dipole moment by a Taylor expansion around the S0 equilibrium conformation

(R0), truncated at first order:45

µ
g→e(R) = µ

g→e(R0) +
∑n

i
∂
∂xi

µ
g→e(R0)(xi − x0,i)+

∑n
i

∂
∂yi

µ
g→e(R0)(yi − y0,i) +

∑n
i

∂
∂zi

µ
g→e(R0)(zi − z0,i)

(20)

The derivatives were obtained through least-squares fitting with 5,000 QM/MM snapshots. The quality of

the fit was tested by comparing the predicted and calculated transition dipole moment in 1,000 snapshots

that were not used for the fitting (Supporting Information)

Absorption and emission spectra were calculated from QM/MM trajectories in the ground (S0) and

excited states (S1), respectively. These spectra were composed from the S1-S0 energy gaps (∆Ei) by super-

position of Gaussian functions:70

I(E) =
N
∑

i=1

fi exp
[

−(E −∆Ei)
2/2σ2

]

(21)

where I(E) is the intensity as a function of excitation energy E, fi the oscillator strength of the transition

with excitation energy ∆Ei, and the sum runs over 1000 QM/MM snapshots. A width of σ = 0.05 eV was

chosen for the convolution.

Results and Discussion

We now briefly illustrate our cavity QM/MM MD method by performing simulations of Rhodamine molecules

strongly coupled to a cavity tuned at the QM/MM absorption maximum of these molecules. We have chosen

the simplest Rhodamine system, rather than the more complex fluorophores that have been used in cavity

experiments so far, such as tetra-(2,6-t-butyl)phenol-porphyrin zinc (4TBPPZn),71 1,10-diethyl-3,30-bis(4-

sulfobutyl)-5,50,6,60-tetrachlorobenzimidazolocarbocyanine (TDBC) J-aggregates, 5-(4-(dibutylamino)-benzylidene)-
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surface plasmons (PSP), has a dependency on the Stokes shift of the molecules.74 Because PSPs on flat

metal films are only supported with p-polarization, PSP emission is always p-polarized when detected per-

pendicular to the metal surface.75

In our previous work74 we have shown theoretically that without molecular dynamics, the emission

from a molecule-PSP polaritonic state should also be purely p-polarized. While this is indeed observed if

the molecules have a large Stokes shift, unpolarized polariton emission was observed for molecules with

negligible Stokes shift (e.g., TDBC J-aggregates). Based on the time-evolution of the weights in our sim-

ulations we interpret these differences as follows: Molecules with small Stokes shift remain part of the

polariton, but the thermal fluctuations of their environments break the initial symmetry of the polariton (i.e.

β(t) 6= β(0) and α(t) 6= α(0), Figure 7b-c). Due to these fluctuations, in combination with the variations in

the transition dipole moments of the molecules, the polarization of the polariton emission becomes random-

ized at later times. In contrast, if the Stokes shift is large, the polariton has a very short lifetime, because the

excitation rapidly localizes onto a single molecule, from where unpolarized molecular emission (i.e., normal

fluorescence) occurs (Figure 7a). The latter is also consistent with the experimental observation of an addi-

tional emission peak that nicely matches the molecular fluorescence spectrum.74 In this case the polariton

life time is too short for the weights to alter significantly and we therefore conjecture that the emission from

the polariton is largely p-polarized.

Combined, the results from the simulations and the previous experiments74 suggest a generalization of

Kasha’s rule,76 which states that emission occurs predominantly from the lowest excited state, to polaritons.

Polariton emission dominates if the polariton energy is below the S1 minimum of the molecules. Other-

wise, the excitation rapidly localizes onto a single molecule from where emission occurs, unless there are

competing non-adiabatic deactivation channels. Thus, despite the collective excitation of many molecules,

a polariton behaves like a super-molecule. Our observations furthermore suggest that by engineering the

Stokes shift of the chromophores, the flow of excitation energy can be controlled inside cavities, which

might prove useful for artificial light harvesting.

In addition to increasing the number of molecules, the light-matter interaction can also be enhanced

by decreasing the mode volume (Equation 4). Experimentally, smaller mode volumes can be achieved if,

instead of Fabry-Pérot cavities, surface plasmons are used to confine light.23 Surface plasmons are collective

bosonic excitations of the electron gas on the surface of metals. Because of their confinement to the metal
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surface, very small mode volumes can be realized.66,74,77,78 With volumes far below the diffraction limit of

the light, the strong coupling regime can already be achieved with few molecules and recently Rabi splitting

was even observed with only a single molecule in a plasmonic nano-cavity.78 The main disadvantage of

plasmonic nano-cavities, however, is a much lower Q-factor due to increased losses via radiative and non-

radiative decay channels.

Nevertheless, we also investigated the effect of reducing the mode volume by a factor of 100 (Equa-

tions 4 and 9) for 8 molecules in the cavity (technically now a plasmonic nano-cavity), keeping an infinite

Q-factor by artificially suppressing deactivion of the cavity photon. As with 800 molecules, the excita-

tion does not localize in the smaller cavity, but remains delocalized over all molecules and cavity photon

(Figure 7c). A plot showing 100 fs of dynamics is included in Supporting Information. Compared to the

simulations with 800 molecules in the cavity the strength of the interaction with confined light as experi-

enced by the single molecules is 10 times larger (Equation 4). Although at a timescale of 10 fs this did

not lead to an observable difference in the conformational sampling of the molecules under strong cou-

pling, shrinking mode volume to increase the coupling strength is not equivalent to adding more molecules.

Therefore, whether mimicking the effect of a large number of molecules through a higher effective coupling

strength, as is often done in coupled oscillator models,23 is valid, needs to be further investigated.79,80

Next, we selected ensembles of up to 800 molecules (plus environment) from the single molecule

QM/MM trajectories and coupled these ensembles to the cavity. In contrast to the previous simulations,

the molecules not only have different starting velocities, but also different inital coordinates. However, this

does not change the behaviour. As shown in Figure 8a, the polariton rapidly deactivates if the excited state

mimimum of Rhodamine is below the polariton energy. In contrast, when the polariton has a lower energy

than the S1 minimum, which was achieved by increasing the number of molecules (Figure 8b) again or by

decreasing the mode volume of the cavity (Figure 8c), the excitation remains delocalized and the polariton

lifetime is only limited by the cavity Q-factor.

Summarizing, the results of our MD simulations suggest that if the light-matter coupling is strong

enough to bring the energy of the lower polariton below the S1 minimum of the molecules, the excita-

tion remains delocalized until the cavity photon decays. During the polariton lifetime, the polariton evolves

because the contributions of molecules (βLP
i ) and photon (αLP) in the superposition (Equation 8) change

with time due to variations in the molecular environment that affect the dipole moments and excitation ener-
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dynamics and reactivity. Ultimately, our model has the potential to pave the way for systematic design and

optimization of cavities or plasmonic nanostructures to selectively alter well-known photochemical reac-

tions.
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