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Abstract

We have determined minimum detection limits, MDLs, for elements 14 ≤ Z ≤ 86 using a transition-edge sensor
array, TES array, and as a comparison using an Amptek X-123SDD silicon drift detector, SDD. This was done
using a 3 MeV proton beam and a 5.1 MeV helium beam. MDLs were determined for a thin film sample on top
of C substrate, and for a bulk sample containing mostly Al. Due to the smaller peak-to-background ratio, lower
detection limits were obtainable using the TES array for most of the elements. However, for elements 30 ≤ Z ≤ 45
the performance of the TES array was not as good as the SDD performance. This is due to the limitations of the
TES used at energies > 10 keV. The greatest advantage of TES comes, however, when detecting low intensity
peaks close to high intensity peaks. Such a case was demonstrated by measuring a fly ash with overlapping Ti,
V, Ba, and Ce peaks, where minimum detection limits of V, Ba, and Ce were decreased by factor of 620, 400,
and 680, respectively compared to the SDD.
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1. Introduction

Particle-induced X-ray emission, PIXE, is a tech-
nique capable of detecting concentrations even in
parts per million level [1]. Studying small concentra-
tion levels is essential in many situations, such as when
studying biological samples, atmospheric aerosols, art
or archaeological objects [1]. There are many fac-
tors limiting the minimum detection limit MDL: the
main elemental composition of the sample, peak-to-
background ratio, detection efficiency, etc. [1]

Transition-edge sensor, TES, having wide-energy
range and great energy resolution has been demon-
strated to be a good tool in X-ray spectroscopy [2, 3].
Energy resolution of 3.09 eV was previously demon-
strated in our setup [4], and even sub eV resolution has
been demonstrated by other authors [5] for detectors
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operating at lower energies. Good energy resolution
makes it easier to separate X-ray lines close in energy,
such as Ti Kβ (4.9318 keV) and V Kα (4.9522 keV).
This makes the detection of trace elements close to mi-
nor or major elements easier than with the commonly
used silicon drift detectors, SDDs. On the downside,
a single TES pixel is not capable of such high count
rates as SDDs, the non-linear energy response adds
complexity and each pixel in a TES array detector
has its unique behavior.

2. Experimental methods

The measurement setup consists of array of 160
TES pixels detailed in Refs. [4, 3]. Pixels are read
with a time division multiplexed SQUID read-out [6].
The measurement chamber with the TES array, silicon
drift detector, and sample holder as the main compo-
nents is illustrated in Fig. 1. In all measurements,
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Figure 1: A schematic view of the measurement chamber. The
sample is at 40 degree angle with respect to the beam and tilted
15 degree relative to the 2D measurement plane. Transition-
edge sensor array, TES, is at 90 degree angle with respect to
the beam and the detector chip is 203 mm away from the sam-
ple. Silicon drift detector, SDD, is at 45 degree angle compared
to the beam and the detector crystal is 199 mm away from
the sample. Be filters are used in front of both detectors with
100 µm and 125 µm thicknesses for SDD, and TES, respec-
tively. Between the sample and TES, there is also 3 infrared
filters with 225 nm thick Al on 280 nm thick SiN on each, and
AP3.3 vacuum window from Moxtek. Silicon drift detector has
12.5 µm thick Be window.

the refrigerator was cooled down to 65 mK with the
TES array operated at 100 mK. In the analysis, 98–
102 pixels were used, while 120 pixels were read. The
pixels that were rejected either had some problems
with the line shape, SQUID locking or the pixels did
not produce any pulses.

All measurements were done with the 1.7 MV Pel-
letron accelerator at the University of Jyväskylä. The
proton beam was produced using the Pelletron light
ion source PELLIS [7], and a 3.01 MeV 1H+ beam
was used in all proton measurements. The He-beam
was produced with Alphatross, and a 5.11 MeV 4He2+

beam was used in all He measurements. The beam was
focused to the sample using two quadrupoles after the
accelerator, and using a collimator with a 2 mm di-
ameter located before the sample holder. A sample
consisting of thin films of Ti, Cr, Cu, and Ge on a
Si wafer was measured in the beginning of every mea-
surement day to obtain an energy calibration for the
TES array. The details of the measurements are given
in Fig. 1 and in Table 1. The target current was not
measured, and the accumulated charge was estimated
using known reference materials, solid angles, detector
efficiencies and X-ray yields. The estimated charges
are shown in Table 1.

Table 1: Details of the performed measurements done using
3.01 MeV proton beam and 5.1 MeV He beam. The Au sample
is a thin gold foil on carbon substrate manufactured by Insti-
tute for Reference Materials and Measurements, IRMM, and
the certificated Au thickness was (52.5 ± 2.1) µg/cm2. The Al
sample is manufactured by NIST, and its standard reference
material number is SRM 1255b.

Sample Au, H Al, H Au, He Al, He
Time, min 60 54 83 103

Cnts/pixel/s 2.97 5.62 0.46 4.16
Good pixels 100 102 98 101
Beam Q/µC 84(4) 40.8(11) 20.5(10) 35.5(10)

3. Analysis methods

3.1. Pulse-processing

All measured pulse shapes for the TES were saved
and analyzed later offline. For the pulse processing,
home made software was used with optimal filtering
algorithm that is orthogonal to constants as described
in [8]. After optimal filtering, energy calibration for
each pixel was obtained using a known calibration
sample containing Si, Ti, Cr, Cu, and Ge. The en-
ergy calibration is done after every cooling cycle. Due
to the complex nature of the superconducting transi-
tion, a cubic spline function is fitted for every pixel.
This provides a good energy calibration for the fit re-
gion, but does not extrapolate very well outside the
fit region, however.

Due to small drifts in the baselines, a drift correc-
tion was used. This is mainly caused by the slight
drift (10 µK) in the bath temperature of the refrig-
erator during long measurements. Here, a new algo-
rithm was used for correcting the baseline drift caused
by the drift in the temperature. Traditionally this is
determined as

phdc = ph[1 + α(Bj −B0)], (1)

where ph is the estimated pulse height, phdc is the
corrected pulse height, B0 is the baseline level in the
beginning of the measurement, Bj is the baseline level
for the current pulse, and α is a calibration constant
for each pixel [9]. The problem we have had with
this approach is that when working in a wide energy-
range, the correction has not been satisfactory. The
new algorithm is based on the energy calibration of the
detector. Let’s define a energy calibration function
cal so that E = cal(ph), where E is the energy of
the photon hitting the detector. The drift corrected
energy is calculated as

Edc = cal (ph+ α ·∆)− cal (α ·∆) , (2)
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where ∆ = Bj − B0, and α is a constant calibrated
separately for each pixel. When the baseline changes
by ∆, then in the energy calibration curve we move
from the point ∆ to ph + ∆ , instead of just moving
from 0 to ph. When thinking about this curve in its
physical meaning, the pulse height is related to the
temperature of the detector. Since a pulse with height
∆ and the constant drift of ∆ in the base level do not
have the same thermal response, a correction term α
is used. In practice, it is often found that the energy
calibration curve using standard cubic spline fitting
can behave badly close to the zero energy. Thus, two
calibration curves are used, one with a cubic spline
fitting for higher energies (term cal (ph+ α ·∆), and
another, 2nd order polynomial fit for lower energies
(term cal (α ·∆)).

Pile-up pulses and other bad pulses are rejected
from the analysis. Due to this, a dead time correc-
tion is needed in quantitative analysis. The dead time
correction is defined by the number of accepted events
divided by the number of photons arrived at the detec-
tor χ = Ngood/Nph. The number of photons arrived at
the detector can be approximated with the equation

Nph ≈
Nev

1− τ · Nev/T
, (3)

where Nph is the actual number of photons arrived at
the detector, Nev is the number of events (some with
pile-up) in the saved data, τ is the recorded pulse
length (16.384 ms in all measurements), and T is the
measurement time as shown in Table 1. The obtained
corrections for the proton beam measurements were
0.820 for the thin film sample, and 0.827 for the bulk
sample. The corrections for helium beam measure-
ments were 0.949 for the thin film sample, and 0.848
for the bulk sample.

3.2. Minimum detection limit calculations

We use the common definition for minimum detec-
tion limit yield YMDL

YMDL = 3
√
Bgfwhm, (4)

where Bgfwhm is the background area in the full width
at half maximum region [1]. This definition is valid in
the situation where the peak height is much higher
than the background level and the peaks are well sep-
arated [10]. The X-ray yield for a thin target can be
written as

YMDL = Yit (Z) ·ma,MDL · γ (Z) , (5)

where ma,MDL is the concentration (in g/cm2), Yit (Z)
is theoretical yield in unit 1/str·Cg/cm2 containing cross
sections and known physical constants, and γ is the ex-
perimental yield (in unit C · str) calibrated using stan-
dards, containing experimental parameters like solid
angle, filter transmission, and detector efficiency [1].
Now we can write

ma,MDL =
3
√
Bgfwhm

Yit (Z,E0) γ (Z)
. (6)

The same equation holds for a thick target speci-
men, with the exception that the theoretical yield is
in unit 1/str·C·ppm [1].

The extraction of peak areas for the TES spectra
were done using fityk version 1.3.0 [11]. The peaks
were fitted using Voigt profiles. The X-ray back-
ground was fitted using a self-made computer code,
the X-ray yields were calculated using GUPIXwin ver-
sion 2.2.4 [12] and SDD spectra were analyzed using
GUPIXwin, except for the background determination
which was fitted using the self-made code.

3.2.1. TES area corrections

K shell

Kα transition is split into two lines: Kα1, and Kα2

and the ratio is circa 100/50 [13]. In minimum detec-
tion calculations it is thus always beneficial to include
both of these lines in the calculation. When one in-
cludes Kα2 in the calculation, the increase in area is
50%, and the increase in required area for the detec-
tion limit (due to the increased background area) of
an element increases in the worst case by

√
2 ≈ 41 %.

The width of the analysis area is then defined as

W = FWHM+min (∆EKα1−Kα2, FWHM) ,(7)

where FWHM is the full width at half maximum, and
∆EKα1−Kα2 is the energy difference of the Kα1, and
Kα2 lines. In other words this means the energy re-
gion spans from EKα2−HWHM to EKα1+HWHM ,
when ∆EKα1−Kα2 < FWHM , where HWHM is the
half width at half maximum. When ∆EKα1−Kα2 >
FWHM , we analyze the FWHM region around both
Kα1, and Kα2 peaks. Since the integration area for
different elements is now different relative to the full
intensities, we use a correction term A. The correc-
tion term is defined so that completely separated Kα1,
and Kα2 peaks have A = 1. Assuming Gaussian line
shapes we get

A =

[
erf

(√
ln 2
)

+ erf
(

∆
′
+
√

2 ln 2√
2

)]
2 · erf

(√
ln 2
) , (8)
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when ∆
′

=
(EKα1

−EKα2)
σ < 2

√
2 ln 2. When we

have ∆
′

=
(EKα1

−EKα2)
σ > 2

√
2 ln 2 we obtain

A = 1+

[
erf

(
∆

′
+
√

2 ln 2√
2

)
+ erf

(
−∆

′
+
√

2 ln 2√
2

)]
2 · erf

(√
ln 2
) .(9)

L shell

Lα is split into two lines: Lα1, and Lα2 and the
ratio is circa 100/11 [13]. Thus in minimum detection
calculations we want to use only the Lα1 line. But
since for lighter elements these lines overlap, we will
include an area correction term like we did for the K
shell. The case where Lα1, and Lα2 are completely
separated has a correction A = 1. The obtained cor-
rection is now

A =
erf

(√
ln 2
)

+ 1
18 [erf (H3 (δ))− erf (H2 (δ))]

erf
(√

ln 2
) ,

where H3 =
√

2 ln 2+δ√
2

, and H2 = −
√

2 ln 2+δ√
2

, and δ =

(ELα1−ELα2)·2
√

2 ln 2
FWHM .

3.2.2. Multiple ionization corrections

For a 5.1 MeV He beam, the multiple ionization
[14, 15] becomes a notable effect and requires cor-
rections for the TES analysis. Since the majority of
the observed x-rays are from single ionization transi-
tions, the used correction term is the KL0 fraction,
i.e. the fraction of photons from single ionization.
This was determined for the calibration sample, and
it was 0.55(2), 0.76(8), 0.81(3), 0.83(3), for Si, Ti,
Cr, and Cu, respectively. For this data, we fitted a
phenomenological function f (Z) for the KL0 fraction
obtaining

f (Z) = 1− a0 · Z−a1 (10)

with a0 = 21.033 and a1 = 1.453566.
The multiple ionization correction for the L-shell

could not be estimated due to the lack of Lα transi-
tions in the measured spectra. The multiple ionization
of Lα has been studied little [16], and we could not
find previous studies that would have given the answer
for this.

3.2.3. Full widths at half maximum

In the contex of minimum detection limit determi-
nation, with full width at half maximum (FWHM) we
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Figure 2: Fitted Si Kα and Cr Kα peaks with fitted FWHMs
being (6.36 ± 0.03) eV, and (6.90 ± 0.06) eV, respectively. For
the Si Kα complex, two Voigt profiles were used (α1, and α2)
and for the Cr Kα complex seven Voigt profiles were used: 5
for α1 and 2 for α2 [18]. Both spectra were measured using a
3.01 MeV proton beam.

mean the convolution of instrumental FWHM, nat-
ural line widths [17], and X-ray fine structure (α1,
and α2). The instrumental resolution was determined
from the proton measurements for Si Kα, Al Kα , and
Cr Kα. Si, and Al peaks were fitted with two Voigt
profiles (Kα1 and Kα2), whereas Cr Kα complex was
fitted with 7 peaks (5 Kα1 and 2 Kα2 peaks) [18].
The obtained instrumental energy resolutions were:
(6.59± 0.09) eV (Si Kα), (6.90± 0.06) eV (Cr Kα) in
the first measurement day, and (6.45± 0.07) eV (Al
Kα), (6.36± 0.03) eV (Si Kα) in the second measure-
ment day. In the analysis, we used the average value
6.6 eV for the instrumental resolution. An example of
fitted Si Kα, and Cr Kα peaks is shown in Fig. 2.

For SDD the FWHM was estimated by GUPIXwin,
where it was fitted using the equation FWHM =
2.355/A2

√
A4 +A5 · E, where A2 = 143.674 1/keV,

A4 = 33.1219, and A5 = 9.6594 1/keV are calibration
constants.

4. Results and Discussion

The minimum detection limits for both samples are
plotted in Figs. 3, and 4. The shape of the minimum
detection limit curve is mainly influenced by the x-
ray yield and the shape of the background. Both x-
ray yield and background decrease with increasing Z.
At first the nearly exponential background decrease
(see Fig. 5) dominates and improves the minimum
detection limits until at some point the background
is near zero and x-ray yield starts to dominate and
worsens the detection limits. Thus two ”U-shapes”
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are formed, one for the K-shell and the another for
the L-shell.

A comparison of proton and helium backgrounds for
SRM 1255b sample (bulk Al) is show in Fig. 5. The
background from the helium measurement is lower
than for the proton beam, which allows lower detec-
tion limits with He beam in some cases.

We measured trace elements in a fly ash sample with
50:50 ratio of bio and peat fuel. The full spectrum is
shown in Fig. 6 and zoomed in 4.2–5.7 keV region is
shown in Fig. 7. The overlapping of Ti K lines, V K
lines, Ba L lines, and Ce L lines is evident in Fig. 7.
In the case of overlapping peaks, the equation (4) does
not hold [10]. We follow the definitions in [10]: If peak
separation, sep, > 2 FWHM peaks are separated, if
sep < FWHM/10 the overlap is severe, otherwise there
is some overlap. For the α1 peaks of the previously
mentioned elements, this means that for Ti, V, and Ba
there is no overlap, and for Ce there is some overlap
in the TES spectrum. For SDD, there is some overlap
for Ti, V, Ba and severe overlap for Ce. The MDL in
these situations can be written as

MDL = cons · FWHMn, (11)

where n = 0.5 for non overlapping peaks, n = 1.5
for severe overlap of two peaks, and n =0.5–1.5 when
there is some overlapping [10]. This equation assumes
that the peak areas are roughly the same, and that the
background level is high relative to the peaks. Using
resolutions of 6.6 eV for the TES and 145 eV for the
SDD, and assuming the same detection geometry and
efficiency, we can calculate that the MDL improves
by a factor of 620 (n = 1.4825 for SDD), 400 (n =
1.3947 for SDD), and 680 (n = 0.5 for TES) for V,
Ba, and Ce, respectively. The n values for peaks with
some overlap were approximated linearly using values
n = 0.5 at sep = 2 · FWHM , and n = 1.5 at sep =
0.1 · FWHM .

5. Conclusions

We have observed improvements in the detection
limits for the TES array compared to the SDD detec-
tor for the most elements in the case of well separated
peaks. Elements 30 ≤ Z ≤ 45 are the hardest to de-
tect because of the limitations in detection efficiency
for high energy X-rays with our type of TES and high
absorption for low energy X-rays in the current setup.
When comparing the helium and the proton beam, the
helium beam is better for thin film samples whereas
the proton beam is better for bulk samples due to the
deeper penetration depth.
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Figure 3: Minimum detection limits for elements Z ≥ 14 using
Kα and Lα peaks in the analysis (both shown for SDD) for
elements in matrix made mostly of Al (SRM 1255b). The odd
behaviour in MDL for TES at Z = 38 is due to the Bi M-
shell absorption edge (Bi is the absorber material in the TES
detector) . At the peak positions (Z ≈ 40), the L-shell detection
limits start to be lower than the K-shell detection limits.

The advantage of TES becomes clear when detect-
ing overlapping peaks of trace and minor elements.
In this case, the minimum detection limit scales as
FWHMn, where 0 ≤ n ≤ 1.5 for two identical peaks.
Such an example is the measured fly ash sample with
overlapping Ti, V, Ba, and Ce peaks at around 5 keV
energy. In this case, there was an overlap of Ti, V, Ba,
and Ce lines. An improvement in the detection limit
of 620, 400, and 680 was calculated for V, Ba, and Ce,
respectively for the measured fly ash. In this analysis,
however, there were slightly different experimental pa-
rameter for the detectors: different detection angles,
different X-ray filters (ion filter in Fig. 1), and dif-
ferent vacuum windows. These effects were not taken
into account in the normalization. Also the different
detection angles lead to slightly different secondary
electron Bremsstrahlung background, which also af-
fects the detection limits.
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