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Abstract

Lahti, Valtteri
Monte Carlo simulations of high-energy electron beams: model validation and dose
calculations
Pro Gradu
Department of Physics, University of Jyväskylä, 2017, 115 pages.

A Monte Carlo simulation model of a Varian Clinac 2100 C/D linear accelerator was
created in the context of studying radiation effects in electronics. The model was
created using Geant4 programming toolkit for modeling the interactions of radiation
and matter. The model’s ability to predict measurement results about a 20 MeV
electron beam was validated by comparing the computed and measured results and
recommended steps of future research and development work were defined. Also the
absorbed dose in water and silicon phantoms predicted by the model were evaluated
and a reference value for the ratio of the absorbed dose and incident electron fluence
was calculated. The computed dose profiles were found to be in good agreement
with the measured results, but consistent minor deviations between the results were
also observed. The differences between the computed and measured results were
tracked down to unexpectedly high fractions of low-energy electrons and photons
in the computed beam. These anomalies are most likely a consequence of the dual
scattering foil model used in the simulation. The model of this part of the accelerator
was based on reference values found from literature in the lack of more validated
data. In addition, there was small inherent statistical uncertainty to the results
which can be done away by increasing the sample size of primary electrons when
greater computational power is available.

Keywords: Varian Clinac 2100 C/D, Linear accelerator, Monte Carlo,
Electron beam, Computational model
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Tiivistelmä

Lahti, Valtteri
Monte Carlo simulations of high energy electron beams: model validation and dose
calculations
Pro Gradu
Fysiikan laitos, Jyväskylän yliopisto, 2017, 115 sivua

Komponenttisäteilytykseen valjastetusta Varian Clinac 2100 C/D -lineaarikiihdyt-
timestä luotiin Monte Carlo -menetelmiä hyödyntävä simulaatiomalli. Malli luo-
tiin aineen ja säteilyn vuorovaikutuksien laskennalliseen mallintamiseen tarkoitettua
Geant4 -ohjelmointityökalupakettia käyttäen. Mallin kyky ennustaa mittaustulok-
sia kiihdyttimen tuottamasta 20 MeV:in elektronisuihkusta todennettiin laskettuja
ja mitattuja tuloksia vertailemalla, ja mallin jatkokehityksen kannalta tärkeimmät
toimenpiteet määriteltiin. Lisäksi arvioitiin mallin ennustamaa absorpoitunutta an-
nosta vesi- ja piifantomeissa, sekä laskettiin viitearvo absorpoituneen annoksen ja
elektronivuon suhteelle. Lasketut annosprofiilit vastasivat mittaustuloksia hyvin,
mutta tulosten välillä oli pieniä johdonmukaisia poikkeamia, jotka selittyivät las-
kennallisen mallin elektronisuihkun odotettua suuremmilla matalaenergisten elekt-
ronien ja fotonien osuuksilla. Poikkeamat suihkun hiukkaskoostumuksessa ja ener-
giajakaumassa johtuivat todennäköisesti kiihdyttimen sirontakalvojen mallista, joka
perustui kirjallisuudesta löydettyihin viitearvoihin tarkkojen materiaali- ja mitta-
tieojen puuttuessa. Lisäksi laskennallissa tuloksissa havaittiin hienoista tilastollista
epätarkkuutta jota on mahdollista karsia suurentamalla primäärielektronien otos-
kokoa suuremman laskentatehon ollessa saatavilla.

Avainsanat: Varian Clinac 2100 C/D, Lineaarikiihdytin, Monte Carlo,
Elektronisuihku, Laskennallinen malli
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1 Introduction

In 2014 University of Jyväskylä (JYU) received a Varian Clinac 2100 C/D - linear
accelerator as a donation from Kuopio University Hospital. Radiation Effects and
Industrial Applications group of JYU is now using this previous radiation therapy
device for studies of radiation effects in space electronics.

The Varian accelerator is placed in the accelerator chamber of Radiation Effects
Facility (RADEF) located at the bottom of JYU’s Department of Physics. Since
2005 RADEF has been an official ESA-supported European Component Irradiation
Facility (ECIF) and has performed irradiation tests for ESA, NASA, JAXA, CNES
and for other universities and companies.

So far RADEF has specialized in high penetration heavy ion cocktail beams and high
and low energy protons. Introducing the Varian Clinac 2100 C/D linear accelerator
brings along two new specialties: energetic electrons and photons.

A typical customer request for RADEF may include irradiating a test piece with a
given amount of high energy electrons. So far the group has had to work around this
type of tasks using only dose data from device calibration measurements without
actual particle data. Among other needs this gave reason to create a computational
model of the new linear accelerator.

Creating a computer simulation model of an experimental set up is a typical practice
in accelerator physics research. It serves several purposes from securing radiation
safety to predicting experiment results and analyzing individual events of experi-
ments in detail.

In medical applications simulations play a key role in maximizing the benefits and
minimizing the damage done by radiation therapy. But even when not dealing with
living targets, a simulation model of the experimental setup provides significant
benefits. A simulation can generate several types of data that would be hard or im-
possible to measure in practice. This makes it possible to recognize and understand
different phenomena that take place in the experiment. With the help of simula-
tion results it is possible to make more accurate interpretations of the measurement
results.

It is also useful to test the experimental setup before the actual experiment because
the samples to be radiated may well be expensive or difficult to obtain. Additionally
the beam of the accelerator is an expensive resource and minimizing the beam time
is then a priority.
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The project to create a simulation model of Varian Clinac 2100 C/D accelerator
for the purposes of RADEF was initiated as an undergrad student project in May
of 2015. The first version of the simulation model was finished in October 2016
reported by Lahti [1]. In the first version a model of the accelerator operating in
6 MeV photon mode was modeled in the RADEF accelerator chamber. The work
was focused around creating a functional simulation program with desired features
such as different output files and the possibility to manipulate the simulation settings
interactively through the user interface and macro files. The report was a description
of the simulation model and its properties written to work as a user’s guide for the
simulation application.

This study continues on the work of the previous paper. Several new features were
added to the simulation including the interchangeable parts of the accelerator geom-
etry to operate the simulation in the 20 MeV electron mode, new interchangeable
phantoms, and options for initializing the application to model different experi-
mental setups. Using these new features follows the same logic introduced in the
previous paper of this project and will not be described explicitly. Instead, this
thesis is focused on practical calculations done with the application and evaluating
their validity.

The experimental setup of interest in this study was generating a 20 MeV electron
beam in the accelerator head and studying its effects in water and silicon phantoms.
Calculations about the ratio of dose deposit and particle flux in these phantoms are
also provided. For deeper comprehension, the operation of the accelerator and the
physics related to this context are first discussed. Treating the setup as computa-
tional problem and understanding the principles of the simulation are also in the
focal point of this thesis.

The simulation model was created with Geant4. Geant4 is a Monte Carlo simulation
toolkit for the propagation of particles in matter. It is a result of a world wide
collaboration of physicists and software engineers. It contains all the functionality
required such as models of materials, geometry, physical processes, hits and particle
tracking. Geant4 is applicable for energies from a few hundred eV to TeV scale.
Many simulation codes for similar purposes exist but Geant4 was chosen for this
work because of it’s detailed and broad documentation, its ongoing development
process and the peer review it has gone through. [2, 3, 4, 5, 6, 7]

Geant4 has been implemented with C++ programming language and thus it is
object-oriented. Respectively all Geant4 applications follow this object-oriented
approach, are written in C++ and utilize the libraries of Geant4. Geant4 provides
the libraries for the functionality of the simulation, but the features included such
as the application or effect to be modeled, the observables of interest, the required
input and the information output are left for the user to decide and implement.

The simulation application used in this study is conveniently named “Varian” and
it was created with version 4.10.1 of Geant4. The source code of the application is
based on a readily written Geant4 example called MedLinac2 by Claudio Andenna
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and Barbara Caccia. It served as a modifiable basis for the accelerator model and
provided a source code hierarchy and a method for producing primary particles for
the Varian application [1].
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2 Theoretical background

2.1 Terminology

This study is focused around a 20 MeV electron beam in a linear accelerator and its
effects in different phantoms.

An electronvolt (eV) is a unit of energy equal to the amount of kinetic energy gained
by an electron, or any other particle of elementary charge e, as it moves through an
electric potential difference of 1 volt (V).

An electron beam of energy E refers to a constant intensity flux of electrons each
with energy ∼ E. Such beams are generated in particle accelerators via thermal
emission, accelerated and directed with electric and magnetic fields and manipulated
to desired shapes and sizes with shielding instruments.

A phantom is a physical body of a known composition and substance(s) used to
study the radiation effects of a given particle beam in a subject of interest.

2.2 Relativistic energy scale

Expressing the values of energy and other quantities in terms of electronvolts is a
standard practice in particle physics. This is mainly due to the impracticality of
handling very small masses and lengths in terms of SI units, but it is also done
among other convenient conventions to lessen the amount of labor in calculations.
Below a few exercises are done to help grasp the characteristics of 20 MeV electrons.
This is to help the reader understand what can and can not be assumed in this
context. This information is valuable when assessing the theoretical models and
computational algorithms used to model the physical interactions that take place in
the accelerator and the phantoms.

Einstein’s mass-energy equivalence E = mc2 includes both the kinetic energy and
the rest mass energy of a particle [8]. E denotes the total energy of the particle and
c is the speed of light in a vacuum. For the kinetic energy Ek of any particle then
holds

Ek = mc2 −m0c
2, (1)
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where m0 is the rest mass of the particle. On the other hand, for a particle moving
with velocity v we may write

Ek = m0c
2

 1√
1− v2

c2

− 1
 [9]. (2)

Solving for v
c
and substituting Ek from equation 1 gives

v

c
=

√√√√√1−
 1
mc2−m0c2

m0c2 + 1

2

. (3)

When dealing with electrons of energies E = mc2 ∼ 20 MeV carrying out the
calculation of 3 shows the electrons move with speeds v ∼ 0.9997c

Another way to illustrate the importance of the relativistic approach is to find out
the proportional error caused by the classical approach. The classical Newtonian
expression for kinetic energy Ek = 1

2mov
2 is an approximation of the relativistic

kinetic energy applicable in low speeds. It can be derived from the relativistic
kinetic energy of equation 2 by expanding the square root expression according to
the binomial theorem. With v known, the proportional error in kinetic energy ∆Ek
due to the unjust assumption v � c can be calculated as follows

∆EK =

 1√
1− v2

c2

− 1
m0c

2 − 1
2m0v

2

 1√
1− v2

c2

− 1
moc2

. (4)

Thus for electrons traveling at v = 0.9997c the error caused by the classical approach
is as much as 98.70%.

The rest mass energy of the 20 MeV electron makes up only 2.55% of it’s total en-
ergy. That is to say the electron’s energy is almost entirely due to its momentum
p, or more precisely m0c

2 � pc. It may therefore be argued that the ultrarelativis-
tic assumption of neglecting the rest mass portion of the electron’s energy is well
justified. The total energy of the electron can then be approximated according to
equation 5

E = mc2 =
√
p2c2 +m2

0c
4 ≈ pc [10]. (5)

The product of momentum and speed of light pc can be written in terms of kinetic
energy

pc =
√
E2
k + 2Ekm0c2. (6)
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For the 20 MeV electron this gives 19.489 MeV. And as for all electrons regardless
of momentum, the rest mass energy m0c

2 is equal to 511 keV summing the total
energy to 20 MeV.

The 2.55% error caused by the assumption is small but significant compared to
the precision with which the calculations of this study are performed. More over,
20 MeV is the nominal electron energy produced by the accelerator in this study.
Many physical processes that contribute to the results take place in lower energies
as the electrons lose energy propagating through the structures of the accelerator
head and the phantom. As the proportional error increases with decreasing energy,
the ultrarelativistic assumption is not a good approximation throughout the path
of the electrons. Thus it can be concluded, that the electrons in this context are
relativistic, not ultrarelativistic.

2.3 On the interactions of radiation and matter

This study is focused around a 20 MeV electron beam in a linear accelerator and
its effects in different phantoms. Thus the topic is here limited to the particles,
materials and interactions present in these circumstances. However, even when
narrowing down the subject to this special case, there are still numerous physics
processes to consider. Here the interactions dominant to particles’ energy loss are
treated in detail.

2.3.1 Cross sections and scattering theory

There are numerous ways in which radiation can interact with matter. Different
interactions take place in different circumstances depending on the type and energy
of the radiation as well as on the density and the atomic number of the atoms in
the matter. The measure which describes the likelihood of a certain interaction in
terms area is cross section σ.

When matter is bombarded with particles, the rate at which different interactions
take place is dependent on the intensity and focus of the particle beam as well
as on the properties of the target material. Defining a dimensionless probability
for a certain event in this context is therefore appropriate only for the specific
experimental setup. Contrary to this, a cross section is defined for certain a type
of interaction between certain type of particles as a function of particle energy and
it is independent of the variables related to the experimental setup. Cross section
values are therefore universally comparable.

The concept of cross-section is analogous with classical mechanics. Let us consider
an elastic scattering of a small marble from a large marble as pictured in figure 1.
The small marble moves in z-direction with an impact parameter b and energy Ek.
The large marble has radius R and it’s set to be stationary. The impact parameter
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Figure 1. Elastic scattering of hard spheres presented in terms of impact
parameter b and scattering angle θ.

b is defined as the perpendicular distance between the path of the moving marble
and the center of the stationary marble. For a perfectly round target the situation
is azimuthally symmetrical, so the trajectory of the small marble remains in one
plane. We can then define an angle α so that b = R sinα and the scattering angle
θ = π − 2α. So the relation between b and θ resolves as

b = R sin
(
π

2 −
θ

2

)
= R cos

(
θ

2

)
(7)

and for θ we can write

θ =

2 arccos(b/R), if b ≤ R,

0, if b ≥ R.
(8)

So the scattering angle becomes larger as the impact parameter decreases, which is
an intuitive result.

Now let there be a flux incoming small marbles. Any marble that passes through
an infinitesimal region of cross-sectional area in xy-plane denoted as dσ, will scatter
into a corresponding infinitesimal solid angle dΩ. Differential cross-section dσ/dΩ is
the probability per unit solid angle that a marble is scattered into the solid angle dΩ.
This concept is imaged for long range interactions in figure 2. The differential cross-
section is often denoted with dσ/dΩ but here a non-standard notation by Griffiths
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Figure 2. The mathematical formalism developed for hard sphere scattering is
equally valid for long range interactions. A particle passing through the cross-
sectional area dσ will scatter in the corresponding solid angle dΩ.

is adopted to make the following deduction appear coherent [11]. Hence we write
D(θ) ≡ dσ/dΩ and the infinitesimal cross-section region gets the expression

dσ = D(θ)dΩ. (9)

On the other hand, we can write dσ = b db dφ and dΩ = sinφ dθ dφ. Hence the
differential cross-section becomes

D(θ) = b

sin θ

∣∣∣∣∣dbdθ
∣∣∣∣∣ . (10)

For the marbles, the change in the impact parameter respect to an infinitesimal
change in the scattering angle is

db

dθ
= −1

2R sin
(
θ

2

)
. (11)

Substituting the results 7 and 11 to equation 10 then gives the differential cross-
section

D(θ) = R cos(θ/2)
sin θ

(
R sin(θ/2)

2

)
= R2

4 , (12)
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which has no angle dependencies at all. This is a special case due to the symmetry of
the spherical marbles. It means that the ratio of incoming marbles passing through
a cross-sectional region dσ and scattered in corresponding solid angle dΩ is the
same for all azimuthal angles φ and scattering angles θ. The ratio simply grows
quadratically respect to the radius of the target marble.

The total cross-section is defined as an integral of D(θ) over the full solid angle of
4 steradians

σ ≡
∮

4π
D(θ)dΩ =

∫ 2π

0

∫ π

0
D(θ) sin θ dθ dφ. (13)

So for the example this gives an effective area of

σ = (R2/4)
∮

4π
dΩ = πR2, (14)

which is the geometrical cross-section of a spherical target marble with radius R.
This is the expected result. Any small marble that passes the center of the target
marble by a distance longer than the target’s radius will miss the target entirely.
All marbles within the range of the target’s radius will be scattered.

The reason that this simple case example from classical mechanics was presented
in detail is that the mathematical formalism developed here is equally valid for the
long range interactions of charged particles.

Scattering cross-sections are measured in a laboratory by placing a detector so that it
only counts particles scattered in a solid angle dΩ and thus have passed through the
corresponding cross-sectional region dσ. For a particle beam of constant intensity L,
the number of particles entering the cross-sectional region dσ per unit time is dN =
Ldσ = LD(θ)dΩ. This means that for all the particles detected, the differential
cross-section is

D(θ) = 1
L
dN

dΩ . (15)

Measuring the particle count dN and applying equation 15 gives a universally com-
parable value for the differential cross-section, since it’s normalized to the beam
intensity. [11]

Switching to quantum mechanics requires the recognition of the wave-like properties
of particles. The wave function ψ of a particle carries the information of what region
in space the particle is most probably found. By properly formatting the scattering
problem in terms of the incident particle’s wave function, solving the Schrödinger
equation will reveal how probable it is for a particle to scatter in a given angle.

As in the previous example, let there be a particle traveling towards the center of an
azimuthally symmetrical scattering potential in z direction. The quantum treatment
of the scattering problem is based on the idea of a plane wave ψ(z) = Aeikz as
pictured in figure 3. As it hits the scattering potential, an outgoing spherical wave
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Figure 3. The quantum theory of scattering is based on the idea of an incoming
plane wave which scatters as a spherical wave.

ψ(r, θ) is produced. Thus the solutions of interest to the Schrödinger equation are
of the form

ψ(r, θ) ≈ A

(
eikz + f(θ)e

ikr

r

)
(16)

which is the sum wave of the incoming plane wave and the scattered spherical
wave. The spherical wave has a factor of r−1 because the corresponding part of the
probability density function |ψ|2 must be proportional to 1/r2. The wave number k
is related to the energy of the incident particles as

k ≡
√

2mE
~

, (17)

and f(θ) is the scattering amplitude. Scattering amplitude is the quantum mechan-
ical counterpart of differential cross-section as it contains the information of the
scattering probability to a given direction. Analogously to the previous example
the probability that an incident particle traveling with speed v passes through the
infinitesimal cross-sectional region dσ in time dt is equal to the probability that the
same particle is scattered into the corresponding solid angle dΩ. So for the incident
particle holds

dP = |ψincident|2 dV = |A|2 (v dt) dσ, (18)



20

and for the scattered particle holds

dP = |ψscattered|2 dV = |A|
2 |f(θ)|2

r2 (v dt)r2 dΩ. (19)

Setting equations 18 and 19 equal yields

dσ = |f(θ)|2 dΩ, (20)

and hence on the basis of equation 9

D(θ) = dσ

dΩ = |f(θ)|2 . (21)

Solving the Schrödinger equation to find out the scattering amplitude is a rigorous
exercise and it is not in the focus of this work. For further details the reader should
look into Introduction to Quantum Mechanics by Griffiths where techniques such as
partial wave analysis and the Born approximation are introduced. [11]

Respectively cross-sections can be defined also for other interactions than scattering.
The SI unit of cross-section is 1 m2 but in practice smaller units are used. The
unit barn (1 b) is commonly used in nuclear physics and it is equal to 10−28 m2 or
10−24 cm2.

The concept of cross section is in the core of the physics models of Geant4 and any
other computational model used to predict the outcome of particle interactions. It
is therefore crucial to understand. To better grasp it, it is necessary to give up the
image of a solid classical particle with a well-defined spatial volume and rather think
about the interacting particles as quantum mechanical objects that will interact or
pass through each other with an energy-dependent probability.

2.3.2 Electron scattering and collisions

Like all charged particles, electrons lose their energy continuously as they propagate
through matter. The dominant processes through which the energy is dissipated are

• elastic collisions accompanied by Coulomb scattering

• inelastic collisions that cause ionization and excitation of atoms

• electromagnetic energy radiated by electrons that experience rapid changes in
their velocity. [12]

Coulomb scattering is the elastic scattering of charged particles by Coulomb interac-
tion. This means that the direction of propagation of the charged particle is modified
by the electrostatic forces from the atomic electrons and nuclei, so that the kinetic
energy of the system is conserved. Consequently the change in the magnitude of the
electron’s velocity is negligible.
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Coulomb scattering occurs mostly due to atomic electrons. Rutherford scattering,
which is Coulomb scattering by atomic nuclei, occurs as well but much more rarely.
The nuclei in matter occupy only 10−15 of the volume of their atoms, so it’s crudely
1015 times more probable for an incoming particle to be scattered by an atomic
electron than by a nucleus. [13]

Conversely to elastic collisions and scattering, in an inelastic collision the total
kinetic energy is not conserved. Collisions are more likely to be inelastic in higher
energies and with small incident angles thus causing the primary electron to slow
down but only a minor change to its propagation direction. In an interaction between
a propagating primary electron and an atomic electron, the kinetic energy lost in the
process will either do the work required to ionize the atom producing a secondary
electron or simply place the atom to an excited state. In a direct collision of two
electrons there is also a problem of identical particles: it’s impossible to tell which
electron was incident and which was struck. [12, 13]

Ionization energies for materials of interest for this study have been tabulated in
table 1. The amount of energy required to remove an atomic electron is of the order
of 10 eV. Hence one 20 MeV electron can cause the ionization of thousands of atoms.
The energy required to remove an electron from an ion increases with each electron
removed. Because this higher order ionization is probable in relativistic energies, it
is useful to define a mean excitation energy I which represents the average energy
of all occurring atomic ionization and excitation processes. I is an element specific
constant with a value of the order of 10Z in electronvolts, where Z is the atomic
number of the element. Thus the value is higher for heavier elements. While it is
possible to calculate a theoretical value for I by averaging over all atomic ionization
and excitation processes, in practice it’s regarded as an empirical constant. Also
the mean excitation energies for the elements of interest in this study have been
tabulated in table 1. [14, 13]

If the energy transferred by the primary electron is not enough to free an atomic
electron from the atom, the atom will move to a excited state and quickly de-
excite by emitting a photon of corresponding characteristic energy. If the energy
transferred is of the order of 1 keV or higher, the secondary electron can go on to
produce more secondary electrons via inelastic collisions. [12, 13]

The Coulomb scattering process between 2 electrons is known as Møller scattering
after Christian Møller who first described it in quantum electrodynamics. The
tedious derivation of the differential cross-section for Møller scattering is beyond
the scope of this work, but the main result, which is the electron-electron scattering
differential cross-section in the center of mass frame is

DM(θ) = α2(2E2 −m2)2

4E2(E2 −m2)2

(
4

sin4 θ
− 3

sin2 θ
+ (E2 −m2)2

(2E2 −m2)2

(
1 + 4

sin2 θ

))
. (22)

This equation presents the differential scattering cross-section in natural units, where
~ = c = 1, [E] = eV and [m] = eV/c2. Thus, one can see that [D(θ)] = 1/(eV)2.
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Table 1. First ionization energies and mean excitation energies for elements
present in this study [14]

Element Symbol Ionization
energy (eV)

Mean excitation
energy (eV)

K-shell binding
energy (eV)

Hydrogen H 13.6 19.2 13.6
Beryllium Be 9.32 63.7 111.5
Carbon C 11.3 78.0 284.2
Oxygen O 13.6 95.0 543.1

Aluminum Al 5.99 166 1559.6
Silicon Si 8.15 173 1839

Phosphorus P 10.5 173 2145.5
Sulfur S 10.4 180 2472

Chromium Cr 6.76 257 5989
Manganese Mn 7.43 272 6539

Iron Fe 7.90 286 7112
Nickel Ni 7.64 311 8333
Copper Cu 7.73 322 8979

Tantalum Ta 7.55 718 67416
Tungsten W 7.86 727 69525
Lead Pb 7.42 823 88005

The transition from natural to SI units gives ~c/1 eV ≈ 0.1975 µm so 1 eV−2 ≈
0.03894 µm2 [10]. The symbol α denotes the fine structure constant which has the
value 0.007297 in natural units and 1/137 in SI units.

As can be seen, equation 22 diverges for zero angle and straight angle, that is

lim
θ→0

DM(θ) = lim
θ→π

DM(θ) =∞.

Thus small angle deflections occur with large cross sections. Two different presen-
tations of DM(θ) are given in figure 4. Figure 4(a) is a linearly scaled polar plot
of DM(θ) for large deflections (θ ∈ [21◦, 159◦] ∪ [201◦, 339◦]). Figure 4(c) is a log-
arithmic polar plot of DM(θ) over all angles. It shows the divergent behavior of
DM(θ) for small deflections. This behavior is expected due to the infinite range
Coulomb force. The longer the distance between the electrons is as they pass each
other, the weaker the interaction and smaller the deflection angle. The size of the
cross-sectional area through which the incident electron may pass is proportional to
the square of the distance from the target electron. Therefore very small deflections
are most probable.

Figure 4(a) goes to show that there is also a finite cross-section for large deflections.
It varies from 100 µb to some hundreds of mb depending on the electron energy and
exact scattering angle. The figures also show the energy dependence of DM(θ). The
scattering probability for each angle decreases with increasing electron energy.
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Figure 4. Polar plots of the differential cross-sections of Møller and Bhabha
scattering for various energies. The top row images are for large scattering
angles and the radial scale is linear with numeric values in barns. In the bottom
images cover all scattering angles and the radial scaling is logarithmic with
numeric values in microbarns. This scaling was chosen because a logarithmic
plot with numeric values below 1 is harder to interpret.
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High-energy photons produced in the interactions of the primary electrons may
go on to produce electron-positron pairs (see section 2.3.9). Thus, also positrons
emerge and cause interactions. Positrons interact and lose energy largely similar to
electrons, but significant differences naturally exist due to its opposite charge. Also,
in case of positrons there is no identical particle problem in scattering events.

The quantum electrodynamical description of the electron-positron scattering is
called Bhabha scattering. The differential cross-section, derived in a manner re-
spective to equation 22, is

α2

8E2

(
1
2(1 + cos2 θ) +

1 + cos4 θ
2

sin4 θ
2
−

2 cos4 θ
2

sin2 θ
2

)
. (23)

Figures 4(b) and 4(d) show the linear and logarithmic polar plots of this equation.
For deflections less than 90◦ the curves are somewhat symmetrical to DM(θ). The
curves start to differ more and more near the origin and the main difference is that
for positrons the probability of backscattering is also very small. Unlike with 2
electrons, a collision of a positron and electron is not likely to turn the trajectory
of the incident positron around, as there is an attractive force between the two
particles.

2.3.3 Bremsstrahlung

When an electron moving in relativistic speed is rapidly decelerated or accelerated
by the Coulomb force of a near by particle, the kinetic energy lost in the process
is converted into a photon. Electromagnetic radiation produced this way is called
bremsstrahlung, which is German for “braking radiation”. [13]

The intensity of bremsstrahlung as a function of wave length is a continuous dis-
tribution which shifts towards higher frequencies with increasing incident electron
energy. So the higher the electron energy, the higher the potential photon energy.
[15]

A comprehensive compilation of bremsstrahlung cross-section calculations and re-
lated data has been done by Koch and Motz [16]. Cross-section calculations for
bremsstrahlung are complex by nature. Many different theoretical models have been
deduced to describe it for different electron and photon energies and different photon
emission angles. These formulas can further be sorted by whether they account for
atomic screening or not. The screening effect means that the effective Coulomb field
at a given point near the target particle may be damped by the presence of other
near by charges. [16]

Bremsstrahlung cross-section formulas in the field of an atomic nucleus vary as Z2.
For high-Z elements the additional influence of electron-electron bremsstrahlung
can be included by replacing Z2 with Z(Z + 1), but for low-Z further measures are
needed. [16]
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In energies below 50 MeV applicable theoretical models are obtained with the use of
Born approximation. The accuracy of these models decreases with increasing atomic
number Z of the target material, decreasing incident electron energy and increasing
photon frequency near the high-frequency limit. [16]

One form of the bremsstrahlung differential cross-section applicable in the energy
range of this study, derived by Tsai, is

D(θ, Eγ) = 2α2E2
e

πEγm4
e

{[
2y − 2
(1 + l)2 + 12l(1− y)

(1 + l)4

]
Z(Z + 1)

+
[

2− 2y − y2

(1 + l)2 − 4l(1− y)
(1 + l)4

]
× [X − 2Z2f((αZ)2)]

}
,

(24)

where y = k/E, l = θ2E2/m2
e and

X =
∫ m2

e(1+l)2

tmin
[Gel

2 (t) +Ginel
2 (t)](t− tmin)

t2
dt.

In these equations Eγ is the photon energy, Ee is the total relativistic energy of the
electron, θ is the photon emission angle, m is the electron rest mass energy, Gel, inel

2 (t)
are elastic and inelastic atomic form factors and tmin = [Eγm2(1+l)2/2Ee(Ee−Eγ)]2.
[17, 18, 19]

2.3.4 Electron-positron annihilation

In electron-positron annihilation an electron and a positron vanish upon interaction
producing two photons of equal energy. In the process electric charge, energy, linear
momentum and angular momentum are conserved. If the kinetic energies of the
initial positron and electron are very small, the photons emerge with energies equal
to the rest mass energy of the positron and electron, 511 keV, and they are propelled
in opposite directions. For higher kinetic energies the photon energies become higher
respectively and the directions of the photons are determined by the momentums of
the initial particles.

Electron-positron annihilation may result in a number of other final states including
the emission of three or more photons, or heavier particles such as B mesons and W
and Z bosons. However, in the energy range of this study only photons are produced,
and the inspection of this process is limited to the most probable case of 2 emerging
photons. [20]

A cross-section formula for electron-positron annihilation in flight is provided by
Heitler
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σan(Z,E) = Zπr2
e

γ + 1

[
γ2 + 4γ + 1
γ2 − 1 ln

(
γ
√
γ2 − 1

)
− γ + 3
γ2 − 1

]
, (25)

where γ = E/mc2, E is the total relativistic incident positron energy and re is the
classical electron radius. [21]

2.3.5 Electron energy loss in matter

In previous sections different interactions were discussed separately, but due to the
infinite range of the Coulomb force, in reality the propagating electrons interact
with multiple other electrons (atomic and free) and nuclei at the same time. And
according to the law of conservation of energy, the total energy loss of the electron
due to elastic and inelastic collisions is equal to the leftover energy of the primary
electron plus all the secondary electron energies and atomic excitations.

The state-of-the-art theoretical models about the relationship of a particle’s energy
and its penetration range into matter are largely based on the work of Bethe [12].
Equation 26 is the Bethe formula for electrons as presented by Krane [13]. It was
derived with the use of quantum mechanical perturbation theory and it describes
a propagating electron’s energy loss per unit length dE/dx due to collisions and
scattering from atomic electrons and nuclei

(
dE

dx

)
c

=
(
e2

4πε0

)2 2πN0Zρ

mc2β2A

[
ln Ek(Ek +mc2)2β2

2I2mc2 + (1− β2)

− (2
√

1− β2 − 1 + β2) ln 2− 1
8(1−

√
1− β2)2

 , (26)

where v = βc, e is the electron charge, ε0 is the permittivity of a vacuum, Z, A
and ρ are the atomic number, atomic weight and density of the material, N0 is the
Avogadro’s number, m is the electron mass and I is the mean excitation energy of
the atomic electrons. The subscript c stands for collision losses. [12, 13]

Since a propagating electron has a small mass, and it’s not constrained to a fixed
path by any external force, it is subject to large deflections in the many scattering
events it goes through. Coulomb scattering can occur at any angle so the direction
of propagation may change multiple times leading to an irregular path. A particle’s
range is the linear penetration distance of a certain particle to given matter. A
mean range can be defined but for electrons it differs significantly from the length
of unpredictable individual paths. [13]

The mathematical expression for electron energy loss due to radiation, also derived
by Bethe, is the following
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(
dE

dx

)
r

=
(
e2

4πε0

)2
Z2N0(Ek +mc2)ρ

137m2c4A

[
4 ln 2(Ek +mc2)

mc2 − 4
3

]
, (27)

where the subscript r stands for radiation losses. [12, 13]

The interactions discussed above are the dominant processes through which an elec-
tron’s kinetic energy is dissipated in matter. Thus the expression for the electrons
total energy loss per unit length becomes

dE

dx
=
(
dE

dx

)
c

+
(
dE

dx

)
r

. (28)

The wavelength of bremsstrahlung photons decreases with increasing electron energy
and the radiation losses become more relevant. Below 1 MeV energies the contribu-
tion to the total energy loss is negligible but in the relativistic region radiation losses
become significant the ratio of the radiation and collision losses is approximately

(dE/dx)r
(dE/dx)c

= Ek +mc2

mc2
Z

1600 . (29)

As stated by equation 29, the radiation losses are also more significant in heavier
elements. [13]

Radiation length X0 is a convenient parameter in describing the energy loss of
electrons and photons in matter. The higher the electron energy, the higher the
fractional energy loss due to bremsstrahlung. The same is true to the pair produc-
tion process in case of photons (see section 2.3.9). The radiation length X0 holds
the information about the mean distance over which the energy of an electron is
reduced to a factor of 1/e (where e is the Neper number) of its initial energy due to
bremsstrahlung losses. The same distance is also 7/9 of the mean free path for pair
production by energetic photons. [22]

Y.S. Tsai has calculated and tabulated the radiation length for different elements
according to

1
X0

= 4αr2
e

NA

A

{
Z2[Lrad − f(Z)] + ZL′rad

}
. (30)

where the function f(Z) is an infinite sum but for elements up to uranium it can be
approximated to 4-place accuracy with

f(Z) = a2
[
(1 + a2)−1 + 0.20206− 0.0369a2 + 0.0083a4 − 0.002a6

]
, (31)
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where a = αZ. [22, 17, 18]

For Z > 4 the parameters Lrad and L′rad behave as functions of Z as follows:

Lrad = ln(184.15Z−1/3) and L′rad = ln(1194Z−2/3). (32)

For a mixture or a compound the radiation length can be approximated by

1/X0 =
∑

ωj/Xj (33)

where ωj and Xj are the mass fraction and radiation length for the jth element. [22]

Radiation length is usually measured in g/cm2 to account for different material
densities. Figure 5 shows the fractional energy loss per radiation length of electrons
and positrons in lead. Above critical energy, where the bremsstrahlung losses start
to govern the energy loss, the energy loss of positrons and electrons becomes very
similar, as the ionization and bremsstrahlung curves are almost identical. Also the
Bhabha scattering energy loss approaches the Møller scattering loss curve for higher
energies.

Below critical energy, collision losses quickly become dominant, as can be seen
from the steep ionization curve and scattering curves that rise with reducing elec-
tron/positron energy. However, it should be noted that the energy scale on the
horizontal axis is logarithmic.

The fractional energy loss due to a single type of interaction is determined by the
probability (cross-section) of that interaction and the average energy loss per in-
teraction. Even though the differential cross-sections for Møller and Bhabha scat-
tering are similar for small angles, the total cross-section of Møller is significantly
higher than that of Bhabha-scattering, due to the high probability of back scattering.
This difference becomes more significant for decreasing energies, as the scattering
differential cross-section curves become rounder (see figure 4). This difference is
compensated by the positron annihilation cross-section which becomes larger with
decreasing energy.

2.3.6 Electromagnetic radiation

The three dominant processes through which energetic photons interact with matter
are

• the photoelectric absorption

• Compton scattering

• pair production.

As demonstrated by figure 6 these interactions have the largest cross-sections in
different regions of energy.
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Figure 5. Fractional energy loss per radiation length in lead as a function
of electron or positron energy. The fractional energy loss per radiation length
is scaled on the left vertical axis and the respective (inverse) radiation length
values are on the right vertical axis. Here electron/positron scattering is con-
sidered as ionization when the energy loss per collision is below 255 keV and
as Møller/Bhabha scattering, when it’s above. Original figure by Messel and
Crawford [20], who used X0(Pb) = 5.82 g/cm2. This image was modified by the
particle data group to reflect the value X0(Pb) = 6.37 g/cm2 given in the Table
of Atomic and Nuclear Properties of Materials. [22]
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2.3.7 Photoelectric effect

Photoelectric effect refers to the emission of an atomic electron by an atom that
absorbs a photon of appropriate energy. The emitted electron is called a photoelec-
tron. Photoelectric effect reveals the quantum mechanical nature of light and it was
first described by Einstein in his Nobel prize winning work. [23, 13, 24, 25]

Electromagnetic radiation of constant frequency ν consists of photons of fixed energy
Eγ = hν, where h is Planck’s constant. The photoelectric effect is an interaction
between one photon and one electron, so a photon will deliver all of its energy to
one electron. The electron receives a kinetic energy of Ek = Eγ − EB, where EB is
the binding energy of the electron. Evidently, the photoelectric effect will take place
only if Eγ ≥ EB so the threshold frequency ν0 for the electromagnetic radiation can
be defined as ν0 = EB/h. [23, 13, 24, 25]

The analytical solution for the photoelectric effect cross-section σpe is complex to
derive because it involves wave functions of many atomic electrons. Here the features
of photoelectric effect are examined based on experimental findings.

The photoelectric effect cross-section is dependent on the atomic number of the
material and on the energy of the photons. Figure 6 shows the photoelectric effect
cross-section as a function of photon energy in carbon and lead. The discrete peaks
in the cross-section that occur with increasing energy are due to the electron shell-
structure of the atom. The inner the electron is in the shell structure, the more
tightly it’s bound to the nucleus. Characteristically to the photoelectric effect,
electrons occupying a given shell will contribute to the total cross-section only if the
photon energy is equal or exceeds the binging energy of that specific shell. Thus the
cross-section jumps upwards when ever the binding energy of a new shell is attained.
[13]

Considering the energies and materials present in this study, the K-shell electrons
are the dominant contributors to photon energy loss via photoelectric absorption.
The K-shell binding energies for the elements and materials present in this study
are also given in table 1.

In general the proportionality of photoelectric absorption cross-section to atomic
number and photon energy is the following

σpe

∼ Z4/(hν)3, for low energies
∼ Z5/hν, for high energies. [26]

(34)
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2.3.8 Compton scattering

In Compton scattering, a photon scatters from a quasi-free electron which recoils
receiving a fraction of the photon’s energy. It was first discovered and explained by
Arthur H. Compton when he was studying X-ray scattering in Washington Univer-
sity in 1922. A schematic view of this process is presented in figure 7. [27, 28, 13]

Klein-Nishina theory provides the analytical solution for the Compton scattering
cross-section assuming the electron is free and at rest. This assumption is well
justified for photon energies above 1 MeV, especially for low-Z materials when the
binding energy of the target electron becomes insignificant. [28, 13]

In figure 7 the incident photon has energy E0
γ = hν0 and momentum P 0

γ = E0
γ/c.

Respectively the scattered photon has energy Eγ = hν and momentum Pγ = Eγ/c.
The momentum of the electron is of the form Pe = mcβ/

√
1− β2 and its energy is

Ee = mc2/
√

1− β2. Thus over a single Compton scattering event the conservation
of linear momentum in x-direction yields

E0
γ

c
= Eγ

c
cos θ + mcβ cosφ√

1− β2 . (35)

(36)

Figure 7. A schematic presentation of Compton Scattering with a free electron
at rest.
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In y-direction the momentum equation is

0 = Eγ
c

sin θ − mcβ sinφ√
1− β2 , (37)

(38)

while the conservation of total energy yields

E0
γ +mc2 = Eγ + mc2

√
1− β2 . (39)

Observing the photon energy E0
γ allows for the elimination of variables β and φ and

expressing the energy of the scattered photon in terms of initial photon E0
γ = hν0

energy and photon scattering angle θ

hν = hν0

1 +
(
hν0
mec2

)
(1− cos θ)

. (40)

This is known as the Compton-scattering formula. [27, 13]

The probability for Compton scattering at an angle θ can be determined through
a quantum mechanical calculation as described in section 2.3.1. The result is the
differential scattering cross-section which for Compton scattering is known as the
Klein-Nishina formula

DKN
c (θ) = r2

0
1 + cos2 θ

2[1 + hν(1− cos θ)]2

[
1 + hν2(1− cos θ)2

(1 + cos2 θ)[1 + hν(1− cos θ)]

]
. [28, 13]

(41)

Further, writing the photon energies in units of electron rest mass energy allows for
more compact notation. Thus equation 41 becomes

DKN
c (θ) = r2

0
2 [1 + k(1− cos θ)]−2

[
1 + cos2 θ + k2(1− cos θ)2

1 + k(1− cos θ)

]
, (42)

where k = hν/mec
2. In terms of the initial photon energy k0 = hν0/mec

2 the
equation reduces to

DKN
c (θ) = r2

0
2

(
k

k0

)2 (
k

k0
+ k0

k
− sin2 θ

)
. (43)

The angular distribution of Compton scattering is visualized in a polar plot of figure
8.

Following the scattering theory of section 2.3.1, the total cross section for Compton
scattering is obtained by integrating the differential cross-section over all angles θ

σKN = 2πr2
0

{
1 + k

k2

[
2(1 + k)
1 + 2k −

ln(1 + 2k)
k

]
+ ln(1 + 2k)

2k − 1 + 3k
(1 + 2k)2

}
. [28]

(44)
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Figure 8. The differential cross-section of Compton scattering. The incident
photons move from left to right and the scattering potential is located in the
middle of the plot. The curves represent the differential cross-section values for
the following energies starting from the outermost curve: 0.01 MeV, 0.016 MeV,
0.2 MeV, 0.5 MeV, 1.2 MeV and 3.0 MeV. Original figure from [29].
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The range of validity of Klein-Nishina theory can be broadened by applying cor-
rections in cases when the target electron can not be assumed to be free and at
rest. To account for the binding energy of the electron the Klein-Nishina differen-
tial cross-section may be multiplied with an incoherent scattering function S(x, Z).
Here x = sin(θ/2)/λ is a momentum-transfer variable and λ is the wavelength of
the photon wavelength in units of Ångström (Å). Further, the incoherent scattering
function may be generalized to include excited states by defining S(q, Z) where the
momentum transfer q is

q =
√
k2

0 + k2 − 2k0k cos θ, (45)

in units of mec
2. [30, 26]

2.3.9 Electron-positron pair production

Electron-positron pair production is a process in which a photon disappears and
an electron-positron pair of corresponding energy emerges. Like the photoelectric
effect, pair production is an absorption-type of interaction that requires the presence
of massive body for the conservation of momentum. Thus electron-positron pair
production can either take place in the coulomb field of a nucleus or an atomic
electron. [13, 31]

The existence of a positively charged electron, positron, was first predicted by Dirac
in 1928 who noted that the relativistic wave function for a free electron yielded
negative energy states as well as positive energy states [32, 33]. This theoretical
prediction was confirmed by Anderson who observed the traces of pair production
in his cloud chamber experiments in 1932 and 1933 [34]. [31]

Perrin also suggested the possibility of pair production occurring in the coulomb
field of an electron in 1933 [35]. Several cloud chamber experiments were concluded
in the following years with descriptions and interpretations of observations but the
first photos of the trident signature of triplet production were not published until
1961 by Mohanty et al. and Castor et al. (1970) [36, 37]. [31]

Neglecting the recoil of the nucleus, the conservation of energy and momentum yields
a threshold energy Epair

0 for pair production in the field of a nucleus

Epair
0 ' 2mec

2

Mc2 (Mc2) = 2mec
2 ≈ 1.022 MeV, (46)

where M is the mass of the nucleus. Respectively in the field of an electron the
threshold energy Etrip

0 for triplet production is

Etrip
0 = 2mec

2

mec2 (mec
2 +mec

2) = 4mec
2 ≈ 2.044 MeV. (47)

Contrary to most interactions, the standard notation for the pair production cross-
section is κ. The probability of a photon to produce an electron positron pair in the
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coulomb field of a target-particle is approximately proportional to the square of the
target-particle charge. So for the cross-section of pair production in the field of a
nucleus κn stands

κn ∝ Z2. (48)

In the field of an electron which has unit charge the cross-section of triplet production
κe for a neutral atom with Z electrons is

κe ∝ Z. (49)

For incident photons with energies far above pair and triplet production energy
thresholds, the ratio of the cross-sections then becomes

κe
κn
' 1
Z
. [31, 26] (50)

Many different theoretical models for pair production cross-section have been pre-
sented by several authors and groups who have studied the phenomenon in different
materials and regions of energy. Also many corrective factors have been developed
to improve the existing models to account for effects such as electric-field screening.
Other phenomenon to account for include atomic binding of the target electron,
indistinguishability of the produced electron and the target electron, retardation in
the case of significant recoil velocity of the target electron, the emission of virtual
or real photons (radiative corrections) and virtual Compton scattering. [26]

The last comprehensive computations and tabulations of these cross-section values
for photon energies from 1 MeV to 100 GeV and target elements from Z = 1 to
Z = 100 were done by Hubbell, Gimm and Øverbø [38]. They developed the
following expressions by parsing together many semi-independent models to account
for all regions of energy and different corrective factors summing up decades of
research. [31]

For the cross-section of pair production in the field of a nucleus κn from the threshold
energy to 5 MeV the expression is

κn = κBH
n

[
κØMO
n /κBH

n

] {[
κBH
n −∆κB

n(scr) + ∆κTP-Ø
n (scr, h.o.)

]
/κBH

n

}
(51)

where

• κBH
n is the Bethe–Heitler unscreened Born approximation cross-section [39]

computed using the Maximon expansions [40]

• κØMO
n are the Coulomb corrected results of Øverbø et al. [41]

• ∆κB
n(scr) is the exact-Born screening correction from an elaborate compu-

tation involving the atomic form factor F (x, Z) taken from the relativistic
Hartree–Fock compilation of Hubbell and Øverbø [42]
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• ∆κTP-Ø
n (scr, h.o.) are the near-threshold Tseng-Pratt screening corrections [43]

including higher-order effects pointed out by Øverbø [44]. [38, 31]

From 5 MeV to 100 GeV the cross-sections were computed according to

κn =
[
κBH
n

{[
κBH
n −∆κB

n(scr) + ∆κTP-Ø
n (scr, h.o.)

]
/κBH

n

}
×∆κØ

n (Coul)
]

[1 + ∆(rad.corr.)]
(52)

where

• ∆κØ
n (Coul) is the Coulomb correction computed from the expressions given by

Øverbø [45]

• ∆(rad.corr.) is the Mork–Olsen radiative correction [46].

The radiative correction term was arbitrarily replaced with a sine function below
10 MeV to prevent unphysical results near the threshold. [38, 31]

For the cross-section of triplet production in the field of an atomic electron κe the
expression that covers the whole range of energy is

κe = κBG
e

[
κH
e /κ

BG
e

] {[
κH
e −∆κBH

e (scr)
]
/κH

e

}
1.01 (53)

where

• κBG
e is the Borsellino-Ghizzetti unscreened triplet cross section including re-

tardation [47, 48, 49]

• κH
e /κ

BG
e uses the Haug results to include the gamma-electron interaction and

exchange effects [50, 51, 52]

• ∆κBH
e (scr) screening and electron-binding effects were computed according

to the Bethe–Heitler and Wheeler–Lamb expressions [39, 53], using the non-
relativistic incoherent scattering functions S(x, Z) compiled by Hubbell et al.
[30] from various available sources

• the triplet radiative correction factor 1.01, as advised by Mork [54], is taken
as this constant value over the entire energy range. [38, 31]

2.3.10 Rayleigh scattering

In Rayleigh scattering a photon is scattered by the electron cloud of an atom (or
some other larger entity) so that the target atom is neither ionized or excited. In
comparison to Compton scattering which is a single scattering event between the in-
cident photon and target electron, Rayleigh scattering is a multiple scattering event
which means the incident photon scatters many times successively from scattering
centers that are grouped together (such as the atomic electrons bound to a nucleus).
The photon experiences interference effects between adjacent scattering sites, thus
Rayleigh scattering is coherent whereas Compton scattering is incoherent. [26]
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Rayleigh scattering was discovered and explained by JohnWilliam Strutt a.k.a. Lord
Rayleigh in a series of publications issued in the late 19th century. [55, 56, 57, 58]

When defining the scattering potential for Rayleigh scattering, the charge distribu-
tion of all atomic electrons must be considered at once. This can be done approx-
imately by introducing an atomic form factor [F (q, Z)] based on an atomic model
such as Thomas-Fermi, Hartree or similar models. The square of the form factor
[F (q, Z)]2 gives the probability with which the Z atomic electrons gain a recoil mo-
mentum q without absorbing any energy. In case of negligible energy transfer the
assumption k− k0 = 0 is valid and the momentum transfer q of equation 45 reduces
to

q ≈ 2k sin θ2 [26]. (54)

Combining the low-energy limiting form of the Klein-Nishina differential cross-
section with the probability [F (q, Z)]2 gives the differential Rayleigh scattering cross-
section DR(θ) for unpolarized photons

DR(θ) = r2
0
2 (1 + cos2(θ))[F (q, Z)]2. [26] (55)

2.3.11 Relaxation

Many of the interactions discussed in the previous sections may result in the exci-
tation of an atom. An atom is in an excited state whenever one of its electrons has
enough energy to move to a (sub)shell of higher energy which is a state with one or
more quantum numbers differing from the possible minimum.

Atomic excitation may happen when an atomic electron absorbs sufficient energy
to move to a higher state, but not enough to leave the atom. Excitation results
also from ionization whenever an inner shell electron is removed from the atom. In
both cases an inner shell vacancy is created and the excitation is soon followed by a
de-excitation on relaxation, in which the atom returns to its ground state by giving
up its excess energy. The relaxation can occur in three different ways.

Firstly, an outer shell electron can fill in the vacancy with the atom emitting a
photon with energy equal to the difference between the electron’s initial and final
state. This is known as X-ray fluorescence and photons emitted this way are known
as characteristic X-rays, as the spectrum of possible emitted photon frequencies
(energies) is unique to each element. [59, 60, 61]

Secondly, instead of a photon the excess energy of the vacancy filling electron may
cause the atom to eject an outer-shell electron from the atom. This is known as the
Auger effect and free electrons of such origin are known as Auger electrons. [62]
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Thirdly, in a special case of the Auger effect the vacancy can be filled in by an
electron from a higher subshell resulting in a new vacancy. The newly created
vacancy can be filled with any of the mechanisms described here. This process is
known as a Coster-Kronig transition. [63]

By labeling the fractions of relaxation processes that occur in each way as ω for the
fluorescence-yield, a for Auger yield and f for Koster-Kronig yield, one may write

ω + a+ f = 1. (56)

Figure 9 shows the yields for fluorescence, Auger effect and Coster-Kronig transition
after the K-, L1-, L2−, and L3- photoelectric effect. [64]

2.3.12 Photonuclear giant dipole resonance

In addition to the electromagnetic interactions that govern the energy loss of elec-
trons and photons propagating in matter, special attention must also be paid to
photonuclear absorption. Photonuclear absorption includes a series of nuclear inter-
actions induced by the absorption of a photon by a nucleus.

The most characteristic feature of the cross-section for photonuclear absorption is
known as giant resonance, which is a high frequency collective excitation of atomic
nuclei. The excited nuclei may de-excite in a number of ways. Possible outcomes of
this effect include the emission of one or more neutrons, charged particles, gamma
rays, or nuclear fission (only in heavy elements). Of these, the emission of a single
neutron is most typical. [26]

Giant resonance includes giant monopole resonance (GMR), giant dipole resonance
(GDR), and giant quadrupole resonance (GQR), of which GDR is the dominant
effect in this context. GDR occurs when excess energy absorbed by the nucleus
causes the the charges in the nucleus to separate. All the protons and all the
neutrons of the nucleus oscillate with opposite phases creating a large time-varying
electric dipole-moment. [65]

The importance of GDR is due to several reasons. The cross-section of GDR is
centered around 24 MeV for light nuclei and it shifts towards lower energies to
about 12 MeV for the heaviest stable nuclei. The highest photon energies present
in this study are about 24 MeV, thus the emission of neutrons is probable for all
materials present in this study. The energy range of incident photons capable of
initiating GDR can be described by threshold energies and full width half maximum
(FWHM) values Γ which are the differences in energy between the points where the
GDR cross-section is half of it’s maximum value. [26]

The emitted neutrons are likely to be far more penetrating than the incident photons.
This is a concern when planning the shielding of the experiment site. Several studies
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Figure 9. Yields of different relaxation processes after K-, L1-, L2−, and L3-
photoelectric effect. Figure obtained from the 8th edition of Table of Isotopes
[64].
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have pointed out and studied the photoneutron contamination problem regarding
the use of Varian Clinac 2100 C/D and patient safety e.g. [66, 67, 68].

Neutron radiation is indirectly ionizing. While the electrically neutral neutron does
not cause forces on charged particles of atoms, it may be absorbed by a nucleus
causing the nucleus to excite and emit more ionizing gamma radiation. Neutron
interactions may also result in recoiling ions which go on to produce more ions, free
electrons and photons. In this experimental set up no living subjects are exposed to
the beam of the accelerator, but the composition of the beam has high information
value when analyzing the effects of the beam on the radiated test piece.

Let the peak value of GDR cross-section be σ0 and let the corresponding incident
photon energy be E0. Then, by noting the FWHM energy gap as Γ, the GDR
cross-section, which equals the photonuclear absorption cross-section σph.n. may be
reconstructed as

σph. n.(E) ≈ σ0
E2Γ2

(E2
0 − E2) + E2Γ2 . (57)

This is done assuming the GDR cross-section has the shape of a Lorenz line [26].

Table 2 gives these parameters for a number of representative nuclei through out the
periodic table, some of which are also of special interest to this study (27Al, 181Ta,
208Pb). The GDR cross-section is isotopically dependent and the elements present in
this study are composed of different isotopes according to their natural abundance,
so these values are not directly applicable for the materials in the accelerator head
but they serve as a fairly good approximation.

A closer inspection of the GDR cross-section peak reveals it has an inner fine-
structure. For nuclei with large permanent deformations the peak is actually split
in two. Some nuclei also have large “dynamic deformations” due to the vibrational
nature of the nuclear ground state. Generally both type of deformations cause
the nuclei to have their GDR cross-sections spread over a wider range of energy,
thus they have a larger FWHM value. Depending on the individual properties of a
nucleus, the value varies from 3 MeV to 9 MeV. [26]

GDR can also result from other interactions than photonuclear absorption. In fact
any process capable of delivering the required energy to a nucleus can induce GDR.
However, for an electron to deliver the required energy via a collision, the initial
energy of the electron has to exceed 50 MeV. Thus all GDR events in this context
are of photonuclear origin.
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Table 2. Photonuclear giant resonance cross section parameters supplied by
J.H. Hubbell [26] via E.G.Fuller who gathered the data from various sources
given in the table.

Nucleus Threshold
energies
(MeV )

E0, energy
at σph. n.
peak

(MeV )

σ0, value
of σph. n.
at peak

(b/atom )

Γ, peak
width at

half
maximum
(MeV )

Percent of
"elec-
tronic"
cross-

section at
E0 (%)

Refs

(γ,n) (γ,p)
12C 18.7 16.0 23 0.018 3.6 5.9 [69]
27Al 13.1 8.3 21.5 0.038 9.0 3.9 [70]
40Ca 15.7 8.3 20.5 0.100 4.5 5.2 [71]
63Cu 10.8 6.1 17.0 0.070 8.0 2.0 [72]
90Zr 12.0 8.4 17.0 0.180 4.5 3.0 [73]
127I 9.1 6.2 15.2 0.210 5.7 2.3 [74]

165Ho 8.0 6.1 14.0 0.220 8.5 1.7 [75]
181Ta 7.6 6.2 14.0 0.280 6.5 1.8 [76]
208Pb 7.4 8.0 13.6 0.495 3.8 2.7 [77]
235U 6.1 7.6 12.2 0.500 7.0 2.4 [78]

2.3.13 Mass attenuation and energy absorption coefficients

The individual interactions relevant to a photon propagating in matter have now
been discussed separately. Let us now consider a photon propagating in matter.
The total cross-section σtot for the photon to undergo any interaction is the sum of
the individual cross-sections for given photon energy,

σtot = σp.e. + σKNC Z + κn + κe + σR + σph.n.. (58)

Here all the other cross-sections have been defined in units of barn/atom, but the
Klein-Nishina formula gives the cross-section in barn/electron. Thus the Compton
scattering cross-section is multiplied with the target material’s atomic number Z.
[79, 13]

The mass attenuation coefficient µ describes how a beam of photons loses energy
as it passes through a layer of matter. It is a measure of the average number
of interactions between incident photons and matter that occur in a given mass-
per-unit-area thickness of material encountered. The experimental definition of µ
is obtained from a setup where a monoenergetic beam of photons with intensity I0
passes through a layer of material of thickness x. After passing through the material
the beam intensity I is measured. The fractional loss in intensity in crossing any
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thickness dx of material is
dI

I
= −µ/ρ dx, (59)

and thus, for a homogenous material, the photon beam gets attenuated according
to the exponential absorption law

I/I0 = e−µx/ρ, (60)

where ρ is the density of the material. [79, 26, 13]

For more complex situations photon attenuation is still exponential, but it may be
modified with a geometrical factor to account for the source geometry and a build-up
factor to account for the secondary photons produced in the absorber [26].

The attenuation of a photon beam in a given material is directly related to the
probability of interactions that remove photons from the beam σtot. The theoretical
value of µ is then defined as

µ/ρ = σtot
NA

uA
, (61)

where NA is Avogadro’s number, u is the atomic mass unit and A is the relative
atomic mass of the target element.

The mass energy absorption coefficient µen is a measure of the average fractional
amount of incident photon energy transferred to kinetic energy of charged particles
as a result of different photon interactions. This energy approximately equals the
energy that has the capacity to produce chemical and biological changes and other
significant radiation effects in the target. [79]

The coefficient µen is closely related to other similar variables frequently used in
dosimetric calculations. The coefficient µen relates to the mass energy-transfer co-
efficient µtr as

µen = µtr(1− g) (62)

where g is the fraction of charged particle kinetic energy lost due to bremsstrahlung.
Further, µtr/ρ multiplied with the photon energy fluence ψ = φhν (where φ is the
photon fluence) gives the dosimetric quantity kerma. Kerma is the sum of the
kinetic charged particle energies released by uncharged particles (here photons) per
unit mass [80]. [79]

The mass energy absorption coefficient µen is useful in a variety of situations for
estimating the absorbed dose D, but its applicability is limited to low-energy cal-
culations with Ee ∼ hν . 2 MeV. This is because using it assumes that photons
have significantly larger ranges than electrons of the same kinetic energies. This
assumption fails for higher energies. [79]

The most recent compilations of the mass attenuation and energy-absorption coef-
ficients are those of J.H. Hubbell [81].
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2.3.14 Electromagnetic cascade

When the energetic electron-gamma beam is incident on a thick absorber, such as
the phantom placed in front of the accelerator, it initiates an electromagnetic cas-
cade where new electrons, photons and other particles of lower energy are produced
through the many interactions described in the previous sections.

Mostly new photons are generated as bremsstrahlung of high energy electrons and
new electrons and positrons are generated in pair production events of high en-
ergy photons. When electron energies fall below the critical energy, ionization and
excitation events start to govern their energy loss. [22]

Even though the energy loss of the electron-gamma beam is mainly governed by
these few processes, energy is converted back and forth to many different forms
in the cascade. To summarize this discussion about interactions of radiation and
matter, figure 10 shows a flow diagram of the different forms of energy and the
transformation processes between them. It is worth noting that photons have no
direct energy deposition mechanisms. However, they have the capability to induce
several types of reactions that can lead to permanent changes in the medium.

2.4 Varian Clinac 2100 C/D

Varian Clinac 2100 C/D is a linear electron accelerator originally designed for radi-
ation therapy by Varian medical systems. The accelerator produces pulsed electron
beams which can be degraded to pulsed photon beams by changing the accelerator’s
operation mode. Switching between different operation modes is done by changing
the instruments in the accelerator head which modify the incident beam.

The nominal energies of different electron beams are 6, 9, 12, 16 and 20 MeV. For
photons a continuous spectrum up to 6 MeV with a peak around 1 MeV and a
continuous spectrum up to 15 MeV with a peak around 2 MeV can be generated.

The accelerator is able to give a maximum beam area of 30 cm times 30 cm at 100 cm
source to surface distance (SSD). Multiple times larger beam areas can be generated
by increasing the SSD distance but this comes with increased uncertainties in the
beam parameters. Also dose rates decrease as the energy of the beam is distributed
over a wider area.

The dose rates of different beams have been measured with water phantoms at the
depth of maximum dose deposition. For electron beams these values vary from
1 Gy/min to 10 Gy/min and for photons from 1 Gy/min to 6 Gy/min. The dose
deposition profiles vary depending on the beam and target type.

With maximum dose rate, the source beam of the accelerator is produced as a series
5 µs beam pulses with a period of 5 ms corresponding to a duty cycle of 0.1 %. For
lower dose rates, individual pulses are left out of the cycle.
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Figure 10. A flow diagram of the energy conversions taking place in the elec-
tromagnetic cascade. In addition to electromagnetic interactions, hadronic pro-
cesses such as photonuclear interactions and interactions with free neutrons have
been included.
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2.5 Beam formation in the linear accelerator head

A schematic diagram of the modeled accelerator head geometry is presented in figure
11. All modeled parts are included in this figure but their shapes, relative sizes and
positioning does not correspond with reality or the actual computer model.

In reality, the primary collimator is responsible for shaping the initial electron and
gamma beams. It composes of two thick cylinders made of a high-Z material, in
this case tungsten. In the middle of the first cylinder is a narrow cylindrical canal
which determines the shape of the source beam. Inside the second cylinder is a cone
shaped opening which allows for the source beam to become moderately wider as it
is collimated to its initial shape.

In photon mode, the target with which the source electron beam is turned to an
initial gamma beam is placed inside the primary collimator. In this case the primary
collimator shapes the initial gamma beam. For the electron mode simulation, the
primary collimator is of minor importance, because the shape of the source electron
beam is determined by the computed electron source in the simulation. The source
electron beam exits the primary collimator through a beryllium window.

After the primary collimator come the scattering foils which can justifiably be labeled
as the most critical individual structure of the simulation model. The foils are
responsible for the spatial, angular and the energy distribution of the beam.

The source electron beam hits the first scattering foil which is a flat tantalum piece
of uniform thickness. Through the collisions and scattering events that take place in
the foil the sharp incident electron beam is broadened into a Gaussian shape. [82]

As a material tantalum is dense and has a high atomic number (Z = 73), thus the
primary scattering foil is dense with loosely bound electrons that can be scattered
away efficiently. These types of materials make the best primary scattering foils
producing less bremsstrahlung and causing minimal electron energy loss. [82]

Immediately after the first scattering foil, the broadened beam hits the secondary
scattering foil designed to reduce the intensity of the central region of the beam to
make the spatial distribution of the outgoing beam uniform. This means that the
particle flux becomes constant in different areas of the beam. [82]

Low Z elements are employed for efficient intensity reduction. In this case the
secondary foil is made of aluminum (Z = 13). The shape of the secondary foil is
roughly Gaussian as it’s made of overlaid disks of increasing radius. This way the
electrons at the central area of the broadened beam are subjected to more scattering
events than the electrons further from the center. Thus the higher electron density
in the central area of the broadened beam is spread evenly over the whole beam
area forming a homogeneous outgoing beam of uniform intensity. [82]

After the secondary foil the spatial, angular and energy distribution of the beam
are very close to that of the outgoing beam. Hence an ionization chamber used for
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Figure 11. A schematic diagram of the modeled accelerator head geometry for
a 20 MeV electron beam.
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beam monitoring is placed after the second scattering foil. Like any measurement
device, the monitor chamber is designed to have as little impact on the beam as
possible. The monitor chamber is a multi-cavity parallel plate ionization chamber
which continuously measures the beam intensity in over multiple regions. It provides
information about the symmetry and flatness of the beam. To model the essential
effect of the ionization chamber on the beam, the chamber is modeled as 6 thin
stacked plates made of kapton polyimide film.

The mirror is effectively a thin aluminized mylar piece used to adjust the settings of
the accelerator outside of operational time. It has no purpose in shaping the beam
and is designed to interfere with it as little as possible.

The jaw collimators are adjustable thick steel blocks used for rough shaping of the
outgoing beam. With the jaw collimators the geometrical cross-section of the beam
can be shaped to a desired rectangular form. The jaws move on a concavely curved
track respect to the isocenter of the accelerator so that the particle absorbing surfaces
of the jaws are set perpendicular to the broadened beam.

The beam exits the accelerator head through a thin reticle with an imprinted cross
pattern used to adjust the center of the beam. The reticle is made of mylar film.

Finally after exiting the actual accelerator head structure, the shape of the beam
is fine tuned with an applicator which in this case is a separate metal frame with
three filtering plates that have fine octagonal apertures that open out very subtly.
Different kinds of applicators can be utilized to create beams of different shapes and
sizes. For this computer model, two octagonal applicators were implemented which
create beams of square cross-sections with side lengths of 10 cm and 20 cm. In the
bottom plate of the applicator, an insertable lead block is placed to give the beam
its final form.

2.6 Geant4

Geant4 is a widely applicable simulation toolkit for the interaction of radiation with
matter. The concept “toolkit” implies that a Geant4 simulation is a program code
written by the user utilizing the components provided by Geant4 in addition to
hers/his own. Geant4 is a result of project RD44 in which two research groups un-
der the facilities of CERN in Switzerland and KEK in Japan began collaborating for
a research both groups had worked on independently before. They both were trying
to find out how modern computation techniques could improve the existing Geant3
program. The goal of RD44 actualized to be the creation of an object-oriented sim-
ulation program. About 100 scientists from over 40 institutes and research groups
from 15 different countries contributed to the research and development work. The
first version was published in December 1998 after which the development has hap-
pened under Geant4 Collaboration which a worldwide organization bringing physi-
cists and software engineers together. [2, 4]
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The functionality of Geant4 can be divided into 17 upper categories. The categories
and their dependencies have been illustrated in figure 12. The dependencies are uni-
directional so that the upper categories depend on the lower ones according to the
drawn connections. For example the lowest category Global of which all the other
categories depend covers the system of units, constants, numerics and handling of
random numbers. [2]

The source code of Geant4 is very large and complex in it’s advanced abilities and
optimized design. Explaining it’s full functionality is beyond the scope of this work.
The focus of this work is explaining the features of the created simulation in terms
of the user who is interested in it’s physics. Therefore only the categories most
important for understanding the simulated physics are explained in more detail later
in this section. However, to a certain degree the physics models of the simulation are
bound to the computation and programming techniques used and it is impossible
to fully distinguish between them. Therefore the basic methodology and working
principles of Geant4 are first gone through.

2.6.1 Object-oriented programming

Object-oriented programming refers to a programming approach in which the de-
scription and solution of a problem is based on mutually interacting data structures
called objects. An object contains data and procedures. Traditionally a procedural
program code is a logical list of commands given for the computer to execute. In an
object-oriented program the logic is decentralized into contents of objects and their
interrelations. In an object-oriented program each object is responsible of a certain
part of the program. [83][84]

Geant4 has been implemented with C++ programming language so it follows the
principles, syntax and semantics of C++. In addition to objects the most important
object-oriented concepts of C++ regarding Geant4 are classes, inheritance, and
encapsulation.

A class is a definition for the data and procedures a group of objects contain. A
class does not contain any data or procedures itself but merely describes what the
objects of that class are like.

Inheritance is feature with which new classes can be defined on the basis of existing
classes. An inherited class can be defined to contain new data and procedures in
addition to the ones it has inherited from it’s base class.

Encapsulation refers to gathering data and the procedures manipulating that data
into the same unit, that is an object. This way data is secured and handled in
entities of manageable size.

Also the concepts of data hiding and abstraction are closely related to encapsulation.
Data hiding prevents the access to an object’s data from the outside. This reduces
the amount of possible mistakes remarkably. Data abstraction is about making
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Figure 12. A category map of the functionality of Geant4. [2]
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the management of entities easier by hiding the details about an object’s contents
behind an interface so that the coder only has to know what data the object needs
to operate and what kind of data it produces. [83] [84] [85]

2.6.2 Geometry, materials, particles and tracks

The geometry of any solid body in Geant4 is defined as it’s own object, a solid.
Geant4 has classes for all the typical shapes such as rectangular boxes, circular
cylinders and cones. A solid may be defined in a number of ways depending on it’s
complexity. However, all solids are objects of classes that have been inherited from
a base class G4VSolid. For any solid a shape and dimensions are defined. [2]

A solid is used to define a logical volume. An object of the class G4LogicalVolume
takes a predefined solid as an argument and fills the defined volume with material
that it takes as another argument. A logical volume is abstraction which has no
physical placement. Instead an object of class G4PVPlacement is a physical volume
which comprises of a logical volume and position and direction data given to it as
arguments. [2]

In nature materials comprise of atoms of one or more elements. Elements on their
part comprise of different isotopes in a ratio defined by natural abundance. Respec-
tively in Geant4 an object of class G4Material “comprises” of objects of G4Element
which again has data of it’s own isotope ratios in terms of objects of G4Isotope class.

All particles in Geant4 are based on the G4ParticleDefinition class. Using inheri-
tance a set of virtual intermediate classes for leptons, bosons, mesons, baryons etc.
is derived from this base class. These virtual classes serve as base classes for concrete
particle classes such as G4Electron and G4Proton. Both categories Geometry and
Particle use data provided by the material category and together they define how a
particle propagates in a given medium in the track category.

2.6.3 Hits, digits and steps

A hit represents a physical interaction or an accumulation of interactions of a track
or tracks in a detector component that has been set sensitive. A digit is a user deter-
mined detector output that is created from hits and/or other digits. The quantities
of interest and the way to describe a sensitive detector change from application to
another. Thus the information held in hits and digits varies greatly. In general this
information can be

• the position and time of the step,

• the momentum and energy of the track,

• the energy deposition of the step,
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• geometrical information.

In Geant4 particles are moved in steps. The transportation of particles is treated
as a process similar to physics processes and is therefore handled by the processes
category. In contrast to considering particles self moving, this approach has been
chosen to improve the overall performance of the simulation which is critically de-
pendent on the CPU time spent on moving a particle by one step. The step length
is controlled by the simulated physics processes and a limit set by the user. The
tracking category steers the invocation of processes. [2]

The hit objects are constructed by a sensitive detector. G4VSensitiveDetector is
an abstract class which represents a detector. It uses the information gathered in
objects of G4Step class and objects of G4TouchableHistory class to construct one
or more objects of G4VHit class for each step with meaningful information in it.

G4TouchableHistory objects are constructed by the G4VReadoutGeometry base
class which also passes them to the sensitive detector. The sensitive detector does
not need the G4TouchableHistory objects to construct hits, but they can be used to
store more information to hits than can be extracted from G4Step objects alone.

2.6.4 Tracking

Classes of many different categories participate the tracking of a particle. A singleton
object of the class G4TrackingManager passes messages between the event, tracking
and track categories. A singleton object of the class G4SteppingManager passes
messages between categories that are related to particle propagation in matter, such
as geometry, processes and particle. It handles objects of class G4Track which rep-
resent particles. These objects hold external data regarding particles and specific to
each step such as current position, the identification of the geometrical volume where
the particle is etc. The dynamic and static data of the particle itself are held through
pointers to objects of classes G4DynamicParticle and G4ParticleDefinition respec-
tively. The state of the particle is stored in an object of class G4TrajectoryPoint at
the end of each step and these objects are aggregated by a G4Trajectory object to
form the trajectory of the particle. [2]

2.6.5 Physics processes

The physics processes in Geant4 have been divided into seven sub-categories. These
are electromagnetic, hadronic, transportation, decay, optical, photolepton_hadron
and parametrisation. The categories electromagnetic and hadronic are further di-
vided in to sub-categories of their own. Again, using the inheritance of C++ all
processes are derived from the base class G4VProcess. The design of physics pro-
cesses category is based on the ideas of transparency and continuous development
without affecting the previous code. [2][19]
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As already mentioned, each of the simulated physics processes proposes a step length.
The shortest of these is chosen to govern the step length of all processes in order
to preserve precision in a situation where the energy of a particle is changing along
a step. Depending on the real nature of the process that is being simulated, the
simulation model of the process is set to have one or more of the following char-
acteristic actions handled by the tracking category: at rest, along step and post
step. A particle at rest may for example go through radioactive decay. In this case
the proposed step is a time rather than a length. Along step -processes represent
“continuous” such as energy loss or secondary particle production. They take place
cumulatively along a step. Post step -processes represent processes like secondary
particle production by an interaction or decay. They are invoked at the end of each
step. [2]

An object which encapsulates the data and methods required for calculating total
cross-sections for a given process in a certain range of validity is referred to as an
cross-section data set. Each process includes a list of these data sets. The concrete
data set classes are derived from the abstract base class G4VCrossSectionDataSet.
This class includes declarations for methods that inquire whether a data set is ap-
plicable in the given conditions. The implementation depends on the conditions. It
may be a simple formula, a sophisticated parametrisation or evaluated data. The
calculation of the actual cross-section using the chosen data set is delegated to the
method GetCrossSection. [2]

The physics processes of a particle are managed by an object of G4ProcessManager
class. All the simulated processes have to be registered with it. The G4ProcessManager
object can be used to add new processes to the simulation as well as to activate and
inactivate them. For all Geant4 applications the application developer must define
the physics by deriving her/his own class from the base class G4UserPhysicsList
in which all the particles and processes of the simulation must be registered. The
desired physics processes can be added as single processes, Geant4’s own physics
libraries or as pre-packed physics lists designed for certain types of applications.

2.6.6 Events and runs

An event is the basic unit of Geant4 simulation. It holds the information regarding
a primary particle from being generated to losing all it’s kinetic energy or leaving
the simulation volume. More precisely the objects of class G4Event contain the
primary vertices and primary particles before processing the event. After processing
they hold the hits and digitizations generated and optionally the trajectories of the
simulated particles. It is these objects that are passed down the program chain for
further analysis. A run is a sequence of events.
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3 Methods

3.1 A Geant4 application for Varian Clinac 2100 C/D

3.1.1 Features of the application

This work is part of a larger project to develop a functioning simulation code for
Varian Clinac 2100 C/D accelerator for RADEF of JYU. The work documented here
continues on previous work of Lahti [1].

The Varian application source code is based on a readily written Geant4 example
called MedLinac2 by Claudio Andenna and Barbara Caccia. To save time and
effort in the code writing process this approach was chosen instead of writing the
simulation model from scratch. The decision was justified by the original authors’
documentation which stated: “The example is based on a typical structure of a
medical linear accelerator for Intensity Modulated Radiation Therapy (IMRT), such
as Varian Clinac 2100 accelerator”.

Varian Clinac 2100 C/D accelerator has several different operational modes for elec-
tron and photon beams of different energies. Acknowledging this, the approach
chosen for the development of the Varian application was to create a user-friendly
application that flexibly allows the development of additional features.

However, the Geant4 example MedLinac 2 on which the source code of Varian was
based on, was not developed with this approach. The example provided a linear
accelerator operating in 6 MeV photon mode and 3 optional phantoms. Because the
example provided only one operational mode, many features regarding the operation
of the accelerator were hard coded and were not designed to be changed. Thus a
significant part of the development work of the Varian application was to add the
required flexibility to the original source code to allow for moving and changing of
different accelerator parts to construct different operational modes. Visualizing any
changes made in real time was also considered a priority from the perspective of
usability.

In the previous phase of this project the 6 MeV photon mode accelerator was placed
inside a model of the accelerator chamber of RADEF. Also many user-friendly fea-
tures were added and the real time visualization of the modifications was imple-
mented. Though no new accelerator parts were created then, the possibility to
move, place and remove any mobile parts was also implemented. The reader should
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see [1] for a more detailed description of the previous steps of the development
process.

For this study, the parts and features necessary to simulate the operation of the
accelerator in 20 MeV electron mode were designed and implemented. Thanks to
the approach chosen in the beginning of this project and the ground work done
in the previous phase, implementing the additional features was now much more
convenient.

By the time of the publication of this thesis the Varian application has controls for

• moving the accelerator along all dimensions

• moving the chosen phantom along all diemensions

• moving the jaw collimators along a curved track defined by the isocenter dis-
tance

• placing and removing the mylar reticle

• placing and removing the 20 MeV dual scattering foils (electron mode)

• placing and removing an applicator for 10 cm× 10 cm square beam (electron
mode)

• placing and removing an applicator for 20 cm× 20 cm square beam (electron
mode)

• moving the collimator leaves along one axis (photon mode)

• placing and removing the target (photon mode)

• placing and removing the flattening filter (photon mode)

• rotating the accelerator in two different planes

• setting the isocenter distance value

• setting the mean energy of the primary particles

• setting the standard deviation of the energy of the primary particles

• setting the number of primary particles generated

• setting the number of identical primary particles generated

• setting the initial beam radius

• setting the size of the phase space plane (only on application start-up)

• setting the coordinates of the phase space plane (only on application start-up)

• switching between 3 phantoms: a water container, a silicon block and a small
silicon chip (only on application start-up)

• selecting the simulated physics processes
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• controlling all possible output files

• switching between visualization modes.

From now on, further development of other operational modes requires only im-
plementing the models for scattering foils, flattening filters, and targets of given
energies. New applicators can also be implemented for different beam shapes.

3.1.2 Modeling the electron beam

Largely based on the readily written code of the Geant4 example ML2, a class called
VarianPrimaryGenerationAction was written to control the production of primary
particles. Along the lines of the example, it provides the possibility to generate
primary particles randomly by utilizing the G4ParticleGun class and by using a
readily calculated phase space file with information about particle types, positions,
energies, momentum directions and types of the primary particles that produced
the particles hitting the plane. In this study, only the random particle source was
used.

With its own messenger class, commands can be passed to VarianPrimaryGenera-
tionAction. Using these commands, the incident beam was set to have a radius of
0.5 mm.

Information about the outgoing beam was collected with the phase space plane that
was placed on the surface of the phantom. Using the phase space data the energy
of the incident beam was calibrated. The energy of the beam was set so that the
fractional energy of outgoing electrons reached its maximum value at 20 MeV with
1% accuracy.

3.1.3 Modeling the accelerator head geometry

The parts of the accelerator head modeled in this study are shown in figure 11
and an OpenGL runtime visualization of the accelerator is shown in figure 13. The
choice of parts and their materials and shapes was based on information about
other simulation models of similar linear accelerators. A thorough tabulation of the
accelerator geometry including the positioning, shapes and sizes of individual parts
is given in appendix A. Detailed material information about the composition of the
compounds and elements is also provided.

Many of the required accelerator parts were defined readily in the Geant4 example
ML2. These were the primary collimator, exit window, ionization chamber, mirror
and jaw collimators. They were included to this simulation model as such.

The model of 20 MeV electron beam operational mode required the 6 MeV photon
flattening filter to be replaced by a 20 MeV dual scattering foil. The design process
of the foil is reported in detail in the next section. Also the target for converting
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an incident electron beam to a photon beam was removed along with the multi-leaf
collimator of the photon mode. New parts added to the simulation were a mylar
film reticle through which the outgoing beam exits the accelerator head structure
and 2 different external electron applicators for the production of square beams of
10 cm by 10 cm and 20 cm by 20 cm. Only the 10 cm by 10 cm applicator was used
in this study.

While the dimensions of the electron applicators were actually measured in detail,
the model of the mylar reticle was based on general knowledge about similar parts.
The source to surface distance (SSD) was set at 1.0 m and respectively the isocenter
of the accelerator was also set at 1.0 m. In the simulation model the isocenter value
defines the track along which the jaw-collimators move.

Figure 13. The head geometry of the Varian Clinac 2100 C/D accelerator,
external electron applicator plates and water phantom. This image is a snapshot
produced with OpenGL runtime visualization of Geant4.

3.1.4 Modeling the 20 MeV dual scattering foil

The most critical individual accelerator part in the simulation model is the scattering
foil structure. Its general principle of operation is explained in section 2.5.

The challenge regarding this study was that the detailed information about the
scattering foil was not publicly available and the manufacturer was unwilling to
provide it. Thus, the model of the 20 MeV dual scattering foil had to be based on
reference data found from literature.

On the basis of other similar studies the materials of the primary and secondary
scattering foils were chosen to be tantalum and aluminum. The shapes and relative
sizes of the foils were based on images of a seminar presentation by Brualla. [86, 87,
82]
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Guidelines for determining the detailed values for thickness, side lengths and disc
radii were obtained from Dhole et al. [82]. In their paper, they described a design
method for an optimized dual scattering foil structures and provided reference val-
ues for nominal electron energies 6 MeV, 12 MeV and 18 MeV. Unfortunately no
reference values for constructing a dual scattering foil of 20 MeV nominal energy
were provided.

Even though the guidelines found from literature for designing the scattering foil
were found very useful, the information gathered this way was too vague for cre-
ating an accurately functioning model of the dual scattering foil. Thus, further
fine tuning of the model was based on comparing the simulation results of the dose
profiles and depth dose curves along with electron energy distributions and photon
contamination percentages with the measurement results. In practice this procedure
required numerous test simulations, as the energy of the incident beam needed to
be re-calibrated for each different foil thickness.

It was tested, that most of the foil dimension values could be based on estimations
for required accuracy. The secondary foil width value for a 18 MeV electron beam
provided by Dhole et al. was tested to work for a 20 MeV as well. However the
thickness values of both foils needed to be based on more accurate reference data
since the thickness of the foils is directly proportional to the electron and photon
fractions of the beam and hence to the absorbed dose distributions in the phantom.

To acquire better reference values for the thickness of the foils, the thickness values
of the primary and secondary scattering foils provided by Dhole et al. were plotted
against the corresponding nominal energies 6 MeV, 12 MeV and 18 MeV. These
plots are presented in figure 14. Evidently, the thickness of the foils grows as a
function of energy but the small sampling of 3 data points was not enough to tell
exactly how.

A quadratic fit matched the 3 data points very accurately so at first a quadratic
function obtained this way was extrapolated to the 20 MeV nominal energy to give
a primary foil thickness of and a secondary foil thickness of. However, after the
initial beam energy was calibrated so that the outgoing electron energy distribution
spiked at 20 MeV, it was found that the bremsstrahlung contamination levels in the
dose depth distribution were too high. This indicated, that the chosen foil thickness
values were too large.

A linear fit to the energy-thickness-data matched the data points in a satisfactory
way. Thickness values obtained from linear extrapolation were 93% and 97% of the
primary and secondary foil thickness values obtained with quadratic extrapolation
respectively. The accuracy of simulation results was improved for thinner scattering
foils but some differences between the simulated and measured results remained.
These are discussed further in sections 4 and 5. Two images of the dual scattering
foil model used in this study are presented in figure 15.
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(a) Primary foil thickness as a function of nominal electron energy.
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(b) Secondary foil thickness as a function of nominal electron energy.

Figure 14. Plots of the reference data used to determine the thickness values
of the primary and secondary scattering foil models. Both quadratic and linear
extrapolations were tested in the simulation and based on the results the linearly
extrapolated values were chosen. The reference data was obtained from a study
by Dhole et al. [82].
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(a) Slightly tilted side view. (b) View inside the secondary foil.

Figure 15. Close-up views of the dual scattering foil model produced with
OpenGL runtime visualization of Geant4. The diameter of the widest part of
the structure is 9.0 cm.

3.1.5 Optimizing simulation time and accuracy

Modeling a complex physical process with a computer simulation is always about
balancing between accuracy and simulation time. Increased accuracy requires more
time. The calculations of this study were done with a Dell Latitude E7440 laptop
computer, with a Intel Core i7-4600 CPU 2.10 GHz x 4p processor. With this
hardware, results of satisfactory accuracy required a minimum simulation time of 2
days depending on the modeled setup.

The simulation time is proportional to the number of interaction events collected in
the phantom, which is set sensitive. This number grows with phantom size, cross-
sectional beam area and beam energy. This was one of the reasons why only 10 cm
by 10 cm beams were studied. The beam energy was fixed to the calibrated value
and could not be changed within the simulated set up, but reducing the phantom
size was a feasible option. Originally the phantom was a cube with a side length of
30 cm. Reducing the side length to 15 cm in Z-direction, was justified as the area
of interest in the dose depth curve was known to be less than 15 cm in depth. This
reduced the simulation time by 49%.

The dose on the phantom surface and the shape of the depth dose curve were in the
focus of this study. Getting realistic results about them required the invoking of a
low-energy physics list for increased accuracy below relativistic energies. Without
invoking these models, the surface dose values were consistently too high, making
any conclusions about them unreliable. A downside to this was that invoking the
low-energy physics list caused a 26% growth in the simulation time.

In Geant4 all particles are tracked up to zero energy by default. However, production
cuts may be set by the user to control the optimize the accuracy and simulation
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time. A production cut is a limit in energy below which a particle will not produce
secondary particles. Each particle type has a production cut value defined as a
length. This length is converted to energy in a given material. For optimized
performance, each physical entity was defined as its own region to which a specific
production cut was given. In the phantom this cut value was 10 µm which converted
to 14.09 keV for electrons and to 990 eV for photons (which is the lower limit of a
cut value in Geant4).

In the application also the surroundings of the accelerator were modeled for possible
radiation safety simulations. However, the radiation effects in the surroundings of
the accelerator were not in the focal point of this study. To minimize unnecessary
tracking of errant particles, the accelerator head and the phantom were surrounded
with particle killing planes that stop and terminate all particles hitting it.

3.2 Computational methods and calculations

3.2.1 Monte Carlo methods

Simulation methods that are based on using random numbers to repeatedly sam-
ple a known probability distribution are known as Monte Carlo methods [88]. In
case of Geant4 and other similar simulation programs the Monte Carlo methods
are used to model the interactions a particle goes through. This modeling is based
on an idea, that the cross-section of a particle can be presented as a combination
of two probability distributions. First for the distance traveled by the particle be-
tween interactions and second for the probability to produce a secondary particle
corresponding to the energy and cross-section of the primary particle. [20]

In sampling Geant4 utilizes a combination of composition and rejection methods
proven to be efficient [19]. Here these methods are outlined very briefly.

We wish to take a sample x ∈ [x1, x2] from the distribution f(x) and the normalized
probability density function can be written in the form

f(x) =
n∑
i=1

Nifi(x)gi(x), (63)

where Ni > 0, fi(x) are the normalized denisty functions on the interval [x1, x2]
and 0 ≤ gi(x) ≤ 1. Then according to the method the sample x is chosen by the
following steps.

1. A random integer i ∈ {1, 2, . . . , n} is chosen with a probability proportional
to Ni.

2. A value x0 is chosen from the sub distribution fi(x)
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3. The rejection function gi(x0) is calculated and x = x0 is accepted with a
probability of gi(x0).

4. If x0 is rejected, then the procedure restarts from step 1.

This sequence has been proven to work and it can be shown that the average number
of attempts required is

n∑
i=1

Ni.

[20] [88] [19]

In practice a good performance of this method requires the subdistributions fi(x) to
be easily sampled, the rejection functions gi(x) to be easily evaluated and the mean
number of tries to be sufficiently small.

3.2.2 Computation of interactions

Generally the computations related to any interaction include the following three
parts:

• calculation of the total cross-section for the interaction

• calculation of the mean free path

• sampling of the final state.

Because Geant4 has multiple computational models for a single interaction depend-
ing on what physics lists are invoked, the number of interactions is large and there
are several computations per interactions to discuss, the computational models are
not discussed individually here. A comprehensive documentation of the physics of
Geant4 is found in the Geant4 Physics Reference Manual [19].

Generally the cross-sections and mean free path are calculated according to the
cross-section data set associated with the physics process invoked to model a given
interaction. For charged particles and neutrons also the computation of energy loss
(continuous and discrete) is done.

The calculations involved in the final state sampling vary with each interaction.
E.g. for scattering processes the scattering angles are computed according to the
associated differential cross-section formula. For pair production and annihilation
the energies and momentums of the produced particles are computed. Respectively
all recoil momentums and secondary particle energies are computed for each process.

The complexity of each calculation depends on the interaction and the type of com-
putational model invoked.
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3.2.3 Energy loss and dose calculation

As described in section 2.3, a charged particle propagating through matter loses its
energy both continuously and discretely. Unlike charged particles which experience
the Coulomb forces of all atomic electrons and nuclei in the matter, photons lose
energy only through discrete processes.

In Geant4 the production threshold energy determines how the energy loss of a
charged particle is treated. Above the threshold, the energy loss is simulated by
the explicit production of secondary particles. Below the threshold the energy loss
is continuous. This means that below the threshold the energy lost in interactions
is simulated as continuous and the ejected secondary particles are considered “soft”
and never actually generated.

The calculation of the particle’s energy loss and the respectively deposited energy
is divided in two. First the mean energy loss and energy deposition are calculated.
Then the exact values are calculated by applying different types of energy loss fluc-
tuation models for different types of absorbers.

The mean energy loss of a particle in one step of the simulation is calculated as
follows. Let D(Z,E, T ) be the differential cross-section per atom for the ejection
of a secondary particle with kinetic energy T . E is the total energy of the incident
particle and Z is the atomic number of the material. By denoting the production
threshold as Tcut the mean rate of energy loss of a particle with energy T < Tcut can
be written as

dEsoft(E, Tcut)
dx

= nat ·
∫ Tcut

0
D(Z,E, T )T dT (64)

in which nat is the number of atoms per unit volume in the material. For more than
one process contributing to the energy loss of a a particle, the total continuous part
of the energy loss is the sum of equation 64 over these processes

dEtot
soft(E, Tcut)
dx

=
∑
i

dEsoft,i(E, Tcut)
dx

. (65)

The discrete part of the energy loss is determined by the total cross-section for the
ejection of a secondary particle of energy T ≥ Tcut, which is

σ(Z,E, Tcut) =
∫ Tmax

Tcut
D(Z,E, T ) dT (66)

where Tmax is the maximum energy that can be transfered to the secondary particle.
Based on this, the mean energy loss is calculated according to the computational
model of each process.

These values are pre-calculated and tabulated during the initialization phase of
Geant4. Based on the dE/dx table values, a range table is created in a manner
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similar to equations. These range values are further converted to an inverse range
table. These values are used to compute the particle’s continuous energy loss during
run time.

If the mean energy loss 〈∆T 〉 is less than an allowed limit ξT0, where ξ is the linear
loss limit parameter with default value ξ = 0.01 and T0 is the kinetic energy of the
particle, then the tabulated dE/dx values are used to calculate the mean energy
deposition according to

〈∆T 〉 = dE

dx
∆s (67)

where ∆s is the true step length. For larger fractions of energy lost, the mean loss
is computed as

〈∆T 〉 = T0 − fT (r0 −∆s) (68)

where r0 is the range in the beginning of the step, fT (r) is the associated inverse
range table value which gives the kinetic energy of the particle for a given range
value r.

The fluctuations in the energy loss are computed in one of the following ways de-
pending on the absorber thickness and thus, the step length.

1. If the mean energy loss and step length are in the range of validity of a Gaussian
approximation of the fluctuation, a Gaussian sampling is used to compute the
actual energy loss.

2. For smaller steps the energy loss is computed in the model under the assump-
tion that the step length and the relative energy loss are small so that it is
justified to assume that the cross-section can be considered constant along the
step.

In the former case the energy loss function approaches the Gaussian distribution
with Bohr’s variance:

Ω2 = 2πr2
emec

2Nel
Z2
h

β2 Tcs

(
1− β2

2

)
, (69)

where Nel is the electron density of the medium, Zh is the charge of the incident
particle in units of positron charge and Tc is the cut kinetic energy of δ-electrons,
and s is the step length.

In the latter case it is assumed that an atom has only 2 energy states E1 and E2.
Then, a particle-atom interaction can result in an energy loss of E1 or E2 due to
atomic excitation. Ionization energy loss is distributed along a function

g(E) = E0Tup

(Tup − E0)E2 , (70)
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where E0 is the ionization energy of the atom and Tup is the production threshold
for delta ray production. The numbers of different level excitations n1 and n2 as
well as the number of ionizations n3 follow the Poisson distribution and are sampled
from it.

The choice of parameter values for determining the excitation and ionization cross-
sections in this model is somewhat arbitrary, but they have been chosen to satisfy
several conditions from theoretical knowledge and experimental data.

With this method good values for most probable energy loss in thin layers is ob-
tained, but in most cases the width of the energy loss distribution becomes too
small. This is why a width correction algorithm is used to rescale E1, E2, n1, and
n2 so that mean energy loss remains the same, but also the FWHM value of the
distribution becomes realistic. With the width-corrected values the energy loss from
atomic excitations ∆Eexc is

∆Eexc = n1E1 + n2E2. (71)

The ionization energy loss is obtained from the distribution g(E) with the inverse
transformation method the following way:

u = F (E) =
∫ E

E0
g(x) dx (72)

⇔ E = F−1(u) = E0

1− uTup−E0
Tup

, (73)

in which u is a uniformly distributed random number ∈ [0, 1]. The energy loss due
to ionization ∆Eion then becomes

∆Eion =
n3∑
j=1

E0

1− uj Tup−E0
Tup

. (74)

Finally, for small steps the total energy loss in one step is
∆E = ∆Eexc + ∆Eion, (75)

and the fluctuations in the energy loss come from the fluctuations in the number of
collisions ni and from the sampling of the ionization loss.

The energy deposited to a an arbitrary volume dV is equal to the total energy loss
occurring in that volume. The absorbed doseD, measured in units of 1 Gy = 1 J/kg,
is equal to the energy deposited to a volume divided by the mass in that volume.
In the application Varian, the energy deposition values calculated by Geant4 are
invoked for the dose calculation which uses information about the phantom material
and voxel division determined by the user. This way the absorbed dose in different
parts of the phantom is calculated with a desired density.

Majority of the information in this chapter is taken from the Physics Reference
Manual of Geant4 [19]. The reader should see it for greater details about this and
other related methods.
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3.2.4 Simulation output

For this study, the Varian application was set to produce 2 output files. One for
the dose calculations in the selected phantom and one for information about the
particles hitting the phantom surface in the central area of the beam.

The output file for dose calculations contains the data about the voxel positioning
and sizing as well as the absorbed dose values and square dose values for each voxel.
Also the number of events per voxel is provided.

The second output file is generated with the use of the phase space plane that was
set to have an area of 2.4 cm by 2.4 cm. The plane was placed in the middle of
the phantom surface, perpendicular to the beam direction. The output file contains
the data about the particles’ positions, momentums, and particle type. Also the
type and number of the primary particle that generated the particle in question are
provided.

3.2.5 Data analysis

For data analysis a comprehensive Matlab script was written. Important informa-
tion, such as dose profiles in the phantom along different dimensions and particle
energy distributions were extracted. This section is a brief compilation of the meth-
ods used to calculate the main results of this study using the data of the simulation
output files.

Three different plots of the surface dose of the phantom were created. Cross-sectional
scatter plots in x- and y-directions were created by plotting the absorbed dose values
for the voxels on the phantom surface with central y- and x- coordinate values
respectively. Also a 3D color map of the whole surface distribution was created
to visualize the symmetry and uniformity of the dose distribution throughout the
phantom surface.

The dose distribution in the phantom was also visualized along the z-axis to create
a depth profile of the absorbed dose along the center of the x-y-plane.

The dose values in the output file are the accumulated over the events that take
place in each voxel during the simulation (in this context an event refers to any
interaction that results in an energy deposition in the phantom). The uncertainty
related to each dose value can be deduced the following way.

First the mean dose per event in a voxel is defined as

d̄ =
N∑
i=1

di
N
, (76)

where di is the dose deposition related to event number i and N is the total number
of events in a voxel.
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The sample variance σ2 which is an estimate of the true variance of individual dose
depositions over an infinite number of events is computed as

σ2 =
N∑
i=1

(di − d̄i)2

N
(77)

= 1
N

N∑
i=1

(d2
i − 2did̄i + d̄i

2) (78)

= 1
N

N∑
i=1

(d2
i )− 2d̄i

(
1
N

N∑
i=1

(di)
)

+ d̄i
2 (79)

= 1
N

N∑
i=1

(d2
i )− d̄i

2 (80)

= 1
N

N∑
i=1

(d2
i )−

(
1
N

N∑
i=1

di

)2

(81)

= 1
N

 N∑
i=1

(d2
i )−

1
N

(
N∑
i=1

di

)2 . (82)

The expected value of a sample variance defined this way is biased with a factor
(N − 1)/N . Applying Bessel’s correction yields the unbiased sample variance s2

s2 = N

N − 1σ
2 (83)

= 1
N − 1

 N∑
i=1

(d2
i )−

1
N

(
N∑
i=1

di

)2 (84)

The associated standard deviation is the value interval in which the dose deposition
of the next event will belong to with a probability of 68%. The standard deviation
s is

s =
√
s2 (85)

=

√√√√√ 1
N − 1

 N∑
i=1

(d2
i )−

1
N

(
N∑
i=1

di

)2. (86)

The standard error ∆di of the mean dose deposition per event then is

∆d = s√
N

(87)

=

√
1

N−1

[∑N
i=1(d2

i )− 1
N

(∑N
i=1 di

)2
]

√
N

, (88)
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and finally the uncertainty related to the total dose deposition per voxel over N
events is computed as the cumulative standard error

∆D = N∆d (89)

= N

√
1

N−1

[∑N
i=1(d2

i )− 1
N

(∑N
i=1 di

)2
]

√
N

(90)

=

√√√√√ N

N − 1

 N∑
i=1

(d2
i )−

1
N

(
N∑
i=1

di

)2. (91)

With the cumulative dose values ∑N
i=1 di, cumulative square dose values ∑N

i=1(d2
i )

and number of events per voxel N computed automatically to the dose output file,
the error bars to all 2D dose plots were computed according to equation 91.

The output file containing particle data was used to compute the number of particles
coming out of the accelerator head with different energies. The spacing in energy
was 0.25 MeV. These plots were done for electrons and photons separately.

With the same spacing in energy, the contributions of different energy particles to
the total energy of the beam were also plotted for electrons and photons separately.

When computing derivative results based on computation results with inherent un-
certainties, the error propagation law was used. The error δq of variable q which is
a function of variables xi with inherent uncertainties δxi is estimated according to

δq =

√√√√∑
i

(
dq

dxi
δxi

)2

. (92)
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4 Results

4.1 Validation of application Varian

In general the validation of a computational model of any physical phenomenon
requires for the computed results to be compared with measurements. For a com-
putational model to be valid, the results it produces must meet the measurement
results with a given degree of accuracy. In many cases official standards for valida-
tion of computational models exist. They are often used to supervise the reliability
of commercial software.

Commercially it is important to set fixed standards a product can be measured
against. But more importantly for purposes of research and development, validat-
ing a computational model will provide information about the strengths and weak-
nesses of a computational model defining its range of validity, and the applicability
of different algorithms and components. This gives important insight for further
development work.

The application of this study was not measured against any existing standards, but
thorough comparison of computed and measured results was done to identify the
level of accuracy and precision of the produced results and to assess their reliability
for future simulations.

All the figures related to the validation of application Varian are presented in ap-
pendix B. When comparing the computed results with the measurement in dosime-
try, a common approach is to compare relative dose values, so that both the mea-
sured and the computed values are normalized to unity. This is because simulating
a realistic number of particles on a computer is highly inefficient. The form of a dose
profile curve is independent of the number of particles as long as there are enough
particles for significant statistics.
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4.1.1 Electron and photon energy spectra

In figure 16 the energy spectrum of electrons in the central region of the beam is
presented. The number of electrons passing through a 2.4 cm times 2.4 cm plane
on the phantom surface was tracked, the electron fluence was calculated in units
of 1 cm−2 and a normalized plot of the results was created to analyze the electron
energy distribution. Backscattered particles were filtered from the data. This data
visualization was used to set the energy of the incident beam so that the energy of
the outgoing particles matches the nominal operation energy.

The spectrum has an expected shape, with a sharp peak at the nominal energy
20 MeV. However, there are minor anomalies. In energies above 20 MeV the spec-
trum behaves as expected as the normalized electron fluence quickly decreases to 0%
for electron energies above 22 MeV. Below 20 MeV the shape of the spectrum is of
the expected kind, but the tail of the 20 MeV peak falls down too gradually. Against
expectations, the normalized electron fluence doesn’t decrease to zero at any point
of the spectrum on the left side of the peak. Another unexpected observation is the
increase in fluence for the lowest energy electrons below 1 MeV.

To further estimate the effect of the excessive amount of lower energy electrons on
the beam, figure 17 shows the fraction of total kinetic energy delivered by electrons
of different energies. The amount of total energy delivered by electrons from 18 MeV
to 22 MeV amounts for 54.05%, while electrons below 18 MeV amount for 19.08%
of the total energy. While the fluence of lower energy electrons is small, their
cumulative effect through out the lower part of the spectrum causes a significant
contamination to the beam in this simulation model. The energy spectrum is highly
dependent on the scattering foil model. Figure 18 is taken from the work of Dhole
et. al [82] and it shows that an optimized model of the dual scattering foil could
produce a much smaller fraction of low-energy electrons than seen in figure 16.

Figure 19 shows the energy spectrum of photons in a similar manner than figure
16 for electrons. The spectrum is a continuous curve with a peak around 500 keV
which decreases quickly as a function of photon energy.

Figure 20 illustrates that the spectrum of photon contribution to the beam energy is
shifted to the low energy photons, but photons of all energies up to the incident beam
energy contribute significantly. This continuous spectrum is of the expected shape,
but the total amount of photons is higher than expected. The energy delivered by
photons to the phantom surface accounts for 26.39% of total energy of the beam,
while a fraction less than 20% could be expected. This too is highly dependent on
the scattering foil model used.

The remaining 0.48% of the total beam energy is delivered by other particles, mainly
positrons.
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4.1.2 Surface dose profiles

In figure 21 a 3D color map of the surface dose distribution through out the water
phantom surface is presented. This was done to assess the shape and uniformity of
the surface dose distribution. As expected, the dose distribution is rather uniform
with a geometrical cross-section of 10 cm by 10 cm square.

More detailed view of the side profiles of the surface dose distribution is given in
figures 22 and 23 which show surface distribution cross-sectional side profiles in x
and y directions respectively. Both profiles have an expected shape with maximum
values around the center of the profile and minimum values on near the edges.

Figure 24, is a compilation of dose profile measurements done with Varian Clinac
2100 C/D. The measurement setup was otherwise similar to the simulated setup,
except that the measured beam size was 20 cm times 20 cm and the absolute dose
was 0.2 Gy while the simulated beam size was 10 cm times 10 cm and the absolute
dose was 8.8 µGy.

Figures 21, 22 and 23 and the related variables have all been normalized to the mean
dose of each profile. Variables that describe the profiles numerically are tabulated
and compared in tables 3 and 4. The variable “deviation” is the standard deviation
computed from the high plateau of the profile. In both directions the computed
overall deviation is satisfactory compared to the measured deviation. However, by
comparing figures 22 and 23 with figure 24 it can be seen, that the measured profile
curve is smooth and continuous while the computed scatter plots are not. In the
computed results, the dose values of neighboring voxels differ in many cases more
than the uncertainties of individual dose values.

Characteristically to Monte Carlo simulations, the precision of the results improves
with sample size. The deviation of the profile curve was observed to decrease with
increasing the number of incident electrons generated. The precision of these results
is a compromise between simulation time and accuracy to meet the priorities of this
project.

With different computational sequences the maximum individual deviations from
the mean also varied. An example of this can be seen by comparing variables Dmin
and Dmax for x- and y-directional profiles. For the chosen sequence, the maximum
deviation in the x-direction is almost twice as large than in the y-direction even
though the standard deviation is approximately the same for both directions. On the

Table 3. The surface dose profile in x direction

Computed Measured Difference
Deviation 3.64% 1.38% 2.26%
Dmin 93.92% 98.63% 4.71%
Dmax 112.60% 100.01% 12.59%
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Table 4. The surface dose profile in y direction

Computed Measured Difference
Deviation 3.47% 2.29% 1.18%
Dmin 93.14% 97.73% 4.59%
Dmax 106.66% 100.02% 6.64%

other hand, excluding the few anomalies, the x-directional profile is more consistent
than the y-directional profile, with smaller differences in dose between neighboring
voxels. Based on the many test simulations performed with different numbers of
generated incident electrons, the deviation, the consistency and the symmetry of the
profiles can be expected to improve in precision with increasing number of incident
electrons.

The statistical accuracy in the measured curve is higher than that of the computed
curve mainly because the number of incident particles is several orders of magnitude
higher. In addition to this, the data points of the measured curve were gathered
from 125 mm3 cavities of the PTW OCTAVIUS 729 detector, while the volume of
the voxels in the computation was only 27 mm3. Thus each measured data point
was averaged over a 4.63 times larger volume.

4.1.3 Depth dose curve

Figure 25 is the computed percentage depth dose (PDD) curve. It illustrates the
dose distribution along increasing depth in the water phantom with z = 0 mm at
the phantom surface. The data was plotted from the voxels at the center of the x-y-
plane. Again, the curve has an expected shape with a few anomalies that correspond
to the anomalies in the electron and photon energy spectra in figures 16, 17, 19 and
20.

Figure 26 shows the measured PDD curve in water for a 20 MeV electron beam
from Varian Clinac 2100 C/D. The depths of maximum dose and relative doses of
90%, 80%, 50% and 30% are highlighted in the figure. To better understand the
computed PDD curve of figure 25, the shape of the measured PDD curve of figure
26, which is the expected result, is first analyzed. For comparison also the measured
PDD curves for 12 MeV and 6 MeV electron beams are provided in figures 27 and
28.

In the measured 20 MeV PDD curve the surface dose is 95% of the relative maximum.
This is a typical result for a 20 MeV electron beam. The reason the maximum dose
deposition occurs a few centimeters below the surface is to a minor degree due to the
build-up of knock-on electrons and to a larger degree due to the increasing obliquity
of electron tracks. The region of the curve before the maximum dose is known as
the build-up region. For lower energy beams such as 6 MeV and 12 MeV the surface
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dose is even smaller, only 78% and 89% respectively. Lower energy electrons are
more likely to be deflected from their tracks in interactions and thus lower energy
beams have a greater build-up effect.

When the high energy electrons of the beam enter the water, the electromagnetic
cascade starts and the number of free electrons capable of further ionization starts
to increase. The dose deposition at a given depth is proportional to the number
of electrons passing through it. The number of free electrons reaches its maximum
value at a depth where the incident electrons have freed as many electrons as they
can before losing all their kinetic energy. After this depth, the number of free
electrons starts to decrease as more and more electrons lose their kinetic energy
and the number of electrons that scatter away from the central region of the beam
exceeds the number of electrons that scatter into that region.

However the depth of maximum deposited dose is dependent on more than just the
number of free electrons. The obliquity of electron tracks increases with depth as
the electrons go through more and more scattering events. The larger the x- and
y-components of an electron’s velocity are, the more energy it will deposit per unit
length in depth (z-direction). Due to the increasing obliquity of the electron tracks
the electron fluence through a 3 dimensional volume reaches its maximum value at
the depth where the number of electrons passing through the volume in any direction
is the highest. This is the depth of maximum deposited dose.

After this depth, the ever increasing obliquity of electron tracks results in more and
more electrons leaving the beam. As the fraction of dispersed electrons grows with
increasing depth, the deposited dose starts to fall.

The depth at which electron fluence through a given volume reaches its maximum
value increases with beam energy. Due to this the depth of the maximum dose
deposition increases as well, but only to a limit. This increase can be seen by
comparing the depths of maximum dose in figures 27 and 28. The higher the electron
beam energy is, the longer and flatter the beginning of the depth dose curve becomes
as shown in figure 26. This is because high energy electrons penetrate deeper into
the water with little deflections in their tracks, depositing a more or less constant
amount of energy per unit length in depth.

An effect which shifts the depth of the maximum dose closer to the phantom surface
for high energy electron beams, is the photon contamination from the bremsstrahlung
forming in the accelerator as well as in the phantom. The higher the electron energy
is, the higher its fractional energy loss due to bremsstrahlung is. Also the scattering
foil structure used to broaden and flatten the beam in the accelerator has to be
thicker for higher energies leading to higher amounts of bremsstrahlung forming in
the accelerator head. This is why the depth of maximum dose clearly less for the
20 MeV beam in figure 26 than for the 12 MeV in figure 27.

A large portion of the bremsstrahlung contamination consists of lower energy pho-
tons, thus the dose deposition due to photons achieves its maximum value in a
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shallower depth than the dose deposition due to electrons. With the depth dose
curve due to electrons having a flat shape, the photon contribution shifts the maxi-
mum value of the curve closer to the phantom surface.

After the depth of maximum dose deposition in the PDD curve, the deposited dose
starts to decrease. This area of the curve is known as the fall-off region. The
deposited dose decreases with increasing depth as more and more electrons in the
beam lose their energy and stop and the remaining beam energy is dispersed over
a wider and wider area. The measurement shows that the 20 MeV electron beam
loses 95% of its energy by the depth of 12 cm. By this depth, most electrons in the
beam have lost their kinetic energy or have scattered away from the central region of
the beam. The rapidness of the dose fall-off increases with decreasing beam energy
(in the MeV scale). For a 20 MeV beam the fall-off is much more gradual than for
the 12 MeV and 6 MeV beams which lose 95% of their of their energy by 6.2 cm
and 3.0 cm depths respectively. This is because on average a higher energy electron
must go under more interactions to lose its energy or to be likely deflected from the
beam. In a homogeneous medium, a higher number of interactions requires a longer
range.

After the fall-off region the dose deposition per unit length in depth stabilizes to
a very slowly decreasing slope that can be considered constant in the range of the
phantom. This portion of the PDD curve is called the bremsstrahlung tail, and it
is due to the photon contamination of the beam. The height of the bremsstrahlung
tail, just like the total portion of photons in the beam, gets larger for higher energy
electron beams. For a 20 MeV beam the hight of the tail should be just under 5% of
the maximum dose, as it is in figure 26. For the 12 MeV beam the relative hight is
less than half of that for the 20 MeV beam, and for the 6 MeV beam the tail hight
is less than 1% of the maximum dose.

With a general understanding of the expected PDD curve and knowledge about the
energy spectra of the particles in the beam, it is easier to analyze the computed
result of figure 25. An evident difference between the computed curve of figure 25
and the measured curve of figure 26 is that the computed surface dose is significantly
higher than expected. As mentioned, for a nominal energy as high as 20 MeV, the
surface dose is close to the maximum dose deposition, but the measurement shows
that there ought to be at least a 5% difference. This result is due to the excessive
amount of low-energy electrons and photons produced in the simulation model. The
data of figures 16, 17, 19 and 20 revealed, that the energy delivered by low-energy
electrons and photons was unexpectedly high. This accounts for the 5% rise in the
surface dose.

The expected hight of the bremsstrahlung tail was under 5%, but the computed
result was as high as 6.81%. The tail hight was computed by averaging the dose
deposition values from depth 11.4 cm to 15.0 cm. This result first revealed that the
photon contamination levels produced by the computational model are too high.
This observation was backed up by the photon spectra discussed in section 4.1.1,
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and the estimations of the desired photon levels were based on this result.

To assess the shape of the computed PDD curve, the depths of maximum dose and
relative doses of 90%, 80%, 50% and 30% for both computed and measured PDD
curves were tabulated in table 5. The dose deposition was computed for cubic voxels
with a side length of 3 mm, due to which there’s an 1.5 mm uncertainty related to
each computed depth value.

Instead of a one well-defined maximum, the computed PDD curve fluctuates steadily
about the maximum value. This results in 4 local maxima before the fall-off region
each with a dose over 99% of the global maximum which is located at 3.45 cm. The
maximum occurring on the surface of the phantom is explained by the excess low-
energy electrons and photons produced in the simulation. The latter three maxima
are less separated from their neighboring data points and may be explained to a
certain degree by statistical uncertainty due to sample size, but the anomalies of the
electron energy spectrum present theirselves in this result as well.

As discussed in section 4.1.1, the peak at 20 MeV in figure 16 rises too gradually
from the low-energy side of the spectrum, and there is an excess of electrons all the
way from a few MeV up to 18 MeV. The contamination effect of these electrons
is significant. Based on how the maximum dose depth shifts with electron energy,
there is reason to suspect that these electrons cause the PDD curve to fluctuate
about the maximum dose all the way to 3.5 cm depth. Mutually an excess in the
number of electrons of unwanted energies means a deficit in the number of electrons
of desired energies. With a less distinct peak in the energy spectrum of the electrons,
subtle characteristics of the PDD curve such as the well-defined maximum value are
suppressed by the effects of the lower energy background radiation.

The relative dose values in the fall-off region show a trend that is analogous with
previous observations. The differences between the computed and measured values
are of the order of a few millimeters and overall the agreement between computed
and measured PDD curves is satisfactory. The minor deviations correspond to the
anomalies in the energy spectra of figures 16, 17, 19 and 20. The computed values of
R90, R80, R50 and R30 are all smaller or equal to the measured values, within their
uncertainties. Because of the excess in the lower energy electrons and deficit in the
∼ 20 MeV electrons, the average range of the electrons becomes shorter.

Table 5. Computed and measured PDD values

Computed Measured Difference
Rmax 0.15 cm / 1.05 cm / 1.95 cm / 3.45 cm 1.58 cm
R90 4.95 cm 5.48 cm −0.53 cm
R80 6.15 cm 6.52 cm −0.37 cm
R50 7.95 cm 8.10 cm −0.15 cm
R30 8.55 cm 8.92 cm −0.37 cm
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4.2 Depth dose analysis in water and silicon phantoms

To gain further understanding about the PDD curves in water and to make pre-
dictions about the dose deposition occurring in irradiation experiments of electric
circuits, an in-depth analysis of the depth dose distribution was done for water and
silicon phantoms. Figures related to this analysis are given in appendix C.

Figure 29 shows the computed PDD curve of figure 25 with approximated fractions
of electron-induced and photon-induced dose. The approximation of the dose com-
position was done by running the simulation with the same computational sequence
2 times. A particle filtering phase space plane was placed on top of the phantom.
During the first run, all photons incident on the phantom surface were filtered out
of the beam and during the second run all electrons and positrons incident on the
phantom surface were filtered out.

The two PDD curves produced this way do not represent the actual electron- and
photon-induced fractions of the total dose. The mutual effect of these fractions on
the PDD curve could not be included in this approach. Secondly, both beams were
separately fired to a phantom in an electronic equilibrium state. This is why both
beams deposited an absolute dose significantly higher than the actual electron- and
photon-induced fractions of the dose.

For this analysis, the sum of the electron- and photon-induced depth dose was
calculated and normalized to unity in the manner of figure 25. In figure 29 the blue
scatter plot is the original computed PDD curve. The overlapping cyan scatter plot is
the normalized sum curve of the separately generated electron- and photon-induced
dose. The figures overlap to a large degree with the most significant yet small
differences occurring in the beginning of the fall-off region. This good agreement
gives reason to think that even though the absolute doses deposited by the filtered
electron and photon beams were too high, the shapes of the curves are similar to
their relative fractions in the PDD curve.

In figure 29 the red scatter plot is the approximated electron-induced fraction of the
dose generated by normalizing the electron-induced PDD curve to the maximum
value of the sum curve. The green scatter plot is the approximated photon-induced
fraction of the dose generated in a respective manner. As expected, the slope in the
fall-off region is mainly due to the fall in the electron-induced dose, while photon
induced dose drops less and leaves a higher bremsstrahlung tail.

The curves for the electron- and photon-induced fractions of dose confirm, that the
unexpectedly high surface dose in the PDD curve is due to low-energy electrons and
photons. Of these, the electron contamination is more significant.

It is also worth noting, that after the phantom surface the electron-induced dose
remains very flat, with no significant maximum at any depth. This backs up the
previous conclusion that the lower energy contamination around the 20 MeV peak
in the electron energy spectrum of figure 16 causes the expected maximum of the
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PDD curve to be covered by the background dose.

The curve for the photon-induced dose is also flat before the fall-off region except for
a very temperate maximum at 1.95 cm which seems to contribute to the maximum
visible at the same depth in the actual PDD curve. However, the expected depth of
the photon-induced maximum is smaller as it should shift the maximum of the total
PDD curve towards the phantom surface. The measured maximum of the PDD curve
occurred at 1.58 cm. If this computed maximum is not due to statistical fluctuation
the result suggests, that the photon energy spectrum should be more heavily shifted
to lower energies. However the shape of the photon energy spectrum is dependent
on the shape of the electron energy spectrum that has verifiable anomalies. There
is reason to think, that improvements in the electron spectra will directly translate
to photon spectra as well.

The data of figures 17 and 20 reveals that electrons and positrons deliver 73.61%
of the beam energy incident on the phantom surface while photons make up for
26.39%. Despite this, summing over the electron-induced and photon-induced dose
data of figure 29 shows that only 62.09% of the dose in depth direction is due to the
electrons incident on the phantom surface while photons make up for 37.91%. This
difference can only be explained by the dispersion of electrons from the beam center
in the phantom. It shows that the effect of the photon contamination in the beam
is magnified when the energy is absorbed in matter. This underscores the need to
minimize the photon contamination of the beam.

Figure 30 has the same data plotted for a silicon phantom, than figure 29 has for
water. The silicon phantom’s volume and shape were equal to those of the water
phantom.

The shape of the actual computed PDD curve is more of the expected type than the
one for water. This is due to several reasons. The penetration ranges of electrons
of given energy in silicon are a lot shorter than in water. E.g. in water a 5 cm
average penetration range requires electrons to have kinetic energy of 10.98 MeV.
In silicon the respective value is 22.69 MeV. This results in fewer unwanted low-
energy electrons affecting the shape of the PDD curve. Also the absolute deviation
of ranges is reduced resulting in more events per voxel. This causes the statistical
accuracy of data points to improve. The shorter ranges are naturally due to higher
atomic number and density of silicon.

Also the surface dose is close to expected with a relative value of 92.53%. Phase
space data-analysis showed, that the effect of low-energy electrons and photons on
the surface dose was reduced due to increased back scattering.

Again a good agreement is found between the actual computed PDD curve, and
the normalized sum curve of the separately computed electron-induced and photon-
induced dose. Thus the normalized curves of the separately calculated electron-
induced and photon-induced doses can be considered as valid approximations of the
actual dose composition. The most significant yet small differences between the
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curves occurs near the phantom surface.

Both the electron-induced fraction of dose and the actual PDD curve reach their
maximum at the depth of 1.05 cm. The measured depth of maximum dose deposition
in water was 1.58 cm. As expected, the depth of maximum dose for silicon is less
than for water. However, based on the previous observations about the energy
distribution and composition of the beam as well as the measured and computed
PDD curves in water, there is reason to think that the actual depth of maximum
dose in silicon is located a little deeper.

Comparing the measured and computed relative dose depth values in table 5 shows
that in water the mean difference in depth values along the curves is (3.6± 0.8) mm
with the standard error of the mean included. Regarding the difference in range-
energy relationship of water and silicon as the ratio 10.98/22.69, the depth of max-
imum dose deposit in silicon can be approximated to take place (1.7± 0.4) mm
deeper. Applying the error propagation law to account for the computed uncer-
tainty of 0.4 mm and the inherent uncertainty of 1.5 mm, the corrected depth of
maximum dose deposition becomes (1.2± 0.2) cm.

Table 6 presents the computed results for the R90, R80, R50 and R30 values in silicon
along with the values corrected in the way presented above. The corrected values
can be considered reliable within the deduced uncertainties.

4.3 The ratio of absorbed dose and incident electrons

To estimate the ratio of the absorbed dose and the number of 20 MeV electrons
incident on the phantom surface, the maximum depth dose in each phantom was
divided by the number of 18 to 22 MeV electrons incident on an area of 1 cm2 in
the central region of the beam at the phantom surface.

The results were 2.87 · 10−10 Gy cm2/electron for water and 2.77 · 10−10 Gy cm2/electron
for silicon. For instance, this means that the deposition of a 10 Gy maximum dose
requires a fluence of 3.48 · 1010 electrons/cm2 in water and 3.61 · 1010 electrons/cm2

in silicon.

A reference value was obtained from the electron stopping power data of National

Table 6. Computed and corrected PDD values in silicon

Computed Corrected
Rmax 1.05± 0.15 cm 1.2± 0.2 cm
R90 2.55± 0.15 cm 2.7± 0.2 cm
R80 2.85± 0.15 cm 3.0± 0.2 cm
R50 3.45± 0.15 cm 3.6± 0.2 cm
R30 3.75± 0.15 cm 3.9± 0.2 cm



81

Institute of Standards and Technology (NIST) [89]. The NIST data value for the
collision stopping power of 20 MeV electrons in water was 2.046 MeV cm2/g electron
which is equal to 3.278 · 10−10 Gy cm2/electron. This value can be used to estimate
the electron fluence required to deposit a given dose. The estimation is done with
the help of the measured PDD curve the following way.

A maximum dose deposition of 10 Gy is to be generated in a water phantom with a
20 MeV electron beam. The required electron fluence is to be estimated. The dose
deposition of the electrons changes as a function of electron energy. This is why
it is difficult to estimate the electron fluence required to produce a dose of 10 Gy
at the depth of maximum dose deposition where the beam energy has reduced.
However based on the measured PDD curve of figure 26 it is known, that in water a
20 MeV electron beam deposits 95% of its maximum value to the phantom surface.
At the very surface of the phantom the beam energy is approximately equal to the
nominal energy of 20 MeV. Thus the stopping power of 20 MeV electrons can be
used to calculate the electron fluence required to deposit a surface dose equal to
95% fraction of the desired maximum dose of 10 Gy

0.95 · 10.00 Gy
3.278 · 10−10 Gy cm2/electron = 2.898 · 1010 electrons/cm2.

The computed value 3.48 · 1010 electrons/cm2 is in good agreement with the reference
value 2.898 · 1010 electrons/cm2. This reference value corresponds to an ideal case of
a pure monoenergetic unidirectional 20 MeV electron beam. Thus the expected value
of electron fluence to deposit a given dose in practice is higher than the theoretical
reference value.

No quantitative error analysis was conducted to refine the computed electron fluence
and stopping power values as their order of magnitude can be considered valid under
the accuracy of the computations done in this study. Based on analysis of figures
16 and 17 it is known that the fluence of 18 to 22 MeV electrons in the simulation
was lower than expected. However the maximum dose value is proportional to this
fluence, so the ratio of absorbed dose and high-energy electron fluence is expected
to change only a little as the accelerator model is further refined.

The values calculated here can be considered as approximative reference values until
further development steps are taken to improve the accuracy of the model used.
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5 Conclusions

Regarding the validation of the simulation program created in this study, it can
generally be stated that all obtained results were close to expected. Equally impor-
tantly, the subtle anomalies found in the results were consistent with each other.
This is why there is no reason associate any of them with possible shortcomings in
the computational models of Geant4.

Throughout different phases of this study, the performance of Geant4 was evaluated.
It was verified that Geant4 has the capability to accurately reproduce and predict
measured results of electron and photon interactions with matter at energies of
∼ 20 MeV and below. On the contrary it was also verified that despite the optimized
performance of Geant4, high precision results require a great deal of computational
power. With a processor unit of an average laptop at hand, compromises between
simulation time and accuracy were necessary.

All dose deposition profiles were of the expected shape. The surface dose side profiles
of figures 21, 22 and 23 indicated that the intensity distribution of the computed
beam is uniform, and the precision of these results improved with growing sample
size throughout the test calculations done in study. The consistency of the surface
dose profiles is a good indicator of the statistical uncertainty related to the sample
size of each simulation.

The anomalies in the depth dose profile of figure 25 were the hight of the surface
dose, the lack of one well defined maximum value, the small shifting of the curve
towards the phantom surface and the height of the bremsstrahlung tail. The first
three of these could clearly be attributed to the anomalies in the electron energy
spectrum of figure 16 and the fourth to the excess of gamma rays in the beam.

The unexpected 5% rise in the surface dose was due to the excess of low-energy
electrons which deposit all their energy in the first 3 mm below the phantom surface.
The lack of a well defined maximum was due to the gradual rise of energy in the
electron energy spectrum. Due to it there was an excessive amount of electrons of
all energies all the way up to 18 MeV. Their presence in the beam caused the area
of the maximum dose in the PDD curve to spread out over a longer depth. The
expected maximum is so subtle, that also statistical uncertainties became significant
in this area of the PDD curve.

Having an excess of photons and low-energy electrons in the beam consequently
reduced the fraction of high-energy electrons. This is why the whole computed depth
curve was slightly shifted towards the phantom surface. With a higher fraction of
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the beam energy attributed to high-energy electrons, the average range of a particle
in the beam also increases. The height of the bremsstrahlung tail was verified to be
an effect of excess gamma rays by analyzing the data of figures 19 and 20 as well as
figure 29.

Many of the conclusions made about the PDD curve in water were also verified by
the dose composition analysis of figure 29. Most importantly it was found that the
effects of excess low-energy electrons and photons in the beam are amplified in the
absorbed dose. The fraction of electron-induced dose in the water phantom was
found to be 11.52% less than the electron energy fraction of the beam. The high-
energy electrons are more likely to disperse from the beam before depositing their
energy into the phantom. This adds to why the right electron energy spectrum and
particle composition of the beam are crucial to the depth dose profile.

With the understanding obtained from the validation process, the predicted PDD
curve in a silicon phantom was assessed. The curve had the expected shape similar
to the PDD curve in water, only compressed in depth due to shorter average particle
ranges. The most significant difference was that in silicon the surface dose was not
too high. Phase space data analysis showed that this was due to increased back
scattering of low energy electrons at the phantom surface. Due to shorter ranges
there were more events per voxel, which is why the statistical accuracy of the result
was improved. Also the deviation about the nominal electron energy and the effect
of low-energy electrons were damped down, resulting in a more consistent PDD
curve shape.

The validation process showed that there is reason to suspect that the PDD curve
is shifted towards the phantom surface. The expected error was calculated and the
results were corrected. This showed, that the developed simulation model allows
for the prediction of measurement results with well-defined and justified limits of
uncertainty.

Excluding the statistical uncertainty related to chosen sample size, all unexpected
features in the dose profile curves can be associated with anomalies in the electron
energy spectrum of the beam and the excessive gamma ray yield. As mentioned,
the beam composition and energy distribution are largely determined by the dual
scattering foil which spreads out and flattens the incident beam which first enters
the accelerator head. A major challenge regarding this study was that the data
regarding the dual scattering foil was not available. Thus there is reason to suspect
that most anomalies in the results are due to lack of accuracy in the dual scattering
foil model.

A significant amount of effort was put to adjusting and testing the dual scattering
foil model, but no arbitrary changes were made. All measures and material choices
were based on reference data found in literature.

Other sources of low-energy electrons and photons are the jaw collimators and the
electron applicator. These parts cut off the edges of the beam. Naturally their inner
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surfaces are sources to many scattering events which contribute to the amount of
low-energy electrons and photons in the beam.

It is also known that the beam area size has an effect on the PDD curve shape. The
PDD curve is measured in depth direction at the center of the phantom. Due to
scattering, all radiated areas in the phantom contribute cumulatively to the dose in
the central region. This is why a larger field size results in amplification of these
scattering effects which include a lower relative surface dose (or greater build-up
effect) and a greater depth of maximum dose and fall-off region. Of these the first
and the last were observed but mainly attributed to the anomalies in the electron
energy spectrum.

The effect of beam area size is mostly important for small beam areas it saturates
for larger areas. The simulation computed the PDD curve for a 10 cm by 10 cm
beam area, while the measured PDD curve was for a 15 cm by 15 cm beam. Even
though the difference in area size is notable, in these area sizes these effects become
negligible.

Another difference between the computed and measured setup was that in the simu-
lation model, the phantom surface was placed at SSD = 100 cm and the PDD curve
was measured in a single run. Contrarily in measurements the detector remained
at SSD = 100 cm while the phantom was moved around it. Due to this the beam
got more dispersed in the lower parts of the phantom in the computational setup.
More scattering events occurred resulting in relatively higher doses in greater depths.
However this effect is very small, and based on the results it does not compensate
for the shifting of the beam towards the phantom surface due to low-energy particle
contamination.

Having mapped the sources of uncertainties in this study, the next steps in simulation
program development and research become clear. Basing the dual scattering foil
model on accurate data is crucial to better evaluate the contribution of other sources
of uncertainty in the results. To evaluate the effect of the beam area on the PDD
curve, similar simulations of different beam area sizes should be conducted. To
reduce the statistical uncertainty in the results with a larger sample size, increased
computational power also is necessary.

This study was focused around simulation program development work so not as much
attention was paid to the methods with which the comparative measurement results
had been obtained. This also guides the way for further research. New measurements
to create comparable data of different beam areas should be conducted. Also detailed
knowledge about detector sensitivity and Geant4 performance could be obtained by
creating computational models of the detectors themselves.

While the simulation model may be developed further, the version created in this
study is operational and has been tested to work within defined limits of uncertainty.
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A Tabulated data of the materials and structure
of the simulation model

Table 7. The structure of the simulated accelerator model

Part Position vector Rotation

UpperCollimator
[
0.0 0.0 −1.0

] [
0
]

CylMinusCone
[
0.0 0.0 6.2

] [
180.0 0.0 0.0

]
BeWTubePV

[
0.0 0, 0 10.0

] [
0
]

SF20MEVPlate1
[
0.0 0.0 11.0

] [
0
]

SF20MEVTube
[
0.0 0.0 14.0

] [
0
]

SF20MEVBrassUpper
[
0.0 0.0 14.77

] [
0
]

SF20MEVBrassLower
[
0.0 0.0 14.92

] [
0
]

SF20MEVPlate2
[
0.0 0.0 15.08

] [
0
]

ionisationChamberTubeW1PV
[
0.0 0.0 15.7

] [
0
]

ionisationChamberTubeP1PV
[
0.0 0.0 15.8

] [
0
]

ionisationChamberTubeW2PV
[
0.0 0.0 15.9

] [
0
]

ionisationChamberTubeP2PV
[
0.0 0.0 16.0

] [
0
]

ionisationChamberTubeW3PV
[
0.0 0.0 16.1

] [
0
]

ionisationChamberTubeP3PV
[
0.0 0.0 16.2

] [
0
]

MirrorTubePV
[
0.0 0.0 17.5

] [
0.0 12.0 0.0

]
Jaws1XPV User defined User defined
Jaws2XPV User defined User defined
Jaws1YPV User defined User defined
Jaws2YPV User defined User defined
mylarReticule

[
0.0 0.0 52.0

] [
0
]

cm10x10applicatorUpper
[
0.0 0.0 64.1

] [
0
]

cm10x10applicatorMiddle
[
0.0 0.0 77.55

] [
0
]

cm10x10applicatorLower
[
0.0 0.0 94.2

] [
0
]
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B Validation figures
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C PDD curves for water and silicon phantoms
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