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ABSTRACT  

Kinnunen, Sanna  
Exploring determinants of different information security behaviors. 
Jyväskylä: University of Jyväskylä, 2016, 60 p. 
Information Systems, Master’s Thesis 
Supervisor: Siponen, Mikko 

Aim: The aim was to introduce new explanatory construct, namely illegitimate tasks from 
Stress-as-Offense-to-Self Theory (SOS), to better understand information security behavior 
(ISB). In addition, more commonly used constructs from Deterrence theory (DT) and Protec-
tion Motivation Theory (PMT) were used to explain ISB. This study also investigated several 
behaviors separately to evaluate the generalizability of the behavioral determinants. Meth-

ods: Four ISBs, namely general ISP compliance (ISP), not copying sensitive information to 
the unsecured USB drive (USB), locking or logging out from the computer (LOG), and not 
writing down passwords (PSW). Formal and informal sanctions from DT, threat and coping 
appraisal, as well as fear, from PMT, and illegitimate tasks from SOS were included as deter-
minants of ISB. The survey method was used to data collection, and each participant an-
swered to one behavior-specific questionnaire. There were 119 respondents to the ISP, 111 to 
the USB, 118 to the LOG, and 112 to the PSW questionnaires. 55,5% of the 460 participants 
were male, and 62,2% belonged to the age group of 20-30 years. Most of the participants 
(56,3%) had 1-7 years of work experience and they were technologically savvy. Confirmatory 
factor analysis and hierarchical linear regression analysis were used in the analyses, and anal-
ysis strategy was applied separately for each of the four ISBs. Results: DT, PMT, and SOS, as 
well as control variables, explained more than half of the variance (51,1-57,9%) in all of the 
behaviors, namely ISP, USB, LOG, and PSW. Illegitimate tasks had a relatively strong nega-
tive association with two of the ISBs indicating that they function as a determinant of ISB and 
should be considered in the future research of ISB. Illegitimate tasks also added explanatory 
power to the models containing sanctions from DT and appraisals from PMT. Illegitimate 
tasks were the strongest determinant of ISP and LOG. Although illegitimate tasks had a sig-
nificant association with two of the ISBs, PMT contributed the most strongly to explaining 
different ISBs. Rewards and costs were the most prominent determinants of behavior and 
they also correlated highly with illegitimate tasks. This association can be theoretically ex-
plained and understood by SOS which addresses the effects of task evaluation on one’s self-
image and relationship with the organization one works at. Of the other constructs of PMT, 
fear and threat appraisal were significant predictors of LOG and USB, respectively, while 
response efficacy and self-efficacy predicted ISP. According to the findings of this study, 
sanctions from DT were not significant predictors of any of the ISBs. Conclusions: ISB has 
complex and multiple determinants that differ depending on the behavior in question. Find-
ings related to a certain form of behavior are not necessarily generalizable to explaining other 
behaviors. This should be taken into account when planning research designs and practical 
procedures for information security management. 

Keywords: Information security behavior, Deterrence Theory, Protection Motivation Theory, 
Stress-as-Offense-to-Self Theory 
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1 INTRODUCTION  

The use of information systems (IS) has brought many advantages to organizations but there 
are also risks when knowledge is handled with IS. Prominent threats are not only cyber crim-
inals that infiltrate organization’s systems but also the personnel of the organization that does 
not follow company information security policy (ISP). It is estimated that over half of infor-
mation security breaches are due to employees’ inadequate ISP compliance (e.g., Dhillon & 
Moores, 2001). It is important to understand the motives behind information security behav-
ior (ISB) to be able to influence it in a way that supports ISP compliance.  

ISB has been explained by different theoretical models of which two frequently used 
are Deterrence Theory (DT) (Gibbs, 1975) and Protection Motivation Theory (PMT) (Rogers, 
1975; Maddux & Rogers, 1983). DT focuses on the role of formal and informal sanctions, and 
PMT introduces threat and coping appraisals as mechanisms determining behavior. How-
ever, even by combining both of these theories only about half of the variance of ISB can be 
explained (see e.g., D'Arcy, Herath, & Shoss, 2014; Herath & Rao, 2009b) which indicates that 
additional explanatory constructs are needed. Recently in the field of psychology, Stress-as-
Offence-to-Self theory (SOS) (Semmer, Jacobshagen, Meier, & Elfering, 2007) has explained 
how tasks that are perceived to be either unreasonable or unnecessary (i.e. illegitimate) can 
lead to counterproductive work behavior (Semmer, Tschan, Meier, Facchin, & Jacobshagen, 
2010). ISP violations are examples of counterproductive behavior and it is possible that ille-
gitimacy of the tasks explains why people do not act securely at work. The present study 
investigates if illegitimate tasks are able to explain the additional variance of ISB when it is 
used together with constructs of DT and PMT.  

In addition to not being able to account for the majority of the variance in ISB, empirical 
studies of the role of DT (e.g., Cheng, Li, Li, Holm, & Chai, 2013; Herath & Rao, 2009a; Li, 
Zhang, & Sarathy, 2010) or PMT constructs (e.g., Kim, Yang, and Park, 2014; Vance, Siponen, 
and Pahnila, 2012; Workman, 2009) in explaining ISB have yielded mixed results. In some 
studies, certain associations are found and in others, these associations can be insignificant 
or contradictory to theoretical expectations. In these studies, a general measure of ISB have 
been used (e.g., general ISP compliance), and it is possible that by combining all the ISBs to 
the same measure essential information is lost. Contradictory findings of the previous studies 
could be due to variation between different ISBs rather than reflections of problematic re-
search designs or sample-specific discrepancies. For example, locking computer while leav-
ing the workstation or not writing down passwords can have different determinants and 
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when studies ask about general behavior, the respondents combine their views. This way the 
results may vary because the respondents have focused on different behaviors while answer-
ing. The need for context-specific research have been outlined in recommendations for future 
information security research (e.g., Crossler, Johnston, Lowry, Hu, Warkentin, & Baskerville, 
2013). The present study takes into account the context by investigating behavior-specific 
determinants.  

The contribution of this study is to present new theoretical construct, namely illegiti-
mate tasks, to understand ISB. In addition, this study will use different behaviors to better 
illuminate the generalizability of behavioral determinants. This can possibly help to under-
stand contradictory findings of previous studies using DT and PMT to explain ISB. In prac-
tice, this kind of information can be used to enhance information security management by 
addressing people’s underlying motives for not acting securely in different situations. This 
thesis will first define ISB and how it is related to the larger context of information security 
management. Next, it will present each of the used explanatory theories and previous re-
search of these in relation to ISB. Hypotheses for the present study are based on the three 
theories and are presented in the literature review and in methods. Measures, participants 
and procedure, as well as analysis strategy are reported in the methods section, and meas-
urement validity and reliability assessment are also assessed in the methods. The results of 
the study follow methods, and they are evaluated and reviewed in relation to previous re-
search in the discussion. The discussion also provides limitations and implications for future 
research and practice. 

1.1 Information Security Management and Behavior  

1.1.1 Information Security Management 

The importance of information security has increased since information security violations 
are becoming more and more common (Stanton, Stam, Mastrangelo, & Jolton, 2005). Infor-
mation security management can be defined as the protection of information confidentiality, 
integrity, and availability through policies, user training, and technology (Whitman & Mat-
tord, 2013). Information security management should be a part of the daily operations of the 
organization. Information security management includes the following areas: management 
commitment and leadership, organizational structures, user awareness and commitment, 
policies, procedures, processes, technologies, and compliance enforcement mechanisms; all 
of which are used to guarantee information security of the company (von Solms, 2005). 

von Solms (2005) also divides information security management to operational man-
agement and compliance management. Operational management consists of technical solu-
tions for security management and the creation of ISP and awareness programs for educating 
employees about security issues. Compliance management deals with issues like the level of 
information security knowledge of employees, the availability, completeness and compliance 
of ISP, and the risks related to noncompliance of ISP. Both of these aspects need to be consid-
ered when conducting good information security management (von Solms, 2005). However, 
in many companies, information security management does not fulfill these requirements, 
because it is not realized that security management is a complicated matter that includes 
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many business and people related issues in addition to technical solutions (von Solms & von 
Solms, 2004).  

An integral part of good information security management is information security pol-
icy (ISP) that is defined as a collection of rules and regulations that give guidance in how 
information security is managed in the organization (Baskerville & Siponen, 2002; Thomson 
& von Solms, 2005). ISP can have a collection of law-based and industry-specific require-
ments and specify both technical and non-technical aspects of information security manage-
ment. Siponen and Willison (2009) suggest that information security guidelines should be 
evaluated based on their scope of the application and the type of evidence for their use. It is 
important to base the practices on empirical research of their effectiveness and to understand 
which guidelines are universal and which are specific for certain environments or situations. 
With good ISP and management of its use, many security threats and challenges can be dealt 
proactively and effectively. 

1.1.2 Information Security Behavior (ISB) 

Crossler et al. (2013) identified five integral themes for future information security research: 
(1) understanding insider deviant behavior and differentiating it from misbehavior and over-
sight, (2) defining different types of hackers and determining their motives, (3) improving 
information security compliance by determining what kinds of incentives and threats are 
useful motivators in different situations, (4) cross-cultural research, and (5) dealing with data 
collection and measurement issues. In the contemporary work context, the end user security 
management is one of the most essential points since employees’ behavior have been identi-
fied as the biggest threat to organization’s information security (Puhakainen, 2006). Over half 
of information security breaches in the organizations are estimated to be due to employees’ 
inability to follow ISP (Dhillon & Moores, 2001; Stanton et al., 2005).  

Because of the significance of employees’ ISP violations, a vast amount of research has 
been conducted to understand motives and reasons behind this phenomenon. ISP compli-
ance is a part of information security behavior (ISB) that refers to how people act when faced 
with information security issues. Stanton et al. (2005) have classified different forms of end 
user behaviors based on the expertise required by the action and intentions behind the action. 
Malicious intentions combined with high expertise is intentional destruction (e.g. stealing 
company’s secrets) and can be costly for the company whereas malicious intentions with low 
expertise is detrimental misuse (e.g. spamming email) which can cause inconveniences but 
has a low impact on the company. Neutral intentions with either high or low expertise are 
defined as dangerous tinkering (e.g. sharing network connection outside the firm) and naive 
mistakes (e.g. using bad passwords), both of which can be harmful to the organization. Last 
two classes are driven by beneficial intentions, which combined with high expertise results 
in aware assurance (e.g. detecting security threats), while beneficial intentions with low ex-
pertise results in basic hygiene (e.g. complying with ISP).  

As can be seen from the categories of Stanton et al. (2005), ISB can take different forms 
and be driven by different intentions. Siponen and Vance (2010) report most cited ISP viola-
tions to be failing to lock or log out from workstations, storing written-down personal pass-
words in visible places, sharing passwords with colleagues and friends, transferring sensitive 
data to the unsecured USB drive, revealing confidential information to outsiders, disabling 
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security configurations, using laptops carelessly outside the company premises, sending con-
fidential information unsecured, and creating easy-to-guess passwords. These do not neces-
sarily reflect malicious intentions, and because of this, other explanations for behavior must 
be sought to understand ISB. ISB is considered to be affected by various social, person-, and 
company-related factors that can be divided between the user’s understanding of what is 
expected from them in relation to information security, and their willingness to act according 
to these expectations (Abraham, 2011; Leach, 2003). In the organization, the understanding 
of expectations is affected by values, policies, and procedures of the organization; the behav-
iors of management and colleagues; and user’s basic knowledge of information security is-
sues and their decision-making skills. On the other hand, the willingness to comply is af-
fected by employees’ own values and standards, their psychological contract with employers, 
and the effort required by compliance (Abraham, 2011; Leach, 2003). These and a multitude 
of other factors have been defined in different models of ISB and two of the most used models 
are presented below. 

In modeling research, ISB has been usually studied using different behavioral scenarios 
and then combining scenario-specific information to form general models of ISB (see e.g., 
D'Arcy et al., 2014; Siponen & Vance, 2010). However, it is possible that determinants of be-
havior vary with different behaviors. Of the categories reported in Siponen and Vance (2010) 
writing passwords down and transferring sensitive information to unsecured USB drives, for 
example, are different types of behaviors and are possibly driven by different intentions and 
motivations. By combining the information from numerous ISBs to the same model, it is pos-
sible that information of the behaviors is lost in the process. For example, if a certain motiva-
tor is significant for writing down passwords but not at all for the unsecured use of USB 
drives, it could not appear to be significant in the general model. To better answer the chal-
lenges that Crossler et al. (2013) stated for information security research, it is important to 
investigate different types of behavior to ascertain if the determinants of ISB are general or 
more context-specific. Context-specific research could also help to understand contradictory 
research findings related to certain determinants. 

1.2 Deterrence Theory (DT) and ISB 

1.2.1 DT in the Information Security Field 

Deterrence theory (DT) is one of the most popular theories to explain the behavior of indi-
viduals in the information security field, and it has even been the most cited theory in this 
field (Siponen, Willison, & Baskerville, 2008). DT is adopted from criminology and originally 
it has focused on formal sanctions, such as imprisonment and fines, as motivators for deter-
ring from illicit acts (Gibbs, 1975). According to Gibbs (1975) the perceived severity, certainty, 
and celerity of sanctions have an effect on what degree a person deters from an illicit action. 
The severity of sanctions refers to the degree of punishment if caught in illicit acts. For exam-
ple, in the information security context, being scolded due to a violation is less severe than 
being fired because of it. The certainty of sanctions depicts the probability of being punished; 
for example, the certainty of sanctions can be either high or low depending on the surveil-
lance of employees in a certain company. The celerity of sanctions refers to the swiftness of 
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being punished, i.e. does the sanction follow the action immediately, or with delay. All of 
these factors can be considered when determining how sanctions affect ISB. For example, if 
both the certainty and the severity of sanctions are considered to be high, a person could be 
more likely to handle information securely. 

Traditional DT has been extended to include informal sanctions, for example in the 
form of social or self-approval, as potential determinants of action (Piquero & Tibbetts, 1996). 
Self-approval refers to a person’s view of oneself and one’s actions and is accompanied by 
one’s values and moral standards. Social approval, on the other hand, depicts how others 
view the person and evaluate their actions. The disapproval of friends and colleagues, as well 
as feeling shame and disappointment duet to one’s actions, can have an impact on the choice 
to deter from illicit acts (Paternoster & Simpson, 1996). In the information security field, in-
formal sanctions can include losing the respect of one’s colleagues and supervisor, or even 
jeopardizing one’s promotion prospects (Siponen & Vance, 2010). Contemporary DT consid-
ers that both formal and informal sanctions are important when the person decides how to 
act in a certain situation (Pratt, Cullen, Blevins, Daigle, & Madensen, 2006). The person con-
siders costs and benefits of actions and the probability of either of them realizing before 
choosing the way to act. In general, this theory is applied to information security context by 
assuming that formal and informal sanctions in the organization deter employees from vio-
lating information security guidelines of the organization. It is assumed that more severe and 
certain sanctions are connected to more secure ISB. 

1.2.2 Empirical research on DT and ISB 

Although DT has been widely applied in the information security field, empirical tests of its 
assumptions have yielded an incomprehensive picture of the effect of sanctions on infor-
mation security behavior of the users (see e.g., D'Arcy & Herath, 2011). One of the first schol-
ars using DT in information security field, Straub (1990) noticed that countermeasures 
against information security violations decreased the amount of computer abuse in the work-
place. After this, studies have found a different degree of support for the importance of both 
formal and informal controls in determining ISB. D'Arcy and Devaraj (2012) observed that 
certainty and severity of punishments were negatively associated with technology misuse 
intentions. Guo and Yuan (2011) observed that personal self-sanctions and workgroup sanc-
tions predicted intentions to comply with ISP, but organizational sanctions were not signifi-
cant predictors after the other two were added. 

Many studies have found support for the significance of only perceived severity or per-
ceived certainty of sanctions. Cheng et al. (2013) noticed that perceived severity of sanctions 
influenced significantly ISP violation intentions, and of the sanctions especially social pres-
sures exerted by co-worker behaviors and subjective norms were significant predictors of 
behavior. D'Arcy, Hovav, and Galletta (2009) found that awareness of information security 
related issues increased the perceived amount of severity and certainty of sanctions, but only 
the severity of sanctions was associated to intentions to deter from IS misuse intentions. Con-
trary to these findings, Li et al. (2010) observed that perceived certainty of getting caught was 
positively associated with ISP compliance intentions, but perceived severity of sanctions was 
not. Kankanhalli, Teo, Tan, and Wei (2013) did also not find the association between punish-
ment severity and perceived IS security effectiveness. However, the magnitude of deterrence 
efforts was positively associated with security effectiveness. Herath & Rao (2009a) found 
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support for the importance of perceived certainty of sanctions in predicting ISP compliance 
intentions. Contrary to expectations, in their study ISP compliance was less likely when the 
perceived severity of sanctions was high. There are not that many studies of the importance 
of celerity of sanctions in the field of information security, but it has been included in the 
general factor of deterrence-related items (e.g., Siponen, Pahnila, & Mahmood, 2010). In the 
study by Siponen et al. (2010) deterrence as a whole was positively associated with actual 
compliance with ISP. 

 Still other studies have not found an association between any form of sanctions and 
employee behavior, especially if more explanatory factors are added to the models (Lee, Lee, 
& Yoo, 2004; Siponen & Vance, 2010). Lee et al. (2004) noticed that strong deterrence factors 
in the organization did not explain intention to use protective measures against information 
security breaches while the investment in and effectiveness of physical security system were 
predictors of secure use intentions. Furthermore, the role of formal and informal sanctions in 
explaining ISB became insignificant when neutralization techniques (i.e. techniques used to 
disvalue the importance and necessity of complying with ISP) were added to the model 
(Siponen & Vance, 2010). These findings show that the role of sanctions is not consistent 
across the studies and that based on these results it is difficult to make clear conclusions 
about the importance of sanctions in explaining ISB. It is possible that these discrepancies are 
due to differences between behaviors in a way that sanctions deter people from certain ac-
tions but not from others.  

Recent studies have indeed shown that the significance of sanctions in determining em-
ployee behavior depends on contextual factors (D'Arcy and Hovav, 2009; Hovav and D'Arcy, 
2012). D'Arcy and Hovav (2009) noticed that computer savvy employees, as well as employ-
ees doing more remote work, are less deterred from unsecured behaviors because of SETA 
programs. They also noticed that different countermeasures, namely awareness programs 
(SETA), security policies, and computer monitoring, were differently associated with behav-
ioral intentions. The SETA program was associated with lower unauthorized access intention, 
while security policies and computer monitoring were associated with lower unauthorized 
modification intention. In addition, Hovav and D’Arcy (2012) observed that the effectiveness 
of certain countermeasures, namely security policy statements, security education, training, 
SETA programs, and computer monitoring were different in U.S. and Korean samples, indi-
cating cultural effects. Based on the importance of context, it is possible that sanctions are 
more prominent determinants in certain situations than in others. However, these studies 
have not investigated different behaviors as possible reasons for differing findings. 

D'Arcy and Herath (2011) recognize the importance of context when suggesting future 
directions for the research of DT. They propose that the effect of formal and informal sanc-
tions should be studied in relation to different types of ISB to better understand the general-
izability of the theory. It is possible that for example formal sanctions have a different role in 
explaining someone writing down hard-to-remember passwords, and in not logging out 
from their computer while leaving the workstation for a brief period. These possible differ-
ences between behaviors are the focus of the present study. If the role of the formal and in-
formal sanctions varies between behaviors this can help to understand the contradictory 
findings of previous studies. Although the present study focuses on investigating differences 
in determinants of various ISBs, basic hypotheses of the connections between sanctions and 
behavior are drawn from the theoretical expectations. It is assumed that both higher formal 
and informal sanctions deter people from illicit actions (e.g., D’Arcy & Herath, 2011; Pratt et 
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al., 2006). In the present study, these assumptions are tested separately for different behaviors. 
By testing general hypotheses in different contexts, it is possible to determine how general-
izable the theoretical expectations are and if it is reasonable to apply the theory to any situa-
tion. The following general hypotheses can be formulated based on DT: 

H1: Higher severity of formal sanctions is positively associated to secure ISB. 
H2: Higher certainty of formal sanctions is positively associated to secure ISB. 
H3: Higher severity of informal sanctions is positively associated to secure ISB. 
H4: Higher certainty of informal sanctions is positively associated to secure ISB. 

1.3 Protection Motivation Theory (PMT) and ISB 

1.3.1 PMT in the Information Security Field 

Another theory that is often used in the information security field is Protection Motivation 
Theory (PMT), which explains how people respond to threats (Rogers, 1975). It was originally 
developed to explain the effects of fear appeals on behavior. Fear appeals refer to persuasive 
messages that arouse fear (Witte & Allen, 2000). Since the first conceptualization of PMT, it 
has been revised and new explanatory components have been added (Floyd, Prentice-Dunn, 
& Rogers, 2000; Maddux & Rogers, 1983). According to PMT, coping with threat situations 
and fear appeals is determined by two processes, threat appraisal and coping appraisal 
(Floyd et al., 2000; Rogers, 1975). Threat and coping appraisal are described as cognitive me-
diating processes that together lead to protection motivation which in turn acts as a motive 
for a chosen coping mode. Threat appraisal assesses the determinants of maladaptive behav-
ior while coping appraisal focuses on the possibilities to avert the threat or to cope with it 
(Floyd et al., 2000). As indicated earlier the outcome of these appraisal processes is the for-
mation of the decision to initiate, inhibit, or continue a certain behavior. In the information 
security context, the result of these processes could be to either follow the ISP of the company 
or to refrain from it. 

Threat appraisal refers to the evaluation of how threatened one is in a certain situation. 
Fear appeals, which are the starting point for the threat appraisal, can be aroused by infor-
mation acquired via environmental cues and from previous experiences (Floyd et al., 2000). 
In the information security field, employees acquire information about security-related is-
sues from various sources: for example, ISPs, memos, supervisors, and colleagues. They may 
also have certain assumptions of information security based on their level of expertise with 
it or their previous experiences of security threats. This information helps when evaluating 
the threat by the probability that it actualizes (vulnerability) and by the severity of the con-
sequences if it occurs (severity) (Floyd et al., 2000; Rogers, 1975). Evaluations of vulnerability 
and severity lead to different levels of fear which motivate the selection of an adaptive re-
sponse. Threat appraisal is also affected by the rewards associated with the certain type of 
behavior, and adaptive or maladaptive rewards cause respective behavior. In the information 
security context, vulnerability to the security threat and its severity can be evaluated from 
the perspectives of both individual and organization (Herath & Rao, 2009b). For example, an 
individual can perceive a certain security threat to be significant for the organization but not 
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fear-evoking for oneself. If this kind of evaluation is accompanied by the maladaptive reward 
of saving one’s own time and effort by not engaging in secure behaviors, the unsecured be-
havior is more likely. 

Coping appraisal includes the assessment of the efficacy of possible coping methods in 
dealing with the threat (response efficacy), and the evaluation of one’s own capabilities to 
respond to threats and complete coping actions (self-efficacy) (Floyd et al., 2000; Maddux & 
Rogers, 1983). Positive evaluations of response efficacy and self-efficacy are likely to increase 
the probability of an adaptive response to the threat. In addition to efficacy evaluations, re-
sponse costs are assessed during the coping appraisal. These costs can be in any form: for 
example, monetary, time, effort, or personal costs (Floyd et al., 2000). If the costs of respond-
ing adaptively to the situation are high, they decrease the probability of adaptive behavior. 
In the information security context, a person can evaluate the efficacy of the organization’s 
systems and policies in handling security threats and one’s own ability to use information 
systems securely. They can also connect different kinds of costs to complying with ISP, for 
example, an excessive need for time and effort to understand the rules and comply with them. 
These evaluations can then either compensate the effects of threat appraisal process, lead to 
an adaptive response, or weaken the perceived ability to react adaptively to the threat. In 
general, threat and coping appraisal processes lead jointly to protection motivation and affect 
the selection of behaviors in a certain situation, for example, the choice to follow ISP or use 
information systems securely.  

1.3.2 Empirical research on PMT and ISB 

Several studies have found support for the assumptions of PMT in the field of information 
security. However, there are also studies where some of the expectations are not supported 
or where the results oppose theoretical hypotheses. Workman, Bommer, and Straub (2008) 
noticed that perceived vulnerability and severity, as well as response efficacy and self-effi-
cacy, explained both the subjective and objective omissive behaviors of employees as the the-
ory assumes. Furthermore, Ifinedo (2011) found support for the importance of most the con-
structs of PMT, except for response cost, in explaining ISP compliance intention. However, 
contrary to expectations the perceived severity of threat decreased the compliance intentions 
instead of increasing them. The perceived vulnerability has also had an unexpected negative 
impact on a variety of security practices while greater perceived severity predicted practices 
as expected in the theory (Crossler & Bélanger, 2014). They also noticed that greater response 
efficacy and self-efficacy predicted better security practices, but response cost was not a sig-
nificant predictor. There have been studies where response efficacy has not been a significant 
predictor of ISP compliance intention, while severity, vulnerability, and self-efficacy have 
(Siponen, Mahmood, and Pahnila, 2014). 

Furthermore, Workman (2009) noticed that greater personal vulnerability to security 
threats and greater self-efficacy resulted in more positive attitudes towards security surveil-
lance, as well as did greater perceptions of company security efficacy. In this study, perceived 
severity became significant only in the situation where perceptions of organizational proce-
dural justice were high. In comparison, perceived severity but not perceived vulnerability 
was a significant predictor of ISP compliance intention in the study by Vance et al. (2012). 
Their study also supported the significance of rewards and response costs (negative associa-
tion) and response efficacy and self-efficacy (positive association) in explaining compliance 
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intentions. Self-efficacy has explained significantly secure behavioral intentions almost in 
every study, but interestingly in the study by Kim et al. (2014), this relationship was not de-
tected. High self-efficacy regarding one’s own capability to take care of security-related is-
sues can also have a negative effect on adoption intention: for example, email screening self-
efficacy (internal coping appraisal) was negatively associated with the intention to adopt 
email authentication services (Herath, Chen, Wang, Banjara, Wilbur, & Rao, 2014). In their 
study, threat appraisal and external coping appraisal were positively associated with the in-
tention to adopt authentication services. 

It has also been noticed that threat and coping appraisal processes have an influence on 
each other. High perceived threat severity predicted lower self-efficacy and lower evaluation 
of response efficacy, which in turn increased behavioral intentions to act securely (Johnston 
& Warkentin, 2010). However, perceived vulnerability to the threat was not associated with 
self-efficacy or response efficacy. Although most of the studies have focused on the relation-
ship between appraisal processes and chosen behavior, there are a few studies that have 
added preceding factors from the PMT to their research models. Siponen, Pahnila, and 
Mahmood (2006) found that normative expectations of colleagues and the visibility of system 
use in the company affect threat and coping appraisals which in turn predict compliance 
intentions. Furthermore, routinized forms of past behavior (i.e. habits) were found to be im-
portant information sources affecting threat and coping appraisals (Vance et al., 2012).  

In summary of the research on PMT in the information security field, all of the con-
structs in PMT have been noticed to be significant predictors of security intentions and be-
haviors in some studies, but not in others. It is possible that the discrepancy between findings 
is due to the differences in their contexts: certain constructs could be important with regards 
to certain behaviors while other factors are needed with different behaviors. By combining 
the variety of ISBs into the same explanatory model, the results can differ based on behaviors 
used in each study. It is possible that the results would be clear and concise if context-specific 
factors would be taken into account in interpreting results. A few studies have indeed found 
differences in the importance of threat and coping appraisals in different contexts. Lee and 
Larsen (2009) investigated the effects of threat and coping appraisals on executive’s decisions 
to adopt anti-malware software for their organization, and found that threat appraisal was 
more central for the adoption intention of IS experts and IT-intensive industries while coping 
appraisal was more important for non-IS experts and non-IT intensive industries. Threat ap-
praisal has also been the stronger motivator for adopting anti-plagiarism software in univer-
sities than coping appraisal (Lee, 2011).  

However, as with DT, the different behaviors have not been studied as contextual fac-
tors until recently. Boss, Galletta, Lowry, Moody, & Polak (2015) used all of the constructs of 
PMT in explaining two kinds of security behaviors, namely back-up intentions and anti-mal-
ware software use intentions. Their results of the significance of explanatory factors differed 
in a few respects according to security behavior in question and also in relation to the level 
of fear appeal manipulation. When all the fear appeal manipulations were combined, only 
the perceived severity of threat (which increased the probability) and response costs (which 
decreased the probability) explained back-up intentions while anti-malware software use in-
tentions were predicted by response efficacy (increased the probability) and response costs 
(decreased the probability). In both models, intentions predicted actual behaviors. However, 
in the high fear appeal manipulation, all of the constructs in PMT were significant explana-
tory factors for both back-up intentions and anti-malware software use intentions (Boss et al., 
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2015). In the low fear appeal manipulations, only response costs and threat vulnerability 
were significant predictors of back-up intentions; while for software use intentions all the 
constructs were significant, except threat severity and threat vulnerability as direct predic-
tors of intentions. The study by Boss et al. (2015) shows that explanatory factors could differ 
for different types of security behaviors and this venue warrants further investigation.  

The present study uses several ISBs to investigate the differences in determinants but 
for the basis of the analyses a few general hypotheses are formulated. These hypotheses are 
based on assumptions of PMT that expect that threat and coping appraisal, as well as fear, 
determine together the protection motivation which leads to behavior (Floyd et al., 2000; 
Rogers, 1975). Generally, higher appraisals and higher fear are expected to lead to greater 
protection motivation and this way to the higher amount of protective behavior. In the field 
of information security, a higher amount of protective behavior is depicted in secure ISB. In 
the present study, the theoretical expectations are tested for different behaviors. By testing 
general hypotheses in various contexts, it is possible to determine how generalizable the the-
oretical expectations are and if it is reasonable to apply the theory in all situations. The fol-
lowing general hypotheses can be formulated based on PMT: 

H5: Higher threat severity is positively associated to secure ISB. 
H6: Higher threat vulnerability is positively associated to secure ISB. 
H7: Higher maladaptive rewards are negatively associated to secure ISB. 
H8: Higher fear is positively associated to secure ISB. 
H9: Higher response efficacy is positively associated to secure ISB. 
H10: Higher self-efficacy is positively associated to secure ISB. 
H11: Higher response costs are negatively associated to secure ISB. 

1.4 Combining DT and PMT in Explaining ISB 

PMT has also been applied in combination with DT to explain ISB. Pahnila, Siponen, and 
Mahmood (2007a) observed with data from 245 Finnish employees that threat appraisal ex-
plained attitudes towards complying with ISP while coping appraisal did not. In addition to 
threat appraisal, facilitating conditions explained attitudes. Attitudes towards complying ex-
plained intention to comply, as did normative beliefs and habits. However, sanctions did not 
have additional explanatory power for intentions. Finally, intention to comply and infor-
mation quality explained actual compliance, but rewards for complying did not. In this study, 
the variance explained by the model was relatively low for attitude towards complying (8,0%) 
but notably high for the intention to comply (64,9%) and for actual compliance (79,3%). The 
high explanatory power of intention and actual compliance was mostly due to attitudes to-
wards complying and compliance intention being part of the models. 

Pahnila, Siponen, and Mahmood (2007b) and Siponen, Pahnila, & Mahmood (2007) (see 
also Siponen, Pahnila, & Mahmood, 2010) utilized the same data set of 917 employees from 
four different companies. Siponen et al. (2007) noticed that both threat and coping appraisal 
explained intention to comply with ISP and that sanctions explain actual compliance with 
ISP. In addition, intention to comply explained actual compliance. Their research model ex-
plained 71 % of actual compliance, the largest share of which was due to the intention to 
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comply. Pahnila et al. (2007b) added components from other theories besides DT and PMT: 
response efficacy was not a significant explanatory factor for intention to comply in their 
model, while self-efficacy and threat appraisal were, just as in the study by Siponen et al. 
(2007). Of the added explanatory components, normative beliefs of colleagues and visibility 
of other’s system use were significant for intention to comply (Pahnila et al., 2007b). Their 
model explained 72 % of intention to comply. Intention to comply and sanctions explained 
actual compliance, as in Siponen et al. (2007). Added rewards did not yield significance. 
Based on these studies, the importance of components of DT and PMT can change when new 
constructs are added to the model. 

Herath and Rao (2009b) have also combined DT and PMT in their study of 312 employ-
ees from 78 different organizations. They noticed that perceived severity of the threat, but 
not perceived certainty of it, explained security breach concern level which in turn explained 
attitudes towards security policy. Furthermore, response efficacy, self-efficacy, and response 
costs explained ISP attitude. However, security policy attitude did not predict ISP compli-
ance intention, while self-efficacy on its own did. In addition, detection certainty was posi-
tively associated with ISP compliance intention, and contrary to the expectations of DT, pun-
ishment severity was negatively associated with it (Herath & Rao, 2009a). The research model 
also contained organizational commitment which was positively associated with both re-
sponse efficacy and compliance intention as well as resource availability which was posi-
tively associated to self-efficacy. Subjective and descriptive norms also explained compliance 
intentions, as did gender of the demographic variables. The whole model explained 47 % of 
ISP compliance intention and 48 % of ISP attitude.  

Although the explanatory levels in the cited papers are relatively high, this is mostly 
due to the adding up attitudes towards complying or intention to comply as explanatory 
factors for actual compliance. New constructs in addition to those from DT and PMT are 
needed to understand what explains ISB. In the field of work and organizational psychology, 
a new theory has been applied to explain counterproductive work behavior (Semmer et al., 
2010), of which unsecured ISB could be an example. This theory is presented next and used 
in the present research to contribute to the knowledge of behavioral determinants essential 
in the information security field. 

1.5 Stress-as-Offense-to-Self Theory (SOS) and ISB 

1.5.1 Presenting SOS 

The present study intends to offer a new perspective to ISB by including Stress-as-Offense-
to-Self theory (SOS) (Semmer et al., 2007; Semmer et al., 2015) from the field of work and 
organizational psychology. The roots of SOS are in role theory and justice theory, and it ad-
dresses the importance of self-esteem, reciprocity, and fairness in the creation of stress expe-
riences. According to SOS, people strive to preserve their self-worth and to maintain a posi-
tive self-image. Threats to the self-image are seen as core activators of stress reactions in dif-
ferent situations and motivators for counterproductive behavior. Threats to self include 
threats to personal self-evaluation of oneself as a human being, and threats to social esteem, 
which refers to how other people evaluate oneself (Semmer et al., 2007). These evaluations 
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have been shown to be interrelated (e.g., De Cremer & Tyler, 2005), although it is possible 
that only one or the other is affected in certain situations. SOS also recognizes the boosters of 
personal and social esteem, like pride and appreciation, and expects these to diminish stress 
experiences (Semmer et al., 2007).  

The threat to personal self-esteem rises in the situations where a person experiences that 
one cannot live up to the expectations posited to oneself (Tracy & Robins, 2004). For example, 
in the work context employees may experience that they are unable to perform work on the 
level that they expect of themselves because of busy schedules or organizational demands. 
Threats to social esteem are caused by disrespect experienced from other people (Semmer et 
al., 2007), for example in the form of direct attacks towards one’s performance and the person, 
or indirectly by not informing the person in time for them to be prepared for difficult situa-
tions. The present study focuses on a third way of undermining social esteem since this is 
probably the most salient in understanding ISB, namely illegitimate tasks.   

Illegitimate tasks refer to assignments that are perceived to be unreasonable or unnec-
essary (Semmer et al., 2007; Semmer et al., 2015). Illegitimate tasks should be distinguished 
from the uncomfortable tasks that are perceived to be part of one’s job description, like telling 
bad news to patients in the medical care. These are not experienced to be significant stressors 
(Peeters, Buunk, & Schaufeli, 1995). Illegitimate tasks are experienced to be additional bur-
dens that can cause significant amounts of stress. Unreasonable tasks are tasks that are not 
appropriate for one’s job description or professional role and should be done by someone 
else (Semmer et al., 2007; Semmer et al., 2015). For example, when a teacher uses a consider-
able share of their day by filling out various administrative forms, one can experience that 
participation in such activities was not the objective of one’s extended education and that 
one’s competence would be better utilized in teaching students. On the other hand, unneces-
sary tasks are tasks that employees perceive to be redundant and that should possibly not be 
done at all. For example, when a researcher has to manually copy files from one system to 
the other because they are needed in both systems but the systems are unable to complete 
the transfer automatically. Having illegitimate tasks can be experienced as an indirect sign 
of disrespect from the organization towards the employee (Semmer et al., 2015). They convey 
a social message of the organization not caring for the employees, and in this way diminish 
the employees’ motivation to strive for the goals of the job and to be a good organizational 
citizen. This kind of message could be an important factor in explaining why employees are 
reluctant to follow ISP or improve information security by their actions. 

1.5.2 Applying SOS to Explain ISB 

Approximately a third of all tasks were perceived to be illegitimate in a survey by Semmer’s 
research group (see Semmer et al., 2007) which indicates that a considerable amount of work 
time is spent doing tasks that are not meaningful to the employees. Björk, Bejerot, Jacobsha-
gen, and Härenstam (2013) noticed in their study of 28 different organizations that 10% of 
the variance in illegitimate tasks could be explained by organizational factors. More illegiti-
mate tasks were reported in organizations that had competition for resources, unfair resource 
allocation, and an obscure decision-making structure. These kinds of conditions could also 
be important when understanding why employees do not act securely even though there 
would be sanctions for not following ISP or they would feel themselves be competent to act 
securely on their own. For example, in a situation where one’s department is competing for 
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resources with other units and where more productive units are allocated more resources, 
demand to comply with ISP could be experienced as unreasonable on the top of the other 
tasks, as familiarizing with ISP takes time and effort. A recent survey answered by 2800 em-
ployees indicated that key reasons for not acting securely at the workplace and not following 
ISP were the inconvenience of following the policies and being too busy to concentrate on 
them (Cisco Systems, 2011), which supports the possibility of SOS to add explanatory power 
to the previous models of ISB. 

In other fields, illegitimate tasks have been linked to counterproductive work behavior 
and to other detrimental costs for the organization. Counterproductive work behavior refers 
to the behavior which is intended to be hurtful either to the organization or certain members 
of it (Spector & Fox, 2002). It can manifest itself as revenge, delinquency, or antisocial behav-
ior, but most noticeably by deviance. Examples of deviance include returning assignments 
late, not putting effort into the tasks, or ignoring some tasks (e.g., ISP compliance) altogether. 
Illegitimate tasks have been related to these kinds of counterproductive work behaviors, even 
when other factors commonly related to counterproductive behavior, like effort-reward im-
balance or organizational justice, have been controlled for (Semmer et al., 2010). Illegitimate 
tasks have also been related to resentment towards one’s organization and dissatisfaction at 
work (Björk et al., 2010; Stocker, Jacobshagen, Semmer, & Annen, 2010). Semmer et al. (2015) 
have even shown that resentment and irritability are predicted by illegitimate tasks, rather 
than the other way around. It has also been noticed that unreasonable tasks directly de-
creased volunteers’ intention to remain at the job and that unnecessary tasks reduced the 
volunteers’ personal motivation towards the job (van Schie, Güntert, & Wehner, 2014). The 
effects of unnecessary tasks were more detrimental to those volunteers who were committed 
to the organization. All these studies indicate that illegitimate tasks have a considerable im-
pact on how employees act at work, especially in cases of deviant or counterproductive be-
havior, of which unsecured ISB is an example. 

In addition to the associations between illegitimate tasks and work-related behavior, 
illegitimate tasks are related to stress experiences and lower self-esteem, as expected by the 
theory (see e.g., Björk et al., 2013; Semmer et al., 2015). Illegitimate tasks have been linked to 
increased cortisol (stress hormone) levels when personal health resources are slow (Kottwitz, 
Meier, Jacobshagen, Kälin, & Elfering, 2013) and to fragmented sleep and later sleep-onset 
(Pereira, Semmer, & Elfering, 2014). Unnecessary tasks have also been associated with poorer 
mental health in general among 1351 Dutch employees over a 6-year follow-up period, and 
these effects have been more pronounced with those employees that had lower initial mental 
health (Madsen, Tripathi, Borritz, & Rugulies, 2014). As can be seen, illegitimate tasks have 
wide-ranging effects on employees’ well-being, and this could also be a reason why illegiti-
mate tasks affect ISB. When an employee is tired and stressed, one could be less willing to 
spend time in completing possibly time-consuming and inconvenient practices to ensure that 
their ISB is secure. The effect of technology-related stress has been previously studied in the 
context of ISP violation intentions, and it has been shown to increase the probability of vio-
lation intentions (D’Arcy et al., 2014). D’Arcy et al. (2014) also studied moral disengagement 
as a mediator between stress and intentions and noticed it be a significant mediator. One 
form of moral disengagement is shifting the blame to someone else, which is similar to the 
case of perceiving that someone else should do the tasks thought of as unnecessary. A similar 
notion of shifting the blame is also presented in a context of neutralization techniques that 
have been shown to predict ISB (Siponen & Vance, 2010). 
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However, these previous models (D’Arcy et al., 2014; Siponen & Vance, 2010) have not 
noticed the core process of the threat to self-esteem as a driving force in these evaluations. In 
summary, illegitimate tasks could affect ISB by causing additional stress to employees and 
increasing their experiences of being disrespected by their organization. When people expe-
rience that they are disrespected at work they tend to withdraw from being good organiza-
tional citizens (e.g., Semmer et al., 2010). A person could perceive that it is not reasonable to 
expect one to devote limited work time to learning ISP when one is already stressed out by 
other demands. The person could also experience that it is not part of one’s job to take care 
of information security, but rather that it belongs to the information security professionals. 
Regarding more specific ISBs, for example, not transferring sensitive information to unse-
cured USB drive, could be perceived to be unreasonable if one is determined to take good 
care of the USB drive; demanding additional security measures could even be considered in 
a way that organization does not trust the employee in question.  

Furthermore, the previous literature on information security behavior has not widely 
studied how perceiving ISP compliance as unnecessary determines how people act. It is pos-
sible that employees disobey the rules and regulations of an organization because they are 
seen as redundant. SOS explains how unnecessary tasks can be seen as threats to self and in 
this way lead to detrimental consequences for the organization. More specific security-re-
lated behaviors, such as locking the computer while leaving the workstation, could feel un-
necessary if person evaluates that there is no risk of anyone using the open computer while 
one is away for a few minutes. In the context of different types of ISB, it could be that certain 
behaviors are considered to be more illegitimate than others and this way some behaviors 
could have a stronger association with illegitimacy evaluations while other behaviors are less 
affected by these evaluations. 

SOS is expected to increase the understanding of the factors affecting ISB, and to add 
significant determinant of behavior to the more commonly used determinants, namely con-
structs from DT and PMT. Illegitimate tasks are expected to increase feelings of distress and 
insecurity and through to effect to one’s self-image affect behavior (Semmer et al., 2007, 2015). 
Illegitimate tasks have been also empirically linked to counterproductive work behavior (e.g., 
Semmer et al., 2010; Stocker et al., 2010). SOS has not previously been used in the field of 
information security but in the present study unsecured ISB is contrasted to counterproduc-
tive work behavior and the following hypothesis can be formulated based on this notion. The 
general hypotheses could be tested separately regarding different behaviors to evaluate the 
generalizability of its association with ISB. 

 
H12: Higher unnecessary tasks are negatively associated to secure ISB. 
H13: Higher unreasonable tasks are negatively associated to secure ISB. 
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1.6 The Present Study 

The aim of this study is to add new explanatory construct, namely illegitimate tasks from 
SOS, to understand ISB. This is applied together with more commonly used theoretical con-
structs from DT and PMT. Previous research on DT and PMT in the information security field 
have yielded mixed results (e.g., Cheng et al., 2013; Herath & Rao, 2009a; Vance et al., 2012) 
and it is possible that these discrepancies are due to context-specific differences in behavioral 
determinants. In addition to presenting new explanatory construct, this study investigates 
the roles of common and new determinants in explaining different ISBs. This approach will 
provide new information of the generalizability of the behavioral determinants and possibly 
illuminate the reasons for mixed results of previous research. The specific behaviors studied 
are not transferring confidential information to unsecured USB drives (USB), locking or log-
ging out from the computer (LOG), and not writing down passwords (PSW) (adjusted from 
the list of the most common ISP violations, see Siponen & Vance, 2010). The present study 
also includes general ISP compliance as a behavior type since it has been used in many of the 
previous studies as a combination of different ISBs. The research model that functions as a 
starting point for this study is presented in Figure 1. It summarizes the theory-based general 
hypotheses. 

The present study also includes control variables. Bernerth & Aguinis (2015) state that 
use of the control variables should be based on theory. PMT expects that people’s previous 
experiences, knowledge, and expertise on the topic affect threat and coping appraisal pro-
cesses (Floyd et al., 2000). In the context of information security behavior, information secu-
rity knowledge could be an important factor affecting the behavior. There is also empirical 
evidence suggesting that security awareness affects appraisal processes which in turn affect 
security behavior (Hanus & Wu, 2016). On the basis of the importance of previous experi-
ences and knowledge, general computer skills and work experience could also affect the be-
havior in the context of information security. Humaidi & Balakrishnan (2015) have shown 
that the determinants of information security compliance vary depending on the work expe-
rience of the employees. For these reasons information security knowledge, computer skills, 
and work experience are used as control variables in this study. In addition, age and gender 
are added as general control variables. 

Research questions for this study are: 

1) How do DT, PMT, and SOS explain different ISBs? 
2) Are different constructs important in explaining different ISBs? 
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Figure 1 Research model 



 

2 METHODS 

2.1 Procedure and Participants  

Participants were recruited from mass lectures at the university (n=83), from lunch cafeterias 
(n=141), from a public library (n=22), from the university lobby during the educational event 
(n=125), and from web forums (e.g., Facebook groups, Reddit) (n=89). They gave informed 
consent to participate in the study, and all the participants answered anonymously to one of 
the four behavior-specific questionnaires. There were 119 respondents to the ISP question-
naire, 111 to the USB questionnaire, 118 to the LOG questionnaire, and 112 to the PSW ques-
tionnaire. The four behavior-specific questionnaires were distributed randomly to the partic-
ipants and the aim was to obtain behavior-specific samples that resemble each other in terms 
of background.  

Background of the participants is shown in Table 1 which presents both behavior-spe-
cific and overall descriptive statistics. 55,5% of the participants were male, and 62,2% be-
longed to the age group of 20-30 years. Most of the participants (56,3%) had 1-7 years of work 
experience. Both computer skills and information security knowledge had relatively high 
means, indicating that the sample consisted of technologically savvy participants. The equal-
ity of means of background variables was tested across behaviors using one-way ANOVA 
with Tukey post-hoc tests. According to ANOVA results, there were no differences in sex, 
age, work experience, or computer skills between the behaviors. However, the behaviors dif-
fered in terms of information security knowledge (F[3]=21.56, p=.00). Respondents in ISP and 
PSW had less knowledge than participants in USB and LOG. Regarding these differences, it 
is important to take into account that knowledge items were behavior-specific and could not 
be readily comparable. Generally, the participants of the study resembled each other which 
improves the comparability of the behavioral determinants. Because the background of the 
participants is similar, possible differences between behavioral determinants are more likely 
due to the behaviors in question rather than to differences in sex, age, or other background 
factors. As an additional caution measure, background variables are added as controls to the 
analyses. 



 
Table 1 Descriptive Statistics of the Participants 

Descriptive  ISP (n=119) USB (n=111) LOG (n=118) PSW (n=112) Overall (n=460) 
 M(SD) % M(SD) % M(SD) % M(SD) % M(SD) % 
Sex 1.45(0.50)  1.50(0.50)  1.42(0.50)  1.46(0.50)  1.45(0.50)  
Male (1)  55.5  50.5  58.5  54.5  54.8 
Female (2)  44.5  49.5  41.5  45.5  45.2 
Age 2.73(1.13)  2.58(1.08)  2.58(1.07)  2.63(1.12)  2.63(1.10)  
Less than 20 years (1)  0.0  2.7  0.8  1.8  1.3 
20-30 years (2)  62.2  64.0  69.5  65.2  65.2 
31-40 years (3)  16.8  18.0  11.9  16.1  15.7 
41-50 years (4)  10.9  7.2  7.6  6.3  8.0 
51-60 years (5)  5.9  4.5  8.5  7.1  6.5 
Over 60 years (6)  4.2  3.6  1.7  3.6  3.3 
Work experience 2.64(1.14)  2.50(1.09)  2.42(1.11)  2.55(1.13)  2.53(1.12)  
Less than 1 year (1)  6.7  10.8  13.6  8.9  10.0 
1-7 years (2)  56.3  54.1  56.8  57.1  56.1 
8-15 years (3)  16.0  18.0  11.9  15.2  15.2 
16-23 years (4)  8.4  8.1  9.3  7.1  8.3 
Over 23 years (5)  12.6  9.0  8.5  11.6  10.4 
Computer skills 4.11(0.80)  3.98(0.85)  3.94(0.79)  4.11(0.80)  4.03(0.81)  
Information security knowledge 4.73(1.71)  5.85(1.64)  6.04(1.25)  4.89(1.52)  5.37(0.08)  

Note. ISP = ISP compliance, USB = Not copying sensitive information to the unsecured USB drive, LOG = Locking or logging out 
from the computer, PSW = Not writing down passwords. 
Numbers in the parentheses depict the value given to the respective category in the analyses.



 

2.2 Measures 

The questionnaire used in the present study was formed based on previous questionnaires 
measuring similar theoretical constructs. It was focused on the ISB behavior in the work con-
text and the respondents were instructed to answer to the questionnaire based on their expe-
riences on their current job. If they were currently not working, they were asked to answer 
based on their experiences on their previous employment or work life in general. The ques-
tionnaire contained items related to four ISBs, DT, PMT, and SOS, as well as the background 
of the respondents. The items related to explanatory constructs were customized for each of 
the behaviors with as little alterations in meaning as possible. One person answered only one 
of the behavior-specific questionnaires. A scale ranging from 1 (completely disagree) – 7 
(completely agree) was used for ISB and its determinants. These items were presented in 
random order. Used constructs and their items, as well as reliability and validity evaluation 
for the constructs are presented in section 2.2. Below is the general description of the origin 
of the items for each of the constructs. 

Information security behaviors. Three of the four ISBs were selected based on the most 
common ISP security policy violations reported in Siponen and Vance (2010). Selected viola-
tions were reversed to represent secure ISB. The used ISBs were not copying sensitive data 
to the unsecured USB drive (USB), locking or logging out of the computer (LOG), and not 
writing down passwords (PSW). In addition, general ISP compliance (ISP) was included as 
one behavior since most of the previous studies have measured this as a dependent variable. 
The items were formulated based on behavior scenarios presented in Siponen and Vance 
(2010) and D’Arcy et al. (2014). When the questionnaire for USB was administered additional 
information was given to the respondents in the form of the following statement: In this 
questionnaire sensitive information refers to organization’s information which is not public 
and which should not be given outside the organization without permission.  

Deterrence Theory. Both formal (FS) and informal sanctions (IS) with evaluations for 
severity (S) and certainty (C) were included in the study. The items were formulated based 
on measures in Herath and Rao (2009b), Siponen et al. (2010), and Siponen & Vance (2010).  

Protection Motivation Theory. Measures for threat severity (TSE) and vulnerability 
(TVU), maladaptive rewards (REW), fear (FEA), response efficacy (TRE), self-efficacy (SEF), 
and response costs (RCO) were included in the study. The items were formulated based on 
measures in Boss et al. (2015), Herath and Rao (2009b), and Siponen et al. (2010).  

Stress-as-Offence-to-Self Theory. Illegitimate tasks (ITT) were measured using Bern 
Illegitimate Tasks Scale (BITS) (Semmer et al., 2010) as a basis for item formulation. Items for 
both unnecessary (IUN) and unreasonable (IUR) tasks were included. Compared to BITS, the 
items in the present study were modified to be statements instead of questions and the scale 
was the same 7-point Likert scale that was used with the other items in the present study.  

Control variables. Measured background variables were sex, age, work experience, 
and computer skills (these were the same across the behaviors), and information security 
knowledge (behavior-specific items). Computer skills were measured by one-item evaluation 
of one’s general computer skills, a scale ranging from 1 (Very poor skills) – 5 (Very good 
skills). Information security knowledge was measured by two items with a scale ranging 
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from 1 (completely disagree) – 7 (completely agree). The mean score of the two items was 
used in the analyses. Table 2 shows information security knowledge items and reliability 
statistics for their respective constructs. 

 
Table 2 Information Security Knowledge Items and Their Reliability Statistics 

Construct α 
ISP – Information security knowledge .94 
I know exactly what kinds of things the information security policy of my workplace 
includes. 

 

I am well informed of the information security policy of my workplace.  
USB – Information security knowledge .78 
I know that malware may transfer via USB drive.  
I understand that just sticking the USB drive to the computer may set off malware.  
LOG – Information security knowledge .85 
I understand all that can happen if someone gets access to a computer with my user 
identification. 

 

I understand precisely what can happen if someone gets access to a computer with 
my user identification. 

 

PSW – Information security knowledge .45 
I know how passwords are cracked.  
I understand what kinds of consequences are involved if a password is cracked.  

Note. α = Cronbach’s alpha.  

2.3 Validity and Reliability Assessment of the Measures 

2.3.1 Assessment Methods 

Before the beginning of data collection, preliminary validity and reliability assessment of the 
questionnaires was performed using two-phased pilot study. In the first phase, the question-
naires were presented at a university class where students answered to the questionnaire and 
gave informed consent to use the data. Following amounts of participants answered to the 
four questionnaires: 41 to ISP compliance (ISP), 35 to not copying sensitive information to 
the unsecured USB drive (USB), 38 to locking or logging out from the computer (LOG), and 
34 to not writing down passwords (PSW).  Since the sample sizes for each behavior-specific 
questionnaire were relatively small, CFA did not give reliable results for which reason 
Cronbach’s alpha (α) was the method used for the assessment. Constructs with acceptable 
reliability were selected for the final questionnaire, and those with unacceptable statistics 
were reformulated and piloted again with a different group of students. Since the explana-
tory items from DT, PMT, and SOS were as similar as possible in wording, the second phase 
of piloting was completed with only ISP questionnaire. 20 participants answered to the ques-
tionnaire, and at this phase, almost all of the constructs had acceptable reliability statistics 
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and were selected for the final questionnaire. The few items of the constructs with poorer 
reliability were reformulated but not tested further. 

All of the validity and reliability assessments were performed separately for the four 
ISBs with the actual data. There were 119 respondents to the general ISP compliance (ISP) 
questionnaire, 111 to the not copying sensitive data to the unsecured USB drive (USB) ques-
tionnaire, 118 to the locking or logging out of the computer (LOG) questionnaire, and 112 to 
the not writing down passwords (PSW) questionnaire. Content validity of the constructs was 
strengthened by using measurement items that had been tested in previous studies as a basis 
for the questionnaire formation.  Convergent and discriminant validity were inspected using 
confirmatory factor analysis (CFA) with continuous factor indicators and maximum likeli-
hood estimator (Muthén & Muthén, 1998-2012). CFA was selected because the constructs 
were based on strong theoretical foundation. Overall model fit was evaluated based on the 
following goodness-of-fit measures: Chi-Square (χ²)-test, Root Mean Square Error of Approx-
imation (RMSEA), Standardized Root Mean Square Residual (SRMR), Comparative Fit Index 
(CFI), and Tucker-Lewis Index (TLI) (Muthén & Muthén, 1998-2012; Schermelleh-Engel, 
Moosbrugger, & Müller, 2003).  

Several theoretically plausible models were compared to find the empirically best-fit-
ting model to be used in the further analyses. The sample size for each behavior was rela-
tively small for CFA and in each of the behaviors, the number of parameters was larger than 
the sample size. CFAs were performed for overall models containing all the items and also 
separately for the items related to each of the three theories (i.e. DT, PMT, and SOS). By sep-
arate tests for the theories, the problems created by the small sample size could be mitigated 
and the overall model could be inspected in more detail. Original theory-based factors were 
combined in the tested models if the inter-construct correlations were high or if there were 
strong residual correlations between the items belonging to different factors. Theoretically 
plausible models (based on the expected direction of associations and previous studies com-
bining the theoretical constructs) that differed from the original research model were also 
considered if the empirical data showed better fit for these models. The comparability of the 
four ISBs was also considered when choosing the model to be used in further analyses. 

After testing the model fit, the items of each construct were inspected in more detail to 
further improve the overall model. Factor loadings for each item of the construct should ex-
ceed .70 and the average variance extracted (AVE) by the construct in each item should be 
greater than .50 to indicate good convergent validity and internal consistency of the measure 
(MacKenzie, Podsakoff, & Podsakoff, 2011; Fornell & Larcker, 1981). When there are prob-
lems with construct validity, elimination for problematic items is suggested to be done based 
on a) nonsignificant loadings on the hypothesized construct, b) squared standardized load-
ings that are less than .50, and c) significant and large measurement error covariances with 
other constructs (MacKenzie et al., 2011). Residuals were inspected in addition to loadings 
and error covariances to determine items to be deleted. Modification indices suggested by 
the program were utilized besides residuals in determining if items should be deleted or 
modifications allowed. Modifications were applied when they suggested significant residual 
intra-construct correlations and when the model improved by allowing these correlations. If 
modification indices suggested large inter-construct correlations the items in question were 
considered for deletion. After the final model was selected, the reliability of achieved con-
structs was assessed using Cronbach’s alpha (α) where adequate interitem reliability is 



26 

 

achieved when α is greater than .70 (Nunnally & Bernstein, 1994). Overall, the complete mod-
els tested for each of the behaviors were: 

1. Original research model: ISB and 4 constructs from DT, 7 from PMT, and 2 from SOS 
2. Compressed model based on the theories: ISB and 2 constructs from DT (formal and 

informal sanctions), 3 constructs from PMT (threat and coping appraisal, as well as 
fear) and 1 from SOS (illegitimate tasks) 

3. Theoretically plausible model based on separate CFAs for DT, PMT, and SOS: sanc-
tions as a whole (DT), threat appraisal by threat severity and vulnerability, fear, 
combined maladaptive rewards and response costs, response efficacy, and self-effi-
cacy (PMT), and illegitimate tasks as a whole (SOS) 

4. The chosen model: Model 3 where problematic items have been removed and strong 
intra-construct correlations are allowed 

5. Common method variance model: Model 4 where the constructs are loaded to first-
order common method factor 

Separate tests for each of the theories included: 

6. DT: 4 constructs for severity and certainty of formal sanctions, as well as for severity 
and certainty of informal sanctions 

7. DT: 2 constructs for formal and informal sanctions 
8. DT: 1 construct for sanctions as a whole 
9. DT: Model 7 where problematic items have been removed and strong intra-con-

struct correlations are allowed 
10. PMT: 7 constructs for threat severity and vulnerability, maladaptive rewards, fear, 

response efficacy, self-efficacy, and response costs 
11. PMT: 3 factors for threat appraisal (threat severity and vulnerability, as well as mal-

adaptive rewards), fear, and coping appraisal (response efficacy, self-efficacy, and 
response costs) 

12. PMT: 5 constructs for threat appraisal (threat severity and vulnerability), maladap-
tive rewards, fear, coping appraisal (response efficacy and response costs), and self-
efficacy 

13. PMT: 4 constructs for combined threat and fear (threat severity and vulnerability, as 
well as fear), combined rewards and costs (maladaptive rewards and response costs), 
response efficacy, and self-efficacy 

14. PMT: 5 constructs for threat appraisal (threat severity and vulnerability), combined 
rewards and costs (maladaptive rewards and response costs), fear, response efficacy, 
and self-efficacy 

15. PMT: Model 14 where problematic items have been removed and strong intra-con-
struct correlations are allowed  

The factor solution for PMT was also tested in detail by separating parts of the overall 
model to determine the best-fitting model. For example, threat severity and vulnerabil-
ity, as well as fear were tested separately to determine if they form a common factor or 
separate factors. 

16. SOS: 2 constructs for unnecessary and unreasonable tasks 
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17. SOS: 1 construct for illegitimate tasks as a whole 
18. SOS: Model 17 where problematic items have been removed and strong intra-con-

struct correlations are allowed 

In addition to assessing convergent validity and reliability of the constructs, discrimi-
nant validity was evaluated. These analyses are completed for the chosen model 4 for each 
of the ISBs. Discriminant validity is considered to be good if the square root of AVE for each 
construct is greater than all inter-construct correlations (Chin, 1998). In addition, effects of 
the common method bias were inspected. Common method bias refers to bias in the data 
created by certain response style of the respondents (Podsakoff, MacKenzie, & Podsakoff, 
2012). Common method bias can affect construct validity and reliability, as well as bias the 
results of regression analyses. In the present study, common method bias is tested by adding 
a first-order method factor to the overall model. All of the constructs measured by the same 
questionnaire are loaded to this method factor, and then the loadings and explanatory levels 
of the common method factor are evaluated for the constructs (Podsakoff et al., 2012). CFAs 
were completed using Mplus version 7 (Muthén & Muthén, 1998-2012) and Cronbach’s al-
phas were calculated using SPSS Statistics 22. 
 

2.3.2 Assessment Results 

 
Tables 3, 5, 7, and 9 shows the results of the model fits for each of the behaviors. The chosen 
model 4 did not have a perfect fit for any of the behaviors but the separate models for the 
constructs of DT, PMT, and SOS showed good or reasonable fit. Model 4 had also better fit 
than the other tested overall models for each of the behaviors. The poor overall fit could be 
due to small sample size compared to a number of free parameters in the models. The overall 
models were modified to fit the data as well as possible, and many of the original items were 
removed to improve the models. Fit indices showing the deviation from the fitting model 
(RMSEA, SRMR, CFI, and TLI) are close to the recommended cut-off scores after the modifi-
cations. The theoretical fit was also considered while testing the differing models, and Model 
4 was the best compromise between empirical and theoretical expectations. With LOG, self-
efficacy (SEF) was excluded because its items did not appear to form a unified construct nor 
did they correlate with other items in different constructs. The overall model was weaker 
with SEF.  Tables 4, 6, 8, and 10 show that the factor loadings and item variance explained by 
the chosen constructs were high showing good convergent validity for all of the constructs. 
Reliability of the constructs was also acceptable as depicted in these tables.  

However, there appeared to be problems with discriminant validity regarding all of the 
ISBs since the average square roots of AVE were not greater than the inter-construct correla-
tions for all of the constructs, indicated in the comparison of the values in Tables 11-15. 
Square roots of AVE are presented in Table 11 and Tables 12-15 show inter-construct corre-
lations for each of the ISBs. There were problems especially with the constructs for rewards 
and costs, as well as illegitimate tasks. In the case of PSW, the correlation between these con-
structs was over 1 indicating problems in the data. Although rewards and costs, as well as 
illegitimate tasks, appeared to be closely linked, they were not combined because they rep-
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resented different theoretical foundations. In addition, analyses of common method bias in-
dicate problems in the data. The overall models containing the common method factor 
(model 5) were not better overall fits than the chosen model 4 (shown in Tables 2, 4, 6, and 8) 
for any of the ISBs. However, Table 16 shows that the factor loadings and extracted variance 
of the constructs by the common method factor are considerably high for many of the con-
structs with each of the behaviors. Especially, the dependent variable ISB was highly ex-
plained by the common method factor in the cases of LOG and PSW. There were also prob-
lems with other constructs in terms of common method bias. The analysis of validity and 
reliability showed that although convergent validity appeared to be reasonable there were 
problems with discriminant validity and common method bias. These problems need to be 
taken into account when interpreting the results of the further analyses. 

 
Table 3 ISP - Model fit indices for CFAs 

Model χ²-test (df), p-value RMSEA SRMR CFI TLI 
Cut-off score p-value ≥.05 <.06  <.05 >.95 >.95 

Overall models     
1 1439.284 (811), .0000 .081 .072  .798  .765 
2 1928.686 (881), .0000 .100 .112  .664  .639 
3   774.315 (496), .0000 .069 .064  .874  .858 
4   523.189 (373), .0000 .058 .058  .916  .902 
5   628.702 (393), .0000 .071 .115  .868  .854 

Models for DT     
6   153.794 (48), .0000 .136 .066  .851  .795 
7   175.602 (53), .0000 .139 .071  .828  .785 
8   210.961 (54), .0000 .156 .075  .779  .730 
9     23.828 (16), .0933 .064 .032  .982  .969 
Models for PMT      

10   284.491 (168), .0000 .076 .064  .890  .862 
11   667.912 (186), .0000 .148 .153  .545  .486 
12   329.844 (179), .0000 .084 .083  .857  .833 
13   430.169 (183), .0000 .107 .108  .766  .732 
14   329.496 (179), .0000 .084 .073  .858  .833 
15   237.133 (142), .0000 .075 .062  .893  .871 

Models for SOS      
16     15.172 (19), .7116 .000 .033 1.000 1.027 
17     15.307 (20), .7586 .000 .033 1.000 1.031 
18       5.517 (13), .9620 .000 .022 1.000 1.061 

Note. χ²-test = Chi-Square test, df = degrees of freedom, RMSEA = Root Mean Square Error 
of Approximation, SRMR = Standardized Root Mean Square Residual, CFI = Comparative 
Fit Index, TLI = Tucker-Lewis Index. 
The tested models are described on pages 26-27. For the chosen model 4, the following intra-
construct correlations were allowed: FSC2 with FSS2, ISS3 with FSS1, ISC2 with ISS2, and 
REW3 with REW2. 
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Table 4 ISP - Constructs, Their Items, and Validity and Reliability Statistics 

Construct Items F V α 
ISP compliance 
(ISB)  

1. I follow information security policy guidelines of my workplace. 
2. I do not follow information security policy guidelines of my work-
place. (R) 
3. In my work, I act according to information security policy guide-
lines of my workplace. 

.833 

.794 
 
.785 

.693 

.630 
 
.616 

.837 

Sanctions (FIS) 
 
 

 

1. I will be severely punished if I get caught of violating the company 
information security policy.  
2. I will be subjected to disciplinary action if I get caught of violating 
the company information security policy.  
3. I will be formally reprimanded if I get caught of violating the com-
pany information security policy.   
4. I will probably be formally punished if I do not comply with the 
company information security policy.  
5. I will probably be subjected to disciplinary action if I do not com-
ply with the company information security policy.  
6. I will eventually be formally punished if I do not comply with the 
company information security policy. 
7. I will lose the trust of my manager if I get caught of violating the 
company information security policy.  
8. I will lose my promotion prospects if management catches me of 
violating the company information security policy.  
9. I will lose the respect of my manager if I get caught of violating 
the company information security policy.   
10. It is probable that I will lose the trust of my manager if I do not 
comply with the company information security policy.  
11. I will probably lose my promotion prospects if I do not comply 
with the company information security policy.  
12. It is probable that I will lose the respect of my manager if I do not 
comply with the company information security policy. 

.666 
 
.806 
 
* 
 
* 
 
.898 
 
.759 
 
* 
 
.762 
 
.824 
 
.720 
 
.784 
 
* 

.444 
 
.649 
 
* 
 
* 
 
.806 
 
.576 
 
* 
 
.580 
 
.679 
 
.518 
 
.614 
 
* 

.925 
 

Threat appraisal 
(TAP) 

  
 

1. A malicious security breach will follow the violation of infor-
mation security policy.  
2. If I do not comply with information security policy, it causes se-
vere problems for my organization.  
3. If I do not comply with the company information security policy, 
it will be followed by serious information security problems.  
4. Being subjected to information security threat is probable if I do 
not comply with the company information security policy.  
5. My company will be subjected to information security threat if I 
do not comply with the company information security policy.  
6. Being subjected to information security threat is improbable even 
if I do not comply with the company information security policy. (R) 

.752 
 
.765 
 
.855 
 
* 
 
.762 
 
.560 

.566 
 
.585 
 
.731 
 
* 
 
.581 
 
.313 

.856 
 

Fear (FEA)  1. I am afraid of information security problems that will follow if I 
do not comply with the company information security policy.  
2. I am anxious about information security problems that will follow 
if I do not comply with the company information security policy.  
3. I am terrified by information security problems that will follow if 
I do not comply with the company information security policy.  
 
 
 

.854 
 
.697 
 
* 

.729 
 
.486 
 
* 

.746 
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Rewards and 
costs (REC) 

1. My work will slow down if I comply with the company infor-
mation security policy.  
2. Complying with the company information security policy reduces 
my productivity at work.  
3. It makes my job easier if I do not comply with the company infor-
mation security policy. 
4. Complying with the company information security policy takes an 
unreasonable investment of effort.  
5. There is too much work associated with complying with the com-
pany information security policy.  
6. Complying with the company information security policy requires 
too much effort. 

* 
 
.572 
 
.660 
 
.750 
 
* 
 
.769 

* 
 
.327 
 
.436 
 
.562 
 
* 
 
.592 

.807 

Response effi-
cacy (TRE)  
 

1. Not complying with the information security policy increases the 
probability of information security threat realization.  
2. Complying with the information security policy helps to avoid the 
realization of information security threat.  
3. Careful compliance with information security policy decreases the 
probability of information security threat realization.  

.721 
 
.657 
 
* 

.519 
 
.431 
 
* 

.642 

Self-efficacy 
(SEF) 
 

1. I can comply with the information security policy without help.  
2. I can comply with the information security policy even if I would 
not receive help for it.  
3. I can comply with the information security policy by myself. 

.742 

.868 
 
* 

.550 

.754 
 
* 

.782 

Illegitimate 
tasks (ITT) 
 

1. I ponder if information security policy needs to be complied with 
at all.  
2. I ponder if complying with information security policy makes 
sense at all.  
3. I ponder if information security policy would need to be complied 
with if things were organized better.  
4. I ponder if information security policy just exists because some 
people simply demand it this way.   
5. I believe that someone else should take care of the realization of 
information security policy. * 
6. Demand to comply unconditionally with the information security 
policy is going too far and should not be expected from me.  
7. Demand to comply unconditionally with the information security 
policy puts me into an awkward position.  
8. It is unfair for me to have to comply unconditionally with the in-
formation security policy. 

* 
 
.754 
 
.592 
 
* 
 
* 
 
.745 
 
* 
 
.715 

* 
 
.568 
 
.350 
 
* 
 
* 
 
.555 
 
* 
 
.511 

.795 

Note. R = Reversed scored, F = Factor loading for the respective construct, V = Variance ex-
plained by the respective construct, α = Cronbach’s alpha, * = Removed from the model. 
Calculations for factor loadings and extracted variance are based on standardized model re-
sults. 
 
 
 
 
 
 
 
 
 
 



31 

 

Table 5 USB - Model fit indices for CFAs 

Model χ²-test (df), p-value RMSEA SRMR CFI TLI 

Cut-off score p-value ≥.05 <.06  <.05 >.95 >.95 
Overall models     

1 1447.117 (811), .0000 .084 .080 .811 .780 
2 2056.743 (881), .0000 .110 .135 .651 .625 
3   609.581 (404), .0000 .068 .065 .904 .889 
4   460.443 (344), .0000 .055 .064 .939 .928 
5   617.252 (364), .0000 .079 .140 .868 .853 
Models for DT     

6     86.428 (48), .0006 .085 .040 .947 .927 
7     98.178 (53), .0002 .088 .041 .938 .922 
8   109.961 (54), .0000 .097 .046 .923 .905 
9     27.451 (19), .0946 .063 .027 .980 .971 

Models for PMT      
10   246.173 (168), .0001 .065 .063 .931 .914 
11   737.692 (188), .0000 .162 .161 .514 .458 
12   394.599 (179), .0000 .104 .137 .810 .777 
13   330.728 (183), .0000 .085 .076 .869 .850 
14   277.677 (179), .0000 .070 .068 .913 .898 
15     96.297 (79), .0903 .044 .056 .976 .968 
Models for SOS      

16     25.385 (19), .1483 .055 .064 .956 .934 
17     33.867 (20), .0270 .079 .073 .903 .865 
18       7.344 (5), .1963 .066 .043 .975 .949 

Note. χ²-test = Chi-Square test, df = degrees of freedom, RMSEA = Root Mean Square Error 
of Approximation, SRMR = Standardized Root Mean Square Residual, CFI = Comparative 
Fit Index, TLI = Tucker-Lewis Index. 
The tested models are described on pages 26-27. For the chosen model 4, the following intra-
construct correlations were allowed: FSC2 with FSS2, ISS3 with FSS1, ISS3 with FSC2, ISC2 
with ISS2, and REW3 with REW1. 
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Table 6 USB - Constructs, Their Items, and Validity and Reliability Statistics 

Construct Items F V α 

Not copying sensitive  
information to the un-
secured USB drive 
(ISB)  

1. I sometimes put sensitive information on my computer to the 
unsecured USB drive. (R) 
2. I sometimes transfer sensitive information related to my 
work to the unsecured USB drive. (R) 
3. I have sensitive information related to my work on an unse-
cured USB drive. (R) 

.798 
 
.863 
 
.701 
 

.637 
 
.745 
 
.492 

.840 

Sanctions (FIS)  
 

1. I will be severely punished if I get caught of transferring sen-
sitive information to the unsecured USB drive.  
2. I will be subjected to disciplinary action if I get caught of 
transferring sensitive information to the unsecured USB drive.  
3. I will be formally reprimanded if I get caught of transferring 
sensitive information to the unsecured USB drive.  
4. I will probably be formally punished if I transfer sensitive 
information to the unsecured USB drive.  
5. I will probably be subjected to disciplinary action if I transfer 
sensitive information to the unsecured USB drive.  
6. I will eventually be formally punished if I transfer sensitive 
information to the unsecured USB drive. 
7. I will lose the trust of my manager if I get caught of transfer-
ring sensitive information to the unsecured USB drive.  
8. I will lose my promotion prospects if management catches 
me of transferring sensitive information to the unsecured USB 
drive.  
9. I will lose the respect of my manager if I get caught of trans-
ferring sensitive information to the unsecured USB drive.   
10. It is probable that I will lose the trust of my manager if I 
transfer sensitive information to the unsecured USB drive.  
11. I will probably lose my promotion prospects if I transfer sen-
sitive information to the unsecured USB drive.  
12. It is probable that I will lose the respect of my manager if I 
transfer sensitive information to the unsecured USB drive. 

.872 
 
.855 
 
* 
 
* 
 
.863 
 
.870 
 
* 
 
.744 
 
 
.910 
 
* 
 
.856 
 
.857 

.761 
 
.732 
 
* 
 
* 
 
.745 
 
.756 
 
* 
 
.554 
 
 
.828 
 
* 
 
.732 
 
.734 

.957 
 

Threat  
appraisal (TAP) 
  
 

1. A malicious security breach will follow the transferring of 
sensitive information to the unsecured USB drive.  
2. If I transfer sensitive information to the unsecured USB drive, 
it causes severe problems for my organization.  
3. If I transfer sensitive information to the unsecured USB drive, 
it will be followed by serious information security problems.  
4. Being subjected to information security threat is probable if I 
transfer sensitive information to the unsecured USB drive.  
5. My company will be subjected to information security threat 
if I transfer sensitive information to the unsecured USB drive.  
6. Being subjected to information security threat is improbable 
even if I transfer sensitive information to the unsecured USB 
drive. (R) * 

.860 
 
* 
 
.831 
 
.623 
 
.815 
 
* 

.740 
 
* 
 
.691 
 
.388 
 
.664 
 
* 

.858 
 

Fear (FEA)  1. I am afraid of information security problems that follow if I 
transfer sensitive information to the unsecured USB drive. 
2. I am anxious about information security problems that follow 
if I transfer sensitive information to the unsecured USB drive. 
3. I am terrified of information security problems that follow if 
I transfer sensitive information to the unsecured USB drive. 

* 
 
.749 
 
 
.978 

* 
 
.561 
 
 
.957 
 

.846 
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Rewards and costs 
(REC) 

1. My work will slow down if I do not transfer sensitive infor-
mation to the unsecured USB drive.  
2. Not transferring sensitive information to the unsecured USB 
drive reduces my productivity at work.  
3. It makes my job easier if I transfer sensitive information to 
the unsecured USB drive. 
7. Refraining from transferring sensitive information to the un-
secured USB drive takes an unreasonable investment of effort.  
8. There is too much work associated with taking care of infor-
mation security by refraining from transferring sensitive infor-
mation to the unsecured USB drive.  
9. Refraining from transferring sensitive information to the un-
secured USB drive requires too much effort. 

.702 
 
* 
 
.663 
 
* 
 
.836 
 
 
.737 

.492 
 
* 
 
.439 
 
* 
 
.699 
 
 
.543 

.835 

Response  
efficacy (TRE)  
 

1. Transferring sensitive information to the unsecured USB 
drive increases the probability of information security threat re-
alization.  
2. Not transferring sensitive information to the unsecured USB 
drive helps to avoid the realization of information security 
threat.  
3. Not transferring sensitive information to the unsecured USB 
drive decreases the probability of information security threat 
realization.  

.857 
 
 
.729 
 
 
* 

.734 
 
 
.532 
 
 
* 

.763 

Self-efficacy (SEF) 
 

4. I can transfer sensitive information securely without help.  
5. I can transfer sensitive information securely even if I would 
not receive help for it.  
6. I can transfer sensitive information securely by myself.  

* 
.975 
 
.912 

* 
.951 
 
.831 

.941 

Illegitimate tasks 
(ITT) 
 

1. I ponder if refraining from transferring sensitive information 
to the unsecured USB drive needs to be done at all. * 
2. I ponder if refraining from transferring sensitive information 
to the unsecured USB drive makes sense at all.  
3. I ponder if refraining from transferring sensitive information 
to the unsecured USB drive would need to be done if things 
were organized better. * 
4. I ponder if transferring sensitive information to the unse-
cured USB drive just need to be refrained from because some 
people simply demand it this way.   
5. I believe that someone else should take care of the security of 
transferring information to the USB drive. * 
6. Demand to not to transfer sensitive information to the unse-
cured USB drive is going too far and should not be expected 
from me.  
7. Demand to not to transfer sensitive information to the unse-
cured USB drive puts me into an awkward position.  
8. It is unfair for me to have to refrain from transferring sensi-
tive information to the unsecured USB drive. 

* 
 
.469 
 
* 
 
 
.549 
 
 
* 
 
* 
 
 
.679 
 
.799 

* 
 
.220 
 
* 
 
 
.302 
 
 
* 
 
* 
 
 
.461 
 
.638 

.732 

Note. R = Reversed scored, F = Factor loading for the respective construct, V = Variance ex-
plained by the respective construct, α = Cronbach’s alpha, * = Removed from the model. 
Calculations for factor loadings and explained variance are based on standardized model 
results. 
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Table 7 LOG - Model fit indices for CFAs 

Model χ²-test (df), p-value RMSEA SRMR CFI TLI 
Cut-off score p-value ≥.05 <.06  <.05 >.95 >.95 

Overall models     
1 Nonidentified model      
2 1721.450 (881), .0000 .090 .122  .721  .700 
3   687.767 (471), .0000 .062 .062  .905  .894 
4   381.215 (301), .0012 .048 .054  .952  .944 
5   480.570 (315), .0000 .067 .115  .900  .889 

Models for DT     
6     95.822 (48), .0001 .092 .047  .916  .884 
7   101.959 (53), .0001 .088 .049  .914  .892 
8   101.016 (54), .0001 .086 .048  .917  .899 
9     44.633 (34), .1049 .051 .035  .976  .969 
Models for PMT      

10   268.612 (168), .0000 .071 .061  .901  .877 
11   617.201 (186), .0000 .140 .161  .577  .522 
12   383.495 (179), .0000 .098 .107  .799  .765 
13   356.832 (183), .0000 .090 .070  .829  .804 
14   291.642 (179), .0000 .073 .065  .890  .870 
15     77.387 (69), .2287 .032 .046  .987  .983 
Models for SOS      

16     11.175 (19), .9178 .000 .033 1.000 1.053 
17     21.413 (20), .3732 .024 .044   .994   .991 
18     12.376 (9), .1929 .057 .041   .979   .964 

Note. χ²-test = Chi-Square test, df = degrees of freedom, RMSEA = Root Mean Square Error 
of Approximation, SRMR = Standardized Root Mean Square Residual, CFI = Comparative 
Fit Index, TLI = Tucker-Lewis Index. 
The tested models are described on pages 26-27. For the chosen model 4, the following intra-
construct correlations were allowed: ISC2 with ISS2, and RCO2 with REW3. SEF is removed 
because it did not estimate properly. 
 
 
Table 8 LOG - Constructs, Their Items, and Validity and Reliability Statistics 

Construct Items F V α 
Locking or  
logging out 
from 
computer 
(ISB)  

1. I do not lock my computer when I leave my workstation for a short 
while. (R) 
2. I do not always log out from my computer when I leave my work-
station for a short while. (R) 
3. I do not tend to lock or log out from the computer when I leave my 
workstation for a short while. (R) 

.672 
 
.789 
 
.835 
 

.452 
 
.623 
 
.697 

.801 
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Sanctions 
(FIS) 
 
 

1. I will be severely punished if I get caught of not locking or logging 
out from the computer when I leave my workstation for a short while.  
2. I will be subjected to disciplinary action if I get caught of not locking 
or logging out from the computer when I leave my workstation for a 
short while.  
3. I will be formally reprimanded if I get caught of not locking or logging 
out from the computer when I leave my workstation for a short while.   
4. I will probably be formally punished if I do not lock or log out from 
the computer when I leave my workstation for a short while.  
5. I will probably be subjected to disciplinary action if I do not lock or 
log out from the computer when I leave my workstation for a short 
while.  
6. I will eventually be formally punished if I do not lock or log out from 
the computer when I leave my workstation for a short while. 
7. I will lose the trust of my manager if I get caught of not locking or 
logging out from the computer when I leave my workstation for a short 
while.  
8. I will lose my promotion prospects if management catches me of not 
locking or logging out from the computer when I leave my workstation 
for a short while.  
9. I will lose the respect of my manager if I get caught of not locking or 
logging out from the computer when I leave my workstation for a short 
while.   
10. It is probable that I will lose the trust of my manager if I do not lock 
or log out from the computer when I leave my workstation for a short 
while.  
11. I will probably lose my promotion prospects if I do not lock or log 
out from the computer when I leave my workstation for a short while.  
12. It is probable that I will lose the respect of my manager if I do not 
lock or log out from the computer when I leave my workstation for a 
short while. 

.656 
 
.863 
 
 
* 
 
.756 
 
.876 
 
 
* 
 
* 
 
 
.689 
 
 
.888 
 
 
* 
 
 
.781 
 
.914 

.431 
 
.744 
 
 
* 
 
.571 
 
.767 
 
 
* 
 
* 
 
 
.474 
 
 
.789 
 
 
* 
 
 
.609 
 
.836 

.938 

Threat 
appraisal 
(TAP) 
  
 

1. A malicious security breach will follow not locking or logging out 
from the computer when I leave my workstation for a short while.  
2. If I do not lock or log out from the computer when I leave my work-
station for a short while, it causes severe problems for my organization.  
3. If I do not lock or log out from the computer when I leave my work-
station for a short while, it will be followed by serious information se-
curity problems.  
4. Being subjected to information security threat is probable if I do not 
lock or log out from the computer when I leave my workstation for a 
short while.  
5. My company will be subjected to information security threat if I do 
not lock or log out from the computer when I leave my workstation for 
a short while.  
6. Being subjected to information security threat is improbable even if I 
do not lock or log out from the computer when I leave my workstation 
for a short while. (R) * 

* 
 
.752 
 
.814 
 
 
.656 
 
 
.586 
 
 
* 

* 
 
.566 
 
.614 
 
 
.430 
 
 
.344 
 
 
* 

.785 
 

Fear (FEA)  1. I am afraid of information security problems that will follow if I do 
not lock or log out from the computer when I leave my workstation for 
a short while. 
2. I am anxious about information security problems that will follow if 
I do not lock or log out from the computer when I leave my workstation 
for a short while. 
3. I am terrified by information security problems that will follow if I do 
not lock or log out from the computer when I leave my workstation for 
a short while. 

.820 
 
 
.793 
 
 
* 

.672 
 
 
.629 
 
 
* 

.787 
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Rewards and 
costs (REC) 

1. My work will slow down if I lock or log out from the computer when 
I leave my workstation for a short while.  
2. Locking or logging out from the computer when I leave my work-
station for a short while reduces my productivity at work.  
3. It makes my job easier if I do not lock or log out from the computer 
when I leave my workstation for a short while. 
4. Locking or logging out from the computer when I leave my work-
station for a short while takes an unreasonable investment of effort.  
5. There is too much work associated with taking care of information 
security by locking or logging out from the computer when I leave my 
workstation for a short while.  
6. Locking or logging out from the computer when I leave my work-
station for a short while requires too much effort. 

.754 
 
* 
 
.814 
 
.780 
 
.800 
 
 
* 

.569 
 
* 
 
.663 
 
.608 
 
.641 
 
 
* 

.855 

Response  
efficacy (TRE)  
 

1. Not locking or logging out from the computer when I leave my work-
station for a short while increases the probability of information secu-
rity threat realization.  
2. Locking or logging out from the computer when I leave my work-
station for a short while helps to avoid the realization of information 
security threat.  
3. Locking or logging out from the computer when I leave my work-
station for a short while decreases the probability of information secu-
rity threat realization.  

* 
 
 
.985 
 
 
.642 
 

* 
 
 
.970 
 
 
.413 

.759 

Self-efficacy 
(SEF) 
 

4. I can lock and log out from the computer without help.  
5. I can lock and log out from the computer even if I would not receive 
help for it.  
6. I can lock and log out from the computer by myself.  

* 
* 
 
* 

* 
* 
 
* 

* 

Illegitimate 
tasks (ITT) 
 

1. I ponder if locking or logging out from the computer always when 
leaving the workstation needs to be done at all.  
2. I ponder if locking or logging out from the computer always when 
leaving the workstation makes sense at all.  
3. I ponder if locking or logging out from the computer always when 
leaving the workstation would need to be done if things were organized 
better.  
4. I ponder if locking or logging out from the computer always when 
leaving the workstation just need to be done because some people 
simply demand it this way.  
5. I believe that someone else should take care of the computer security 
when I leave my workstation for a short while. * 
6. Demand to lock or log out from the computer always when I leave 
my workstation for a short while is going too far and should not be ex-
pected from me.  
7. Demand to lock or log out from the computer always when I leave 
my workstation for a short while puts me into an awkward position.  
8. It is unfair for me to have to lock or log out from the computer always 
when I leave my workstation for a short while. 

* 
 
.836 
 
* 
 
 
.711 
 
 
* 
 
.666 
 
 
* 
 
.751 

* 
 
.700 
 
* 
 
 
.505 
 
 
* 
 
.444 
 
 
* 
 
.565 

.829 
 

Note. R = Reversed scored, F = Factor loading for the respective construct, V = Variance ex-
plained by the respective construct, α = Cronbach’s alpha, * = Removed from the model. 
Calculations for factor loadings and explained variance are based on standardized model 
results. 
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Table 9 PSW - Model fit indices for CFAs 

Model χ²-test (df), p-value RMSEA SRMR CFI TLI 
Cut-off score p-value ≥.05 <.06  <.05 >.95 >.95 

Overall models     
1 1357.159 (811), .0000 .078 .069  .854    .830 
2 1921.705 (881), .0000 .103 .134  .723   .702 
3   815.099 (558), .0000 .064 .058  .915   .904 
4   432.603 (345), .0009 .048 .048  .959   .952 
5   606.059 (365), .0000 .077 .171  .887   .875 

Models for DT     
6   114.133 (48), .0000 .111 .045  .897   .859 
7   132.712 (53), .0000 .116 .048  .876   .846 
8   139.684 (54), .0000 .119 .050  .867   .837 
9     42.128 (32), .1086 .053 .024  .979   .970 
Models for PMT      

10   238.181 (168), .0003 .061 .064  .937   .921 
11   585.179 (186), .0000 .138 .173  .640   .593 
12   402.709 (179), .0000 .106 .144  .798   .763 
13   308.090 (183), .0000 .078 .074  .887   .870 
14   267.464 (179), .0000 .066 .066  .920   .906 
15   112.562 (120), .6726 .000 .049 1.000 1.010 
Models for SOS      

16     29.568 (19), .0576 .070 .052   .964   .947 
17     79.266 (20), .0000 .163 .075   .799   .718 
18       2.826 (4), .5874 .000 .017 1.000 1.016 

Note. χ²-test = Chi-Square test, df = degrees of freedom, RMSEA = Root Mean Square Error 
of Approximation, SRMR = Standardized Root Mean Square Residual, CFI = Comparative 
Fit Index, TLI = Tucker-Lewis Index. 
The tested models are described on pages 26-27. For the chosen model 4, the following intra-
construct correlations were allowed: ISC3 with ISS2, REW2 with REW1, RCO3 with RCO1, 
and IUN2 with IUN1.  
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Table 10 PSW - Constructs, Their Items, and Validity and Reliability Statistics 

Construct Items F V α 
Not writing down 
passwords (ISB) 

1. I put down my passwords for recalling. (R) 
2. I write down my passwords. (R) 
3. I write down my passwords to remember it. (R) 

.942 

.923 
* 

.887 

.852 
* 

.930 
 

Sanctions (FIS) 
 
 

1. I will be severely punished if I get caught of writing my pass-
word down.  
2. I will be subjected to disciplinary action if I get caught of writ-
ing my password down.  
3. I will be formally reprimanded if I get caught of writing my 
password down.   
4. I will probably be formally punished if I write my password 
down.  
5. I will probably be subjected to disciplinary action if I write my 
password down.  
6. I will eventually be formally punished if I write my password 
down. 
7. I will lose the trust of my manager if I get caught of writing 
my password down.  
8. I will lose my promotion prospects if management catches me 
of writing my password down.  
9. I will lose the respect of my manager if I get caught of writing 
my password down.  
10. It is probable that I will lose the trust of my manager if I write 
my password down.  
11. I will probably lose my promotion prospects if I write my 
password down.  
12. It is probable that I will lose the respect of my manager if I 
write my password down. 

* 
 
.904 
 
.853 
 
.766 
 
* 
 
.937 
 
* 
 
.796 
 
.922 
 
.784 
 
* 
 
.899 

* 
 
.817 
 
.728 
 
.587 
 
* 
 
.878 
 
* 
 
.633 
 
.849 
 
.614 
 
* 
 
.808 

.948 

Threat appraisal 
(TAP) 

  
 

1. A malicious security breach will follow writing down the 
password.  
2. If I write my password down, it causes severe problems for 
my organization.  
3. If I write my password down, it will be followed by serious 
information security problems.   
4. Being subjected to information security threat is probable if I 
write my password down.  
5. My company will be subjected to information security threat 
if I write my password down.  
6. Being subjected to information security threat is improbable 
even if I write my password down. (R) * 

* 
 
.837 
 
.864 
 
.743 
 
.847 
 
* 

* 
 
.701 
 
.747 
 
.552 
 
.717 
 
* 

.892 

Fear (FEA)  1. I am afraid of information security problems that will follow 
if I write my password down.  
2. I am anxious about information security problems that will 
follow if I write my password down. 
3. I am terrified by information security problems that will fol-
low if I write my password down.   
 
 
 
 
 
 

.690 
 
.809 
 
.839 

.477 
 
.654 
 
.704 

.816 
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Rewards and costs 
(REC) 

1. My work will slow down if I do not write my password down.  
2. Refraining from writing down the password reduces my 
productivity at work.  
3. It makes my job easier if I write my password down. 
4. Memorizing the passwords takes an unreasonable investment 
of effort.  
5. There is too much work associated with memorizing the pass-
words. 
6. Memorizing the passwords requires too much effort. 

.716 

.553 
 
* 
.784 
 
* 
 
.824 

.513 

.306 
 
* 
.615 
 
* 
 
.679 

.847 

Response efficacy 
(TRE)  
 

1. Writing down the password increases the probability of infor-
mation security threat realization.  
2. Refraining from writing down the password helps to avoid 
the realization of information security threat.  
3. Refraining from writing down the password decreases the 
probability of information security threat realization.  

* 
 
.809 
 
.797 

* 
 
.761 
 
.636 

.820 

Self-efficacy (SEF) 
 

1. I can remember my passwords without help.  
2. I can remember my passwords even if I would not receive 
help for it.  
3. I have my passwords memorized.   

.850 
* 
 
.778 

.722 
* 
 
.606 

.704 

Illegitimate tasks 
(ITT) 
 

1. I ponder if all the passwords need to be memorized at all.  
2. I ponder if memorizing all the passwords makes sense at all.  
3. I ponder if all the passwords need to be memorized if things 
were organized better. * 
4. I ponder if memorizing all the passwords is just demanded 
because some people simply demand it this way. * 
5. I believe that someone else should take care of the password 
security. * 
6. Demand to memorize all the passwords is going too far and 
should not be expected from me.  
7. Demand to memorize all the passwords puts me into an awk-
ward position.  
8. It is unfair for me to have to memorize all the passwords. 

.452 

.677 
* 
 
* 
 
* 
 
.924 
 
* 
 
.808 

.204 

.458 
* 
 
* 
 
* 
 
.854 
 
* 
 
.653 

.835 

Note. R = Reversed scored, F = Factor loading for the respective construct, V = Variance ex-
plained by the respective construct, α = Cronbach’s alpha, * = Removed from the model. 
Calculations for factor loadings and extracted variance are based on standardized model re-
sults. 
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Table 11 Constructs, Their Average Variance Extracted (AVE), and Square Root of AVE 

Construct AVE √𝑨𝑽𝑬 Construct AVE √𝑨𝑽𝑬 
ISP.ISB .646 .804 LOG.ISB .591 .769 
ISP.FIS .608 .780 LOG.FIS .653 .808 
ISP.TAP .555 .745 LOG.TAP .489 .699 
ISP.FEA .608 .780 LOG.FEA .651 .807 
ISP.REC .479 .692 LOG.REC .620 .787 
ISP.TRE .475 .689 LOG.TRE .692 .832 
ISP.SEF .652 .808 LOG.SEF - - 
ISP.ITT .496 .704 LOG.ITT .554 .744 
USB.ISB .625 .791 PSW.ISB .870 .933 
USB.FIS .730 .854 PSW.FIS .739 .860 
USB.TAP .621 .788 PSW.TAP .679 .824 
USB.FEA .759 .871 PSW.FEA .612 .782 
USB.REC .543 .737 PSW.REC .528 .727 
USB.TRE .633 .796 PSW.TRE .699 .836 
USB.SEF .891 .944 PSW.SEF .664 .815 
USB.ITT .405 .636 PSW.ITT .542 .736 

Note. AVE = Average variance extracted by the construct; calculated as a mean of the variance 
explained by the construct for each item in it. The abbreviations are the same as presented in 
Tables 3, 5, 7, and 9. 
Values are presented for the chosen model 4. Calculations are based on standardized model 
results. 
 
Table 12 ISP - Correlations between the Constructs 

Construct 1 2 3 4 5 6 7 

1 ISB -       
2 FIS  .134       
3 TAP  .434**  .554**      
4 FEA  .179  .295*  .513**     
5 REC -.679**  .045 -.368**  .114    
6 TRE  .709**  .207  .616**  .281* -.484**   
7 SEF  .386** -.125 -.033 -.350** -.295**  .080  
8 ITT -.818** -.228* -.583** -.295**  .856** -.810** -.272* 

Note. The abbreviations are the same as presented in Table 3. 
Calculations are based on standardized model results. 
* p < .05, ** p < .01.  
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Table 13 USB - Correlations between the Constructs 

Construct 1 2 3 4 5 6 7 

1 ISB -       
2 FIS  .231       
3 TAP  .259*  .759**      
4 FEA  .169  .542**  .653**     
5 REC -.744** -.244* -.282** -.108    
6 TRE  .154  .488**  .840**  .320** -.343**   
7 SEF  .017 -.039  .226* -.066 -.281*  .289*  
8 ITT -.571** -.061 -.226  .005  .904** -.405** -.261* 

Note. The abbreviations are the same as presented in Table 5. 
Calculations are based on standardized model results. 
* p < .05, ** p < .01.  
 
Table 14 LOG - Correlations between the Constructs 

Construct 1 2 3 4 5 6 

1 ISB -      
2 FIS  .195      
3 TAP  .556**  .553**     
4 FEA  .569**  .416**  .745**    
5 REC -.711**  .069 -.191 -.167   
6 TRE  .464**  .062  .406**  .304** -.296**  
7 ITT -.773** -.114 -.293* -.211  .765** -.397** 

Note. The abbreviations are the same as presented in Table 7. 
Calculations are based on standardized model results. 
* p < .05, ** p < .01.  
 
Table 15 PSW - Correlations between the Constructs 

Construct 1 2 3 4 5 6 7 

1 ISB -       
2 FIS  .270**       
3 TAP  .427**  .659**      
4 FEA  .073  .553**  .754**     
5 REC -.794** -.250* -.303**  .001    
6 TRE  .433**  .330**  .655**  .496** -.332**   
7 SEF  .663**  .271**  .419**  .208 -.720**  .491**  
8 ITT -.754** -.215* -.322** -.100 1.010** -.432** -.709** 

Note. The abbreviations are the same as presented in Table 9. 
Calculations are based on standardized model results. 
* p < .05, ** p < .01.  
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Table 16 Study Contructs - Factor Loadings and Extracted Variance by the Common Method Factor 

Construct F V Construct F V 
ISP.ISB   .807  .349 LOG.ISB   .982 .965 
ISP.FIS   .215  .954 LOG.FIS   .231 .053 
ISP.TAP   .570  .675 LOG.TAP   .544 .296 
ISP.FEA   .192  .963 LOG.FEA   .506 .256 
ISP.REC  -.795  .368 LOG.REC  -.723 .523 
ISP.TRE    .791  .374 LOG.TRE   .446 .199 
ISP.SEF    .249  .938 LOG.SEF - - 
ISP.ITT -1.040 -.082 LOG.ITT  -.802 .643 
USB.ISB    .232  .054 PSW.ISB    .798 .636 
USB.FIS    .708  .501 PSW.FIS    .286 .082 
USB.TAP  1.078 Undefined PSW.TAP    .406 .165 
USB.FEA    .622  .387 PSW.FEA    .131 Undefined 
USB.REC  -.263  .069 PSW.REC -1.004 .017 
USB.TRE   .783  .613 PSW.TRE    .456 .208 
USB.SEF   .201  .040 PSW.SEF    .750 .562 
USB.ITT  -.199  .040 PSW.ITT   -.977 .954 

Note. F = Factor loading for the common method factor, V = Variance explained by the com-
mon method factor. The abbreviations are the same as presented in Tables 3, 5, 7, and 9. 
Calculations for factor loadings and extracted variance are based on standardized model re-
sults in model 5 presented on page 26 for each of the ISBs. 

2.4 Analysis Strategy  

Based on the reliability and validity assessment, the final hypotheses tested in this study were: 
H1: Higher sanctions are positively associated to secure ISB. 
H2: Higher threat appraisal is positively associated to secure ISB. 
H3: Higher fear is positively associated to secure ISB. 
H4: Higher rewards and costs are negatively associated to secure ISB. 
H5: Higher response efficacy is positively associated to secure ISB. 
H6: Higher self-efficacy is positively associated to secure ISB. 
H7: Higher amount of illegitimate tasks is negatively associated to secure ISB. 
 

A regression model was used to answer research questions. Gefen, Straub, and Boudreau 
(2000) have suggested guidelines for IS researches of when to use structural equation mod-
eling (SEM) compared to more traditional regression techniques. Although SEM is consid-
ered to be the state-of-the-art approach, there are situations when regression analysis could 
be more appropriate, such as smaller sample size and problems with distribution and multi-
collinearity assumptions. The results of regression analysis tend to be robust even when the 
assumptions are not fully met. In the present sample, the sample sizes for each behavior-
specific questionnaire (n=112-119) were relatively small compared to the amount of explan-
atory factors (i.e. independent variables). The observed variables also correlated relatively 
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highly with each other suggesting possible problems with multicollinearity. For these rea-
sons, linear regression analysis was chosen as the analysis strategy. Data sets were almost 
complete; missing data was due to a few participants that discontinued answering to the 
questionnaire.  

Hierarchical linear regression analysis was completed separately for each ISB. In the 
first step, only the control variables were put into the model, and in the second step, the study 
constructs were added. This way it could be evaluated if the study constructs predict ISBs 
above and beyond the effect of controls. Since the aim was to investigate how the theoretical 
constructs from DT, PMT, and SOS explain ISBs, the used model was forced. The significance 
of the study constructs was evaluated by comparing explanatory levels i.e. R2 values of 
Model 1 (including only the control variables) and Model 2 (including the controls and the 
study constructs). F-test was completed for R2 values to inspect the statistical significance of 
the difference between the models. A p-value < .05 for F-test indicate that the change in R2 is 
significant and the study variables add explanatory value over the controls. Standardized 
estimates (β) for regression coefficients of the constructs were also calculated and evaluated 
by t-test. If p-value < .05 for t-test, it indicates that the construct is a reliable explanatory factor. 

To evaluate the results of the analyses, assumptions of the regression analysis were in-
spected. The chosen constructs need to be meaningful explanatory factors for the dependent 
variable which is partly indicated by the correlations between the constructs (Metsämuuro-
nen, 2005). Tables 11-15 show that for each ISB, there were significant correlations between 
ISB and explanatory constructs which indicated that the constructs are relevant. Green (1991) 
suggests that in regression techniques accurate sample size is N > 50 + 8 x the amount of 
independent variables for the multiple correlation and N > 104 + a number of independent 
variables for the partial correlation. When both are tested, the larger sample size should be 
selected. In the present study, these numbers were 114 and 112 which made the sample sizes 
for each behavior adequate for the analyses. It is also expected that there are not outliers that 
deviate too far from the sample mean of each construct. Observations that were more than 
three standard deviations from the sample mean were relocated to the tails (3 SD) of the 
distribution of the variable before the analyses. 

In addition, it is expected that there is no multicollinearity between the explanatory 
constructs (i.e. they do not correlate too strongly with each other) and residuals should be 
normally distributed and homoscedastic (i.e. the variance is homogenous) (Metsämuuronen, 
2005). Multicollinearity was tested by tolerance values and variance inflation factors (VIF). 
Low tolerance values, especially when near zero, and high VIF values indicate problems in 
the data. Eigenvalues, condition index, and variance proportions are evaluated to check for 
multicollinearity. Eigenvalues near zero, condition index over 15, and if there are large vari-
ance proportions together with high condition index, indicate that multicollinearity is a prob-
lem in the data (Metsämuuronen, 2005). Studentized deleted residuals were used for the re-
sidual investigation. The normality of the residuals was investigated by checking normal 
probability plots. If the residuals are on a straight line, it indicates that they are normally 
distributed. Homoscedasticity of the residuals was inspected by looking at the figures show-
ing residuals and predicted values at the same time with residuals and individual observa-
tions for the constructs. By the distribution of the observations in the figures, the homosce-
dasticity of the residuals can be evaluated. Results of residual inspection and multicollinear-
ity diagnostics are reported in the results section. IBM SPSS Statistics 22 were used for the 
regression analyses. 



 

3 RESULTS 

3.1 Determinants of ISP 

Model 1 with only the control variables was compared with Model 2 that included the study 
constructs in addition to the controls. Results of the regression analysis for ISP are presented 
in Table 17. Model 2 added explanatory power to Model 1 indicating that the constructs from 
DT, PMT, and SOS predicted general information security policy compliance (ISP) above and 
beyond of control variables. Model 2 explained 53% of the variance in ISP of which 35.5% 
were due to the addition of the study constructs. Significant predictors of ISP included re-
sponse efficacy, self-efficacy, and illegitimate tasks of which illegitimate tasks was negatively, 
and response efficacy and self-efficacy were positively associated to ISP. Regression coeffi-
cient was highest for illegitimate tasks indicating that they affected the most strongly to ISP. 
However, the difference in coefficients between the significant coefficients was relatively 
small. Based on the results, people tend to follow ISP when they feel that their actions have 
an effect on the overall information security of their workplace and when they evaluate them-
selves to be capable of following ISP. When people experience the following the ISP to be 
unreasonable for their role or unnecessary altogether, they are less inclined to comply with 
ISP. Of the general hypotheses, H5-H7 were supported and H1-H4 were not in the case of 
ISP. 

Based on the residual figures, the residuals were reasonably well normally distributed 
and homoscedastic. However, there were potential problems with multicollinearity in Model 
2, indicated by part of the multicollinearity statistics. Tolerance values varied between .213 
and .756 and VIF values between 1.324 and 4.699. REC, TRE, SEF, and ITT all had small ei-
genvalues (.003-.028) and high condition indexes (20.412-61.566). Variance proportions were 
relatively low. Possible problems with multicollinearity were expected already based on the 
analyses of discriminant validity and common method bias. All of the significant predictors 
had problems with multicollinearity, so the results regarding their importance need to be 
interpreted with caution. 
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Table 17 ISP - Results of the Hierarchical Regression Analysis 

Overall Model Results    

Model R2 R2 change F change  df1, df2 Sig. F change 

Model 1 .175 .175   4.791  5, 113 .001 
Model 2 .530 .355 11.455  7, 106 .000 

Regression Coefficients for Model 2    
Construct β t-test Sig. t-test TOL VIF 

Constant   4.027 .000   
Sex  .014    .176 .860 .756 1.324 

Age -.008   -.055 .956 .217 4.611 

Work experience  .083    .573 .568 .213 4.699 

Computer skills -.013   -.169 .866 .760 1.316 
Information security knowledge  .131  1.705 .091 .755 1.325 

Sanctions (FIS)  .038    .478 .633 .699 1.430 
Threat appraisal (TAP) -.006   -.063 .950 .479 2.087 
Fear (FEA)  .108  1.257 .212 .601 1.664 

Rewards and costs (REC) -.181 -1.861 .065 .468 2.136 
Response efficacy (TRE)  .241  2.871 .005 .629 1.589 

Self-efficacy (SEF)  .210  2.595 .011 .677 1.477 
Illegitimate tasks (ITT) -.281 -2.523 .013 .357 2.799 

Note. R2 = Explanatory level of the model, F change = F-test for the change in explanatory 
level, df = degrees of freedom, Sig. F change = p-value for F-test, β = standardized regression 
coefficient estimate, Sig. t-test = p-value for t-test, TOL = Tolerance, VIF = Variance inflation 
factor. 

3.2 Determinants of USB 

Model 1 with only the control variables was compared with Model 2 that included the study 
constructs in addition to the controls. Results of the regression analysis for USB are presented 
in Table 18. Model 2 added explanatory power to Model 1 indicating that the constructs from 
DT, PMT, and SOS predicted not copying sensitive information to the unsecured USB drive 
(USB) above and beyond of control variables. Model 1 was not statistically significant which 
strengthened the significance of study constructs as predictors of USB. Model 2 explained 
51.1% of the variance in USB of which 48.3% were due to the addition of the study constructs. 
Significant predictors of USB included work experience, threat appraisal, as well as rewards 
and costs. Threat appraisal was positively, and work experience and rewards and costs were 
negatively associated to USB. Regression coefficient was highest for rewards and costs indi-
cating that they affected the most strongly to USB. Based on these results, people tend to use 
USB drives securely when they feel threatened by the consequences of not doing so. However, 
if people evaluate that they benefit of not acting securely, they tend to ignore fears related to 
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unsecured USB use. Of the general hypotheses, H2 and H4 were supported but other hypoth-
eses were not in the case of USB. In addition, work experience appeared to affect people’s 
actions regarding USB use in a way that more experienced employees are less inclined to 
withheld from copying sensitive information to unsecured USB drive. 

Based on the residual figures, the residuals were reasonably well normally distributed 
and homoscedastic. However, there were potential problems with multicollinearity in Model 
2, indicated by part of the multicollinearity statistics. Tolerance values varied between .260 
and .760 and VIF values between 1.316 and 3.900. FEA, REC, TRE, SEF, and ITT all had small 
eigenvalues (.006-.040) and high condition indexes (17.111-45.787). Variance proportions 
were relatively low. Possible problems with multicollinearity were expected already based 
on the analyses of discriminant validity and common method bias. Of the significant predic-
tors, rewards and costs had problems with multicollinearity, so the results regarding their 
importance need to be interpreted with caution. 

 
Table 18 USB - Results of the Hierarchical Regression Analysis 

Overall Model Results    

Model R2 R2 change F change  df1, df2 Sig. F change 

Model 1 .027 .027     .579  5, 103 .716 

Model 2 .511 .483 13.547  7, 96 .000 
Regression Coefficients for Model 2    

Construct β t-test Sig. t-test TOL VIF 

Constant   6.456 .000   

Sex -.034   -.420 .675 .760 1.316 

Age  .234  1.676 .097 .261 3.827 

Work experience -.281 -2.008 .047 .260 3.851 
Computer skills -.140 -1.437 .154 .535 1.867 

Information security knowledge  .069    .813 .418 .706 1.416 
Sanctions (FIS) -.056   -.524 .602 .447 2.238 
Threat appraisal (TAP)  .288  2.041 .044 .256 3.900 

Fear (FEA) -.111 -1.166 .246 .567 1.764 
Rewards and costs (REC) -.665 -6.235 .000 .448 2.230 

Response efficacy (TRE) -.162 -1.510 .134 .441 2.270 
Self-efficacy (SEF) -.068   -.738 .462 .602 1.662 

Illegitimate tasks (ITT) -.083   -.735 .464 .401 2.495 

Note. R2 = Explanatory level of the model, F change = F-test for the change in explanatory 
level, df = degrees of freedom, Sig. F change = p-value for F-test, β = standardized regression 
coefficient estimate, Sig. t-test = p-value for t-test, TOL = Tolerance, VIF = Variance inflation 
factor. 
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3.3 Determinants of LOG 

Model 1 with only the control variables was compared with Model 2 that included the study 
constructs in addition to the controls. Results of the regression analysis for LOG are pre-
sented in Table 19. Model 2 added explanatory power to Model 1 indicating that the con-
structs from DT, PMT, and SOS predicted locking or logging out from the computer (LOG) 
above and beyond of control variables. Model 1 was not statistically significant which 
strengthened the significance of study constructs as predictors of LOG. Model 2 explained 
56.3% of the variance in LOG of which 54.4% were due to the addition of the study constructs. 
Significant predictors of LOG included fear, rewards and costs, as well as illegitimate tasks. 
Fear was positively, and illegitimate tasks and rewards and costs were negatively associated 
to LOG. Regression coefficient was highest for illegitimate tasks indicating that they affected 
the most strongly to ISP. However, the difference in coefficients between the significant co-
efficients was relatively small. Based on these results, people tend to lock or log out from the 
computer when they fear the consequences of not doing so. However, if people evaluate that 
they benefit of not acting securely or if they experience LOG procedures to be unreasonable 
or unnecessary, they are more likely to left the computer unlocked while leaving the work-
station for a short while. Of the general hypotheses, H3, H4 and H7 were supported but other 
hypotheses were not in the case of LOG.  

Based on the residual figures, the residuals were reasonably well normally distributed 
and homoscedastic. However, there were potential problems with multicollinearity in Model 
2, indicated by part of the multicollinearity statistics. Tolerance values varied between .179 
and .742 and VIF values between 1.190 and 5.594. REC, TRE, and ITT all had small eigenval-
ues (.007-.025) and high condition indexes (20.514-38.071). Variance proportions were rela-
tively low. Possible problems with multicollinearity were expected already based on the 
analyses of discriminant validity and common method bias. Of the significant predictors, 
rewards and costs, as well as illegitimate tasks had problems with multicollinearity, so the 
results regarding their importance need to be interpreted with caution. 
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Table 19 LOG - Results of the Hierarchical Regression Analysis 

Overall Model Results    

Model R2 R2 change F change df1, df2 Sig. F change 

Model 1 .061 .061   1.421  5, 110 .222 
Model 2 .563 .544 23.837  6, 104 .000 

Regression Coefficients for Model 2    
Construct β t-test Sig. t-test TOL VIF 

Constant   2.745 .007   
Sex -.075 -1.051 .296 .742 1.348 

Age  .052    .362 .718 .186 5.382 
Work experience  .022    .154 .878 .179 5.594 

Computer skills  .046    .640 .524 .724 1.380 

Information security knowledge  .050    .743 .459 .840 1.190 
Sanctions (FIS) -.063   -.834 .406 .675 1.481 

Threat appraisal (TAP)  .133  1.497 .137 .484 2.064 
Fear (FEA)  .301  3.760 .000 .592 1.690 

Rewards and costs (REC) -.270 -3.206 .002 .538 1.860 
Response efficacy (TRE)  .052    .738 .462 .771 1.298 
Illegitimate tasks (ITT) -.355 -4.112 .000 .510 1.959 

Note. R2 = Explanatory level of the model, F change = F-test for the change in explanatory 
level, df = degrees of freedom, Sig. F change = p-value for F-test, β = standardized regression 
coefficient estimate, Sig. t-test = p-value for t-test, TOL = Tolerance, VIF = Variance inflation 
factor. 

3.4 Determinants of PSW 

Model 1 with only the control variables was compared with Model 2 that included the study 
constructs in addition to the controls. Results of the regression analysis for PSW are presented 
in Table 20. Model 2 added explanatory power to Model 1 indicating that the constructs from 
DT, PMT, and SOS predicted not writing down passwords (PSW) above and beyond of con-
trol variables. Model 2 explained 57.9% of the variance in PSW of which 41.3% were due to 
the addition of the study constructs. Rewards and costs were the only significant predictor 
of PSW, and it was negatively associated to PSW. Based on these results, people are likely to 
write down their passwords if they experience that they gain something or save resources by 
doing that. Of the general hypotheses, only H4 was supported in the case of PSW.  

Based on the residual figures, the residuals were reasonably well normally distributed 
and homoscedastic. However, there were potential problems with multicollinearity in Model 
2, indicated by part of the multicollinearity statistics. Tolerance values varied between .153 
and .737 and VIF values between 1.358 and 6.516. FEA, REC, TRE, SEF, and ITT all had small 
eigenvalues (.007-.043) and high condition indexes (16.240-40.515). Variance proportions 
were relatively low. Possible problems with multicollinearity were expected already based 
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on the analyses of discriminant validity and common method bias. The only significant pre-
dictor, rewards and costs, had problems with multicollinearity, so the results regarding its 
importance need to be interpreted with caution. Problems with the data could also affect the 
other predictors being non-significant by t-test estimation. 

 
Table 20 PSW - Results of the Hierarchical Regression Analysis 

Overall Model Results    

Model R2 R2 change F change  df1, df2 Sig. F change 

Model 1 .166 .166   4.211  5, 106 .002 
Model 2 .579 .413 13.868  7, 99 .000 

Regression Coefficients for Model 2    

Construct β t-test Sig. t-test TOL VIF 

Constant   4.488 .000   
Sex -.081 -1.029 .306 .690 1.450 

Age -.098   -.586 .559 .153 6.516 
Work experience  .052    .325 .746 .163 6.137 

Computer skills -.072  -.946 .347 .737 1.358 
Information security knowledge  .016    .191 .849 .639 1.565 

Sanctions (FIS)  .020    .228 .820 .543 1.840 
Threat appraisal (TAP)  .224  1.923 .057 .313 3.191 

Fear (FEA) -.149 -1.531 .129 .449 2.227 
Rewards and costs (REC) -.333 -2.955 .004 .336 2.978 
Response efficacy (TRE)  .085    .997 .321 .585 1.709 

Self-efficacy (SEF)  .158  1.758 .082 .525 1.906 
Illegitimate tasks (ITT) -.194 -1.732 .086 .340 2.941 

Note. R2 = Explanatory level of the model, F change = F-test for the change in explanatory 
level, df = degrees of freedom, Sig. F change = p-value for F-test, β = standardized regression 
coefficient estimate, Sig. t-test = p-value for t-test, TOL = Tolerance, VIF = Variance inflation 
factor. 

3.5 Comparing the Determinants of ISBs 

Comparison of the main regression results is presented in Figure 1. The overall explanatory 
level for the behavior varied between 51.1-57.9%, which shows that together the control var-
iables and the constructs of DT, PMT, and SOS explained over half of the variance in different 
ISBs. PSW had the highest overall explanatory level, although only one of its determinants 
was in itself significant predictor of behavior. Illegitimate tasks were the strongest determi-
nant of both ISP and LOG, but the difference between it and other significant predictors was 
not large. ISP and LOG differed on the other significant determinants in a way that general 
ISP compliance was predicted by response efficacy and self-efficacy while locking or logging 
out from the computer was predicted by fear, as well as rewards and costs. Secure USB use 
was in turn predicted by threat appraisal, rather than fear itself. In the case of USB, rewards 
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and costs were a considerably stronger determinant of behavior than the other significant 
predictors. Control variables were significant predictors only in the case of USB since work 
experience was negatively associated to secure USB use. The results show that there were 
some similarities in the predictors of ISB but also behavior-related differences were detected. 
Of the three theories, the constructs from PMT and SOS added significant predictors to the 
model while DT did not. Sanctions were not significant determinants of ISB in any of the 
behavioral cases. SOS appeared to explain ISB in two of the cases which indicates that it adds 
explanatory power to the two more commonly used theories. Problems with multicollinear-
ity weaken the generalizability of these results and need to be considered when interpreting 
them. 

 

 
Figure 2 Comparison of the ISBs 

Note. Only the significant predictor associations are presented with arrows. 
 



 

4 DISCUSSION 

The aim of the present study was to introduce new explanatory construct, namely illegitimate 
tasks from Stress-as-Offense-to-Self Theory (SOS), to better understand information security 
behavior (ISB). With this new construct, more commonly used constructs from Deterrence 
theory (DT) and Protection Motivation Theory (PMT) were used to explain ISB. In addition, 
this study used several behaviors separately to evaluate the generalizability of the behavioral 
determinants. The behaviors studied were general ISP compliance (ISP), not copying sensi-
tive information to the unsecured USB drive (USB), locking or logging out from the computer 
(LOG), and not writing down passwords (PSW). The background of the participants was 
rather similar and there were no differences between the behavior-specific questionnaires in 
sex, age, work experience, or computer skills. This indicates that the found differences be-
tween the behaviors were not due to background factors but rather reflect genuine differ-
ences between behaviors.  

In terms of behavioral determinants, theory-based hypotheses were tested separately 
for each ISB. In accordance with the assumption of DT (D’Arcy & Herath, 2011; Gibbs, 1975), 
it was expected that formal (e.g., being subjected to disciplinary actions) and informal (e.g., 
losing respect and trust of one’s supervisor) sanctions increased the probability of secure ISB. 
Based on the PMT model of the evaluations of threats and possibilities to cope with them 
(Floyd et al., 2000; Rogers, 1975), it was expected that both higher threat and coping apprais-
als, as well as fear evoked by the situation, were positively associated to secure ISB. In addi-
tion, maladaptive rewards and response costs associated to the behavior were expected to be 
negatively associated to secure ISB. SOS (Semmer et al., 2007, 2015) was included as a new 
explanatory theory, since one of its constructs, namely illegitimate tasks, has been noticed to 
increase the probability of counterproductive work behavior (e.g., deviance from the rules 
and regulations of the company) (Semmer et al., 2010). Unsecured ISB can be an example of 
counterproductive work behavior, and it was expected that high amount of illegitimate tasks 
was negatively associated to secure ISB. These theoretical hypotheses were supported in the 
cases of certain behaviors and not in the cases of others.  

Illegitimate tasks appeared to be a beneficial addition to the explanatory constructs of 
ISB since they had a strong negative association with two of the ISBs, ISP and LOG. In these 
cases, they were the strongest determinants of behavior. Secure ISB appears to be less likely 
when people experience that tasks related to information security should not be expected 
from them or when they perceive them to be unnecessary altogether. The results were in 
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accordance with the previous research on associations between counterproductive work be-
havior and illegitimate tasks (e.g., Semmer et al., 2010, 2015; Stocker et al., 2010). These results 
were also to some extent comparable to the findings of the role of disengagement strategies 
(D’Arcy et al., 2014) or neutralization techniques (Siponen & Vance, 2010) in explaining ISP 
violations, where people can evaluate themselves not to be responsible for violations by shift-
ing blame to someone else. Compared to these strategies and techniques, SOS addresses the 
process leading from illegitimate tasks to counterproductive behavior. Tasks that are per-
ceived to be illegitimate can be perceived as threats to positive self-image and signs of disre-
spect towards the person from the organization (Semmer et al., 2007, 2015). When people feel 
disrespected they are less likely to be good organizational citizens and they can evaluate de-
fying the rules to be legitimate considering the illegitimacy of organization’s demands. In the 
present study, illegitimate tasks were the most prominent determinant of LOG. Especially, 
in the case of locking or logging out of the computer when leaving the workstation for a short 
while (e.g. toilet break), it could feel like an illegitimate demand to log out from the computer 
and then log back in when returning to work a few minutes later.  

Illegitimate tasks were highly correlated with rewards and costs from PMT, which were 
other prominent predictor of ISB in this study. Rewards and costs were significant predictors 
of behavior in the cases of USB, LOG, and PSW, and their association with ISB was negative, 
as expected (Floyd et al., 2000). They were the only significant determinant of PSW and the 
strongest determinant of USB. If the benefits of acting insecurely appear to be higher for the 
individual or if the secured behavior demands too many resources, unsecured ISB is more 
probable. High correlation between rewards and costs and illegitimate tasks can be explained 
by the theoretical expectations of SOS (Semmer et al., 2007, 2015). People’s actions are moti-
vated by their evaluations of the task and its effects on themselves. If the task is evaluated to 
be unfair or redundant, a person can question it and turn to consider the benefits of not acting 
in a way that is expected. When the task is considered to be illegitimate, the person can justify 
not doing it by evaluating that it takes too much of one’s time and effort to do the task. When 
the task is illegitimate, the role of maladaptive rewards of not doing it can become central 
and overcome other factors when determining how to act in a certain situation. These results 
indicate that it is essential to consider how people experience the pay-off of actions when 
intending to increase secure behavior. 

Although SOS added explanatory power to the understanding of ISB, PMT appeared 
to be the strongest theory in predicting ISB. Its constructs were significant in all the four ISBs 
but there were differences in the roles of the constructs in explaining different ISBs. In most 
of the previous studies, there has been support for the role of both threat and coping ap-
praisal in determining behavior (e.g., Crossler & Bélanger, 2014; Ifinedo, 2012; Workman et 
al., 2008). The role of rewards and costs have also been noticed in several studies (e.g., Vance 
et al., 2012). However, there are also many studies in which only a part of theoretically ex-
pected associations have been detected or the direction of association have been opposite to 
the expected (e.g., Herath et al., 2014; Kim et al., 2014; Siponen et al., 2014; Workman, 2009). 
In the present study, rewards and costs explained the behavior in three of the four cases while 
the role of the other constructs differed between the cases. It is possible that the discrepancies 
in the previous research are due to the differential role of determinants regarding different 
ISBs. In the present study, only the general ISP compliance was predicted by coping appraisal, 
namely response efficacy and self-efficacy. In turn, threat appraisal and fear were significant 
predictors of two behaviors, USB and LOG, while PSW was not explained by either.  
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Based on these results, the role of the appraisals in determining behavior is context-
specific, and there are also previous findings that support this notion. Lee and Larsen (2009) 
have noticed that the role of threat and coping appraisal depended on the expertise level and 
IT-sensitivity of the industry. The role of the appraisals as predictors of behavior has also 
varied based on organizational procedural justice (Workman et al., 2009), normative beliefs 
(Siponen et al., 2006) or habits (Vance et al., 2012). It has also been noticed that the appraisal 
processes are affected by each other (e.g., Johnston & Warkentin, 2010). In the present study, 
USB and LOG were predicted by both the evaluations of rewards and costs and fear or threat 
appraisal. Rewards and costs, on their own or with illegitimate tasks, appeared to have a 
stronger association with ISB than threat appraisal and fear. It is possible that maladaptive 
rewards and response costs can overcome threat and fear of the consequences when deter-
mining how to act in certain situations. However, the relationships between different deter-
minants should be studied in more detail to determine how they affect each other. For exam-
ple, Boss et al. (2015) have inspected the effect of fear appeals on other appraisal processes. 
They noticed that the number of fear appeals changed the relationships between determi-
nants and behavior, indicating that high fear can amplify the significance of threat and cop-
ing appraisals as predictors of behavior. 

Floyd et al. (2000) dress the importance of environmental cues and previous experiences 
in determining how people process information and how threat and coping appraisals are 
formed based on this processing. It is possible that four behaviors investigated in the present 
study have different associations to people’s previous experiences and their evaluations. For 
example, coping appraisal can be a more prominent determinant of behavior in the case of 
ISP compliance if the company addresses how well the threats are mitigated by following 
ISP and offers education that boosts self-efficacy in relation to ISP. In the context of more 
specific behaviors, like transferring information to USB drives or locking the computer, the 
threat and fear related to the consequences can be more tangible and this way affects the 
behavior. Regarding specific behaviors, rewards and costs appeared to outperform other pre-
dictors which could be due to being better able to evaluate the rewards and costs in relation 
to specific behavior than more general rule-following. The role of illegitimate tasks together 
with PMT constructs was also different in the ISBs. In the case of LOG, the illegitimacy of 
tasks was evaluated together with rewards and costs and fear while in the case of ISP, re-
sponse efficacy and self-efficacy affected the behavior together with illegitimacy evaluation.  

Based on the results of the present study, DT did not add significant explanatory power 
when PMT and SOS constructs were included in the models. These findings are in accordance 
with previous research by Lee et al. (2004), Pahnila et al. (2007a), and Siponen and Vance 
(2010) where sanctions became insignificant determinants of behavior when other factors, 
such as neutralization techniques or effectiveness of security systems, were added into the 
models. However, in many studies there has been an association between sanctions and ISB 
(e.g., D’Arcy & Devaraj, 2012; Siponen et al., 2010), and especially between informal sanctions 
and ISB (e.g., Cheng et al., 2013; Guo & Yuan, 2011). In the present study, sanctions were 
considered as a whole so more elaborate analyses of the importance of formal or informal 
sanctions were not possible. ISB appears to be better affected by other means than sanctions. 

In the present study, the overall explanatory levels for the ISBs all exceeded 50%. Add-
ing illegitimate tasks to the explanatory constructs besides the constructs from DT and PMT 
yielded higher explanatory levels of actual behavior by other factors than intentions than 
previous research using DT and PMT jointly (e.g., Herath & Rao, 2009b; Pahnila et al., 2007a, 
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b, Siponen et al., 2007). This was true especially in the cases of LOG and PSW where the 
determinants explained nearly 60% of the variance in behavior. In all of the cases, the theo-
retical constructs outperformed the control variables and only in the case of USB, work ex-
perience became significant determinant on its own. More work experience appeared to have 
a negative association with secure behavior. Overall, the results showed that PMT and SOS 
are useful theories in explaining different forms of ISB. The behavior-specific results also 
showed that the significance of the determinants can vary between behaviors. Behavior-spec-
ificity of certain determinants could also explain the discrepancies noticed in the previous 
studies (e.g., Cheng et al., 2013; Herath & Rao, 2009a; Kim et al., 2014; Li et al., 2010; Vance et 
al., 2012; Workman, 2009). It is also possible that by combining different scenarios to the same 
models (see e.g., D’Arcy et al., 2014; Siponen & Vance, 2010), the behavior explained does not 
reflect any actually existing behavior but is an approximation of several behaviors that could 
be better understood by studying them separately. 

4.1 Implications and Limitations of the Study 

This study indicates that determinants of ISB can vary depending on the behavior in question 
and that same determinant could have various roles in explaining different ISBs. Future re-
search should focus on context-specific determinants, as has also been suggested in the 
guidelines for future research in information security field (Crossler et al., 2013; D’Arcy & 
Herath, 2011). The results of this study also indicate that illegitimate tasks should be included 
in the research models explaining ISB since they add explanatory power to previously used 
determinants and in some cases, they are even the most prominent determinants of ISB. The 
context-specific determinants of behavior could also be studied in combination with infor-
mation security management strategies related to employee behavior. For example, the role 
of fear appears to be different in determining ISBs and it could be that fear-related ISB man-
agement strategies could have differing effects depending on if the targeted behavior is pass-
word write-down or locking the computer. This kind of research design could also give im-
portant ideas for the practice of how to ensure compatibility of behavior management strat-
egies and behaviors that are targeted. 

Regarding the practical implications of this research, there is strong indication that dif-
ferent forms of behavior should be managed by different strategies. In previous research, 
D'Arcy and Hovav (2009) noticed that countermeasures, such as security awareness pro-
grams and ISPs, were differently associated with behavioral intentions. In the present study, 
information security knowledge was not significantly associated to any of the behaviors 
while the evaluations of task illegitimacy and rewards and costs were important. In the fu-
ture awareness programs and security education, the importance of employees’ actions in 
taking care of information security could be addressed to help employees to evaluate secure 
ISB as a relevant part of their job. A new strategy to encourage employees to act securely 
could be to express appreciation of their role as active agents in improving information se-
curity of the company. Possibly rewards of secure behavior could be issued to counter the 
maladaptive rewards of not following security rules and regulations. Based on the differ-
ences in behavioral determinants of different ISBs, determining the compatibility of counter-
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measure and behavior in question, better-targeted strategies could be used to improve infor-
mation security. The knowledge of context-specificity of behavioral determinants could also 
be used in risk management by focusing on automation of security measures that people are 
most likely to ignore either based on perceptions of illegitimacy or fear. 

The following limitations should be considered when evaluating the results of the pre-
sent study. The sample sizes for each of the behavior-specific questionnaires were relatively 
small and there were indications of common method bias and multicollinearity in the sample 
which restricted the differentiation between determinants of DT, PMT, and SOS, and re-
frained from using more state-of-the-art analysis tools, like SEM. In the future research, larger 
samples and measures with better discriminant validity for separate behaviors should be 
used to investigate if the findings of the present study are replicable with more reliable meth-
ods. Furthermore, measures to decrease the effects of common method bias should be ap-
plied (Podsakoff et al., 2012). This study measured independent (determinants) and depend-
ent (ISB) variables at the same time. To be able to conclude that independent variables predict 
the dependent variable, they should be measured at the prior time point to the dependent 
variable. Longitudinal design should be utilized in the future research. In addition, the sam-
ple of the present study was relatively homogenous; the majority of the respondents were 
young, had relatively little work experience, and were technologically savvy. Because of this, 
the results of this study are not necessarily generalizable to other populations. The field of 
the work was also not asked and it is possible that information security issues have a differing 
role in different fields of work. Although there were problems with the data, the results re-
garding some form of differences in behavioral determinants of ISB are likely replicable. 

4.2 Conclusions  

DT, PMT, and SOS, as well as control variables, explained more than half of the variance 
(51,1-57,9%) in all of the behaviors, namely ISP, USB, LOG, and PSW. Illegitimate tasks had 
a relatively strong negative association with two of the ISBs indicating that they function as 
a determinant of ISB and should be considered in the future research of ISB. Illegitimate tasks 
also added explanatory power to the models containing sanctions from DT and appraisals 
from PMT. Illegitimate tasks were the strongest determinant of ISP and LOG. Although ille-
gitimate tasks had a significant association with two of the ISBs, PMT contributed the most 
strongly to explaining different ISBs. Rewards and costs were the most prominent determi-
nants of behavior and they also correlated highly with illegitimate tasks. This association can 
be theoretically explained and understood by SOS which addresses the effects of task evalu-
ation on one’s self-image and relationship with the organization one works at. Of the other 
constructs of PMT, fear and threat appraisal were significant predictors of LOG and USB, 
respectively, while response efficacy and self-efficacy predicted ISP. According to the find-
ings of this study, sanctions from DT were not significant predictors of any of the ISBs. The 
results of the present study indicate that ISB has complex and multiple determinants that 
differ depending on the behavior in question. Findings related to a certain form of behavior 
are not necessarily generalizable to explaining other behaviors. This should be taken into 
account when planning research designs and practical procedures for information security 
management. 
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