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A posteriori error estimates for a Maxwell type problem

I. ANJAM � , O. MALI � , A. MUZALEVSKY†, P. NEITTAANMÄKI � ,
and S. REPIN‡

Abstract — In this paper, we discuss a posteriori estimates for the Maxwell type boundary-value
problem. The estimates are derived by transformations of integral identities that define the generalized
solution and are valid for any conforming approximation of the exact solution. It is proved analytically
and confirmed numerically that the estimates indeed provide a computable and guaranteed bound of
approximation errors. Also, it is shown that the estimates imply robust error indicators that represent
the distribution of local (inter-element) errors measured in terms of different norms.

1. Introduction

In classical settings the Maxwell problem is defined by E, D (electric field and
induction), H and B (magnetic field and induction) satisfying

∂D
∂ t � curlH � � J

∂B
∂ t

� curlE � 0

for all � t � x � in � 0 � T �	� Ω. Here Ω is a bounded and connected domain in 
 d with the
Lipschitz boundary ∂Ω, and J is the applied current. Using the constituent relations

D � εE
B � µH

where ε � x ��� 0 is the dielectric permittivity and µ � x ��� 0 is the magnetic per-
meability (both µ and ε are assumed to be positive constants or positive bounded� Department of Mathematical Information Technology, University of Jyvaskyla, Fi-40014, Finland
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396 I. Anjam, O. Mali, A. Muzalevsky, P. Neittaanmäki, and S. Repin

functions), we can rewrite the Maxwell equations in terms of E and H only:

ε
∂E
∂ t � curlH � � J

µ
∂H
∂ t

� curlE � 0 
These equations must be accompanied by initial conditions and suitable boundary
conditions. In this paper, we assume that E satisfies the so-called PEC (perfect elec-
tric conductor) boundary condition

E � n � 0 on ∂Ω

where n denotes the unit outward normal to ∂Ω. Usually the time derivatives are
replaced by incremental relations. Using the backward-Euler scheme we have

ε�
t

�
En � En � 1 � � curlHn � � J

µ�
t

�
Hn � Hn � 1 � � curlEn � 0 � n � 1 ������ N � N � T�

t

where
�

t is the timestep. By eliminating Hn and transferring En � 1 and Hn � 1 to the
right-hand side, we have

curl
�
µ � 1curl En � � ε� � t � 2 En � 1�

t

� � J � ε�
t
En � 1 � curlHn � 1 � 

We denote the right-hand side by f � L2 � Ω ��
 d � , set ��� ε � � t � � 2 and arrive at the
model problem

curl
�
µ � 1curlE � � � E � f in Ω (1.1)

E � n � 0 on ∂Ω (1.2)

in which the superscript n is omitted.
Below, we study (1.1)–(1.2) in the 2D case, so that the double curl is understood

as curl curl, where

curlw : � ∂1w2 � ∂2w1 � curlϕ : � �
∂2ϕ� ∂1ϕ

� 
We denote by V � Ω � the space H � curl;Ω � . This is a Hilbert space endowed with

the norm �
w

�
curl � � �

w
�

2 � �
curlw

�
2 � 1 � 2 
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A posteriori error estimates 397

Here ����� ��� is the L2-norm of scalar- and vector-valued functions. By V0 � Ω � we denote
a subspace of V � Ω � that consists of all the functions from V which satisfy boundary
condition (1.2), i.e.,

V0 : �"! w � V � w � n � 0 on ∂Ω #$
The generalized solution E � V0 of (1.1)–(1.2) is then defined by the integral relation%

Ω

�
µ � 1curl Ecurlw � � E � w � dx � %

Ω
f � wdx & w � V0  (1.3)

Also, we assume that f is a divergence-free function, so that%
Ω

f � ∇φ dx � 0 & φ �('H1 � Ω �
and

0 ) µ *,+ µ � x �-+ µ ./
Our goal is to obtain computable bounds of the difference between E and any

function 0E � V0 measured in terms of the weighted (energy) norm�21 w 34�65 γ 7 δ 8 : � %
Ω

�
γ � curlw � 2 � δ � w � 2 � dx 

A posteriori error estimation for the Maxwell’s equations is a relatively new field
of study. Most of the results that have been earlier obtained are based on the residual
approach. In particular, residual type error estimates were studied in [1, 6, 7] and an
equilibrated residual approach was presented in [2]. A posteriori estimates for non-
conforming approximations for H � curl � -elliptic partial differential equations were
studied in [4]. A Zienkiewicz–Zhu type error estimate equivalent to the residual
estimate in [1] was introduced in [5].

A posteriori estimates of the functional type present an efficient approach to the
problem (a consequent exposition of the corresponding theory is given in [10, 11]).
These estimates do not rely on any properties of the numerical method used to com-
pute approximate solutions. This means that a posteriori estimates of the functional
type are valid for any conforming approximation. Another important property of
such estimates is that they do not contain mesh-dependent constants.

Functional type estimates for the Maxwell problem were derived in [3, 9, 12].
The equation (1.1) with �9� 0 and �:� 0 is considered in [12]. The upper bound
for the case �9� 0 does not contain a gap between the estimate and the true error
(the estimate is sharp), but is sensitive with respect to small values of � . For the case�;� 0 the sharpness of the presented upper bound cannot be proven. The same upper
bound for the case �<� 0 is presented in [3]. In addition, in [3] an upper bound for
the case of complex � , =>���?�-@ 0 is presented. The sharpness of this upper bound
cannot be proven. In [9] a sharp lower bound for �<� 0 and two new upper bounds
are presented. The first new upper bound is for �A@ 0 and it is insensitive with
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398 I. Anjam, O. Mali, A. Muzalevsky, P. Neittaanmäki, and S. Repin

respect to small values of � . However, this estimate is sensitive with respect to large
values of � and the sharpness of this estimate cannot be proven. The second upper
bound is derived in a more sophisticated way and provides a more general upper
bound. Also, it behaves well with respect to small and large values of � .

In this paper, we derive functional a posteriori estimates for a model 2D prob-
lem that can be viewed as a simplified version of the Maxwell problem. As in [9],
the derivation of estimates is based upon transformations of the corresponding inte-
gral identity. We prove that the estimates provide guaranteed and computable error
bounds for the difference E � 0E, where 0E � V0 is an approximation to the exact
solution E. In the last section, these theoretical results are confirmed by numerical
experiments.

2. Error estimates

2.1. Upper bound of the error

First, we present some auxiliary results that are further used in the derivation of the
upper bound.

By the Helmholtz decomposition of a vector-valued function, we represent the
exact solution E as follows:

E � E0
� ∇ψ

where E0 is a solenoidal vector-valued function and ψ � 'H1 � Ω � . Since curl ∇ψ � 0,
we rewrite (1.3) as follows:%

Ω
µ � 1curlE0 curl w � �B� E0

� ∇ψ �C� wdx � %
Ω

f � w dx 
Next, we make the same decomposition for the trial function and set w � w0

� ∇φ .
Since %

Ω
f � ∇φ dx � %

Ω
E0 � ∇φ dx � %

Ω
w0 � ∇ψ dx � 0

we observe that%
Ω

�
µ � 1curlE0 curl w0

� � E0 � w0
� � ∇ψ � ∇φ � dx � %

Ω
f � w0 dx 

By setting w0 � 0 and φ � ψ , we find that
�
∇ψ

� � 0. Hence, E is a divergence-free
function.

Note that φ satisfies the relation%
Ω

∇φ � ∇ξ dx � %
Ω

w � ∇ξ dx � � %
Ω
� divw � ξ dx & ξ �D'H1 � Ω �

which implies the estimate �
∇φ

� + CΩ

�
div w

�
(2.1)
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A posteriori error estimates 399

where CΩ is the constant in the Friedrichs inequality for the domain Ω. For solenoidal
fields we also have the estimate (see, e.g., [7, 13])�

w0

� + CΩ

�
curl w0

� � CΩ

�
curl w

�  (2.2)

Green’s formula in a 2D setting states that for any y � H 1 � Ω � and any w �
H � curl;Ω � %

Ω
ycurl wdx � %

Ω
curl y � wdx � %

∂Ω
y � w � n � ds

so we find that %
Ω

� curl y � w � ycurlw � dx � 0 & w � V0  (2.3)

Proposition 2.1. Let 0E � V0 E H � div;Ω � be an approximation of E. For any
y � H1 � Ω � the following estimate holds:�21 E � 0E34� 2γ 7 δ +�F 2. � λ � α1 � α2 � 0E � y � (2.4)

with F 2. � λ � α1 � α2 � 0E � y � : � R1 � λ � 0E � y � � α1

4
R2

2 � λ � 0E � y � � α2

4
R2

3 � λ � 0E � y �
where α1 and α2 are arbitrary numbers in 1 1 � � ∞ � and � is a positive constant,

γ � �
1 � 1

α1

� µ � 1 � δ � �
1 � 1

α2

� �
λ � I G 0 7 1 H : �"! λ � L∞ � Ω �-� λ � x �I�J1 0 � 1 3 for a.e. x � Ω #

and Ri, i � 1 � 2 � 3 � are defined by (2.9)–(2.11).

Proof. From (1.3) it follows that%
Ω K µ � 1curl � E � 0E � curl w � �B� E � 0E�L� w M dx� %

Ω K f � w � µ � 1curl 0Ecurl w � �N0E � w M dx  (2.5)

By (2.3) and (2.5) we obtain%
Ω K µ � 1curl � E � 0E � curl w � �B� E � 0E�L� w M dx� %

Ω
r � 0E � y �C� wdx � %

Ω
d � 0E � y � curl wdx (2.6)
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400 I. Anjam, O. Mali, A. Muzalevsky, P. Neittaanmäki, and S. Repin

where

r �O0E � y � : � f � curly � �N0E
d � 0E � y � : � y � µ � 1curl 0E 

With the help of λ we decompose integral identity (2.6) as follows:%
Ω K µ � 1curl � E � 0E � curl w � �B� E � 0E�L� w M dx� %

Ω
λr �O0E � y �L� wdx � %

Ω
� 1 � λ � r �P0E � y �C� wdx � %

Ω
d �O0E � y � curl wdx (2.7)

where λ � I G 0 7 1 H . Since%
Ω

λr �O0E � y �C�Q� E � 0E � dx +SRRRR λ� 1 � 2 r �P0E � y �TRRRR
� � 1 � 2 � E � 0E � �

and by inequalities (2.1) and (2.2)%
Ω
� 1 � λ � r � 0E � y �L�Q� E � 0E � dx+ � � 1 � λ � r � 0E � y � � K CΩ

�
div 0E � � CΩµ1 � 2. �

µ � 1 � 2curl � E � 0E � � MB
By setting w � E � 0E equation (2.7) becomes%

Ω K µ � 1 � curl � E � 0E �Q� 2 � �/� E � 0E � 2 M dx+ R1
� R2

�
µ � 1 � 2curl � E � 0E � � � R3

� � 1 � 2 � E � 0E � � (2.8)

where

R1 � λ � 0E � y �$� CΩ

� � 1 � λ � r � 0E � y � �U� div 0E �
(2.9)

R2 � λ � 0E � y �$� CΩµ1 � 2. � � 1 � λ � r � 0E � y � � � �
µ1 � 2d � 0E � y � � (2.10)

R3 � λ � 0E � y �$� RRRR λ� 1 � 2 r � 0E � y � RRRR  (2.11)

By applying Young’s inequality to the right-hand side of (2.8), we obtain%
Ω

�
1 � 1

α1

� µ � 1 � curl � E � 0E �Q� 2 dx � %
Ω

�
1 � 1

α2

� �/� E � 0E � 2 dx+ R1
� α1

4
R2

2
� α2

4
R2

3 (2.12)

which implies (2.4).
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A posteriori error estimates 401

Remark 2.1. A form of λ which is optimal (from the theoretical point of view)
is obtained in [9], where similar estimates are considered for a 3D problem.

Corollary 2.1. If α1 � α2 � 2 then (2.4) comes in the form�21 E � 0E34� 25 µ V 1 7 WX8 +�F 5 λ 8. (2.13)

where F 5 λ 8. : �YF 2. � λ � 0E � y �$� 2R1 � λ � 0E � y � � R2
2 � λ � 0E � y � � R2

3 � λ � 0E � y �
and this estimate is sharp.

Proof. It holds that

inf
λ Z I [ 0 \ 1 ]

y Z H1 5 Ω 8 F 5 λ 8. �O0E � y �I+ inf
y Z H1 5 Ω 8 F 5 1 8. �O0E � y �I+�F 5 1 8. �O0E � p �

where p � µ � 1curl E. We haveF 5 1 8. � 0E � p �$� �
µ � 1 � 2curl � E � 0E � � 2 � � � 1 � 2 � E � 0E � � 2 �^�21 E � 0E34� 25 µ V 1 7 W_8 

It means that the estimate is sharp.

Remark 2.2. By setting λ � 1 and λ � 0 we arrive at two particular forms of
the error bound, which we call F 5 1 8. and F 5 0 8. respectively. They are as follows:F 5 1 8. � � � � 1 � 2r �O0E � y � � 2 � �

µ1 � 2d �O0E � y � � 2 (2.14)

andF 5 0 8. � 2CΩ

�
r � 0E � y � �U� div 0E � � K CΩµ1 � 2. �

r � 0E � y � � � �
µ1 � 2d � 0E � y � � M 2  (2.15)

It should be noted that F 5 0 8. is well adapted to the case, in which � is small (or
even zero) and may lead to a considerable overestimation if � is large. Conversely,F 5 1 8. is sensitive with respect to small � and is well adapted to large values of this
parameter. The combined majorant F 5 λ 8. is applicable to both cases. This property
is due to the presence of the function λ , which allows us to compensate small values
of � .
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402 I. Anjam, O. Mali, A. Muzalevsky, P. Neittaanmäki, and S. Repin

2.2. Lower bound of the error

Proposition 2.2. Assume that �`� 0 and 0E � V0 is an approximation of E. For
any w � V0 the following estimate holds:�21 E � 0E34� 25 µ V 1 7 W_8 @�F 2* �O0E � w � (2.16)

whereF 2* � 0E � w � : � %
Ω K 2f � w � µ � 1 � curl w � 2

� �/� w � 2 � 2µ � 1curl 0Ecurlw � 2 � 0E � w M dx 
Proof. First, we note that

sup
w Z V0

%
Ω K µ � 1curl � E � 0E � curl w � � w �Q� E � 0E�
� 1

2
� µ � 1curl wcurlw � � w � w �aM dx+ sup

τ Z H1 5 Ω 7 bC8
w Z L2 5 Ω 7 b 2 8

%
Ω K µ � 1curl � E � 0E � τ � 1

2
µ � 1ττ

� � w �Q� E � 0E � � 1
2
� w � w M dx � 1

2
�21 E � 0E34� 25 µ V 1 7 WX8 

On the other hand,

sup
w Z V0

%
Ω K µ � 1curl � E � 0E � curl w � � w �Q� E � 0E�
� 1

2
� µ � 1curl wcurlw � � w � w ��M dx@ %

Ω K µ � 1curl � E � 0E � curl � E � 0E � � �B� E � 0E �C�Q� E � 0E �
� 1

2 K µ � 1 � curl � E � 0E �Q� 2 � �/� E � 0E � 2 McM dx � 1
2
�21 E � 0E 34� 25 µ V 1 7 W_8 

Thus, we conclude that

1
2
�21 E � 0E 34� 25 µ V 1 7 W_8 � sup

w Z V0

%
Ω K µ � 1curl � E � 0E � curl w� � w �d� E � 0E� � 1

2
� µ � 1curlwcurlw � � w � w � M dx 

Using equation (1.3), we obtain (2.16).
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Corollary 2.2. The sharpest bound is given by the quantityF 2* �O0E �$� sup
w Z V0

F 2* �O0E � w �X
By setting w � E � 0E, we find thatF 2* �O0E �c�S�21 E � 0E34� 25 µ V 1 7 WX8
so the lower bound is sharp.

3. Numerical results

Estimates derived in the previous section have been verified in a series of numerical
tests, which are discussed in this section. Approximations for the model problem
were calculated with lowest-order Nédélec’s elements of the first type (e.g., see
[7, 8]). It should be noted that in the derivation of the upper bound we used the
Helmholtz decomposition for the numerical approximation of the exact solution.
Because of this, we are assuming that the numerical approximation belongs not
only to H � curl � but also to H � div � . With the lowest-order Nédélec’s elements the
normal component is not continuous across the element edges, so the divergence of
approximate solutions is not square summable. To overcome this problem we chose
to force the normal continuity by post-processing the numerical solution. Alterna-
tively, one could use the nodal Courant elements to obtain approximate solutions,
which belong to H1 � H1. This problem does not arise with the upper bound F 5 1 8. ,
because it can be derived separately without using Helmholtz decomposition (see
[3, 9, 12]). Also the lower bound does not require the square summability of the
divergence of the numerical approximation.

The free parameter y was obtained by globally minimizing the upper bounds
with respect to y. Global minimization results in a finite element problem for y,
which can be solved with standard nodal finite elements. Increasing the order of
elements or using a more refined mesh than the mesh on which the approximate
solution was computed results in better values for the upper bounds.

The performance of the upper bounds is measured by the so-called efficiency
index

Ieff �feg F 5 λ 8.�21 E � 0E 34� 25 µ V 1 7 W_8
hi 1 � 2 

To get sensible values for the lower bound, the free parameter w should be a
better approximate solution to the problem than the original approximate solution v.
A better solution can be computed by simply refining the mesh and computing a new
solution on this mesh. The finer the mesh, the better values for the lower bound we
get.
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404 I. Anjam, O. Mali, A. Muzalevsky, P. Neittaanmäki, and S. Repin

Table 1.
Problem (3.3): Efficiency index values for different values of j .

linear y quadratic yj kSl 1 mn k^l 0 mn kSl λ mn kSl 1 mn kSl 0 mn kSl λ mn
10 o 3 103.79 1.98 1.98 6.35 1.07 1.07
10 o 1 10.42 1.98 1.98 1.18 1.07 1.06
100 3.42 1.98 1.91 1.02 1.08 1.02
101 1.42 1.96 1.42 1.00 1.18 1.00
103 1.00 7.14 1.00 1.00 7.05 1.00

Table 2.
Problem (3.3) with jBp 10 o 3: The sharpness of the upper bound kSl 1 mn and
the lower bound krq .

linear y quadratic y

# elem sutE vNwE xys 2 k 2q kSl 1 mn Ieff k^l 1 mn Ieff

82 0.11908 1897.90 126.25 7.04419 7.69
328 0.11908 0.08914 486.837 63.94 0.55972 2.17
1312 0.11908 0.11158 123.000 32.14 0.14689 1.11
5248 0.11908 0.11721 30.9403 16.12 0.12083 1.01

We are also interested in indicating the error distribution in different norms. The
upper bound F 5 1 8. is the most suitable for this purpose, because it does not contain
any constants. Using the two terms in F 5 1 8. separately we define the following error
indicators

Ir � 0E � y �$� � � � 1 � 2r � 0E � y � � (3.1)

Id � 0E � y �$� �
µ1 � 2d � 0E � y � �  (3.2)

By setting y � µ � 1curl E we see that if the free parameter y is chosen properly,
indicator (3.1) should give a good error distribution for the weighed L2-norm of the
error � � 1 � 2 � E � 0E � � 
Respectively, indicator (3.2) should give a good error distribution for the weighed
H � curl � -seminorm of the error �

µ � 1 � 2curl � E � 0E � � 
For indicators (3.1) and (3.2) we also used a gradient averaging technique to com-
pute y. It works as follows: for each node we calculate the approximate solution’s
curl values on the surrounding elements and weigh them by the sizes of respective
elements. Then average the values to obtain a value for the node.
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A posteriori error estimates 405

Table 3.
Problem (3.4): Efficiency index values
with different mesh-sizes.

# elems kSl 1 mn kSl 0 mn kSl λ mn
72 1.00 1.05 1.00
246 1.00 1.04 1.00
980 1.00 1.02 1.00

For the first test example we take

Ω �z1 0 � 1 3 2 � µ { 1 �|�:� 0 � f �A� π2 � �?� �
sin � πx2 �
sin � πx1 � �  (3.3)

For this problem we know the exact solution

u � �
sin � πx2 �
sin � πx1 � �

which is the same for all �}� 0. Table 1 shows the behaviour of the error majo-
rants F 5 1 8. , F 5 0 8. , and F 5 λ 8. for different � . For each � the approximate solution
is calculated on a mesh with 82 elements and post-processed so that the divergence
of the approximate solution becomes square summable. In the left-hand part of the
table, the results correspond to the case in which y is computed by minimizing
of majorants on the same mesh as for the approximate solution, using piecewise
affine continuous approximation. The right-hand part exposes the results obtained
by piece-wise quadratic approximations. It is not surprising that the efficiency in-
dexes in the quadratic case are lower. The number of the degrees of freedom for
quadratic approximation of y is roughly 4 times more than for the linear case. An-
other observation, which follows from Table 1 is that the majorants F 5 1 8. and F 5 0 8.
may essentially overestimate the error, while F 5 λ 8. keeps small values of the effi-
ciency index for all � . The dependence of upper bounds with respect to � can also
be seen in Fig. 1. The left picture corresponds to the linear approximation of y and
the right picture corresponds to the quadratic approximation of y. From these re-
sults we also see that F 5 1 8. significantly benefits from using quadratic elements to
approximate y.

Even though F 5 1 8. seriously overestimates the error with small values of � , the
theory says that it is sharp. In principle, with F 5 1 8. one should be able to get as
low efficiency index values as with F 5 λ 8. . To verify this theory, we took the case��� 10 � 3 and calculated the numerical approximation in a mesh with 82 elements.
For this test we did not post-process the numerical approximation, because this ma-
jorant does not require that the approximate solution belongs to H � div � . To test the
sharpness of this majorant, we calculated the free parameter y on subsequently re-
fined meshes. The results in Table 2 agree with the theory. The convergence of the
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Figure 1. Problem (3.3): Efficiency indexes of the majorants k~l 1 mn , kSl 0 mn , and kSl λ mn for different j .

Ir(yavg)Ir(yglo)‖κ1/2(E-Ẽ)‖

Id(yavg)Id(yglo)‖µ-1/2curl(E-Ẽ)‖

Figure 2. Problem (3.3): Performance of error indicators.
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Ir(yavg)Ir(yglo)‖κ1/2(E-Ẽ)‖

Id(yavg)Id(yglo)‖µ-1/2curl(E-Ẽ)‖

Figure 3. Problem (3.4): Performance of error indicators.

linear y is slow, but using quadratic elements for y we clearly see that the upper
bound converges to the exact error. Also, calculating the free parameter in the lower
bound F * in the refined meshes shows that the lower bound is also sharp. From
these results we can conclude that one can achieve arbitrary accuracy for the bounds
if one is willing to use some time to compute the free parameters in the bounds.

For the second test example we take

Ω �z1 0 � 1 3 2 � � 1 1
2
� 1 3C�,1 0 � 1

2
3 � � µ { 1 ����� 1 � f � �

1
0

�  (3.4)

For this problem we do not know the exact solution. A reference solution was cal-
culated in a mesh with 286114 elements. Table 3 gives the efficiency index values
for the three upper bounds with some mesh sizes. An approximate solution was
computed for each mesh and post-processed so that its divergence becomes square
summable. The free parameter y was calculated with linear elements in the same
mesh.

Figures 2 and 3 present the error indication results for indicators (3.1) and (3.2).
Here, the function y was selected in two different ways: yglo denotes the function
obtained by global minimization of the majorant F 5 1 8. , and yavg denotes the function
obtained by the simple averaging procedure described earlier. The free parameter
yglo was calculated with linear elements in the same mesh in which the approximate
solution was calculated. In Figs. 1–3 we have marked with black color all elements
with an error greater than the average error. The top rows present the results for
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indicator (3.1) and the bottom rows for indicator (3.2). In each row the first picture
shows the exact error distribution that the indicators are supposed to indicate. The
second picture shows the result of the indicator with yglo, and the last picture shows
the result for the same indicator with yavg. Generally we observe good performance
with yglo. With yavg the indicators do not perform so well.
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