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Abstract 

The predictive coding model of perception proposes that neuronal responses reflect 

prediction errors. Repeated as well as predicted stimuli trigger suppressed neuronal responses 

because they are associated with reduced prediction errors. However, many predictable 

events in our environment are not isolated but sequential, yet there is little empirical evidence 

documenting how suppressed neuronal responses reflecting reduced prediction errors change 

in the course of a predictable sequence of events. Here we conceived an auditory 

electroencephalography (EEG) experiment where prediction persists over series of four tones 

to allow for the delineation of the dynamics of the suppressed neuronal responses. It is 

possible that neuronal responses might decrease for the initial predictable stimuli and stay at 

the same level across the rest of the sequence, suggesting that they reflect the predictability of 

the stimuli in terms of mere probability. Alternatively, neuronal responses might decrease for 

the initial predictable stimuli and gradually recover across the rest of the sequence, 

suggesting that factors other than mere probability have to be considered in order to account 

for the way prediction is implemented in the brain. We found that initial presentation of the 

predictable stimuli was associated with suppression of the auditory N1. Further presentation 

of the predictable stimuli was associated with a rebound of the component’s amplitude. 

Moreover, such pattern was independent of attention. The findings suggest that auditory N1 

suppression reflecting reduced prediction errors is a transient phenomenon that can be 

modulated by multiple factors. 
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1.1. Introduction 

The brain is believed to specialise in predictive information processing. The predictive 

coding model of perception postulates that perception entails two distinct neurocomputational 

components, the top-down propagation of predictions and the bottom-up propagation of 

prediction errors (Friston, 2005, 2009; Egner et al., 2010; Feldman and Friston, 2010; see 

Clark, 2013 for a review). While predictions about the causal structure of the world are 

provided backward to the next lower level, mismatch between predictions and sensory inputs 

is encoded as prediction errors, which will be communicated forward to the next higher level. 

Such correction iterates throughout the hierarchy to match predictions and sensory inputs as 

much as possible to minimise prediction errors in the system. 

 

This model proposes that neuronal responses reflect prediction errors (Friston, 2005, 2009). 

The account nicely explains repetition suppression, a robust phenomenon of suppressed 

neuronal responses to repeated stimuli (Henson and Rugg, 2003; Grill-Spector et al., 2006). It 

is suggested that repetition suppression is due to the repeated stimuli being expected such that 

there is smaller inconsistency between the anticipated and perceived stimuli, resulting in 

reduced prediction errors. This idea is supported by recent research showing that repetition 

suppression was attenuated when the presentation of repeated stimuli was unexpected 

(functional magnetic resonance imaging (fMRI): Summerfield et al., 2008; Kovács et al., 

2012; Grotheer and Kovács, 2014; Mayrhauser et al., 2014; magnetoencephalography (MEG): 

Todorovic et al., 2011; electroencephalography (EEG): Summerfield et al., 2011). This 

notion is further corroborated by reports on prediction suppression. In a range of EEG studies, 

predicted stimuli were found to trigger suppressed sensory event-related potentials (ERPs) 

such as the visual N1 (Gentsch and Schütz-Bosbach, 2011) and the auditory N1 (Schafer and 

Marcus, 1973; Schafer et al., 1981; Lange, 2009; SanMiguel et al., 2013; Timm et al., 2013; 

see Bendixon et al., 2012 for a review). 

 

Note that it is only rarely the case that we predict isolated stimuli in our environment. Usually, 

we must predict a whole sequence of events. However, there are only a handful of studies that 

have explicitly investigated how predictions evolve beyond a simple repetition 

(Auksztulewicz and Friston, 2005; Garrido et al., 2009; Wacongne et al., 2011). This issue, 

addressed in the current research, is of great interest as an understanding of how sequential 

prediction works will help to elucidate the mechanism underlying prediction implementation 

in the brain. Specifically, the question of whether neuronal responses change across the 

sequence of stimuli will reveal whether suppressed neuronal responses reflecting reduced 

prediction errors is a static state or a transient phenomenon that can be modulated by multiple 

factors. 

 

Instead of a series of repetitive tones, the effect of predictions on neuronal responses should 

be best revealed with a series of tones following abstract rules, because any effect 

demonstrated cannot be explained by simple inhibitory response of the neuronal populations 

responsive to the tone frequency. Therefore, here we conceived an auditory EEG experiment 

where abstract rules were introduced in series of four tones. To control for the effect of 



attention, which can be conflated with the effect of prediction in the literature (see 

Summerfield and Egner, 2009 for a review), series of predictable tones were interleaved with 

series of unpredictable tones. Participants’ attention was directed to one of the two 

interleaved series, creating attended and unattended conditions.  

 

We see two possibilities of how prediction suppression might develop across a predictable 

sequence. First, neuronal responses might decrease for the initial predictable stimuli and stay 

at the same level across the rest of the sequence, suggesting that they reflect the predictability 

of the stimuli in terms of mere probability. The traditional literature on auditory N1 has 

demonstrated that the auditory N1 showed marked decrease and then stabilised at floor level 

after repetitive presentation of a tone. This has been suggested to be due to refractory 

properties of the neuronal populations (i.e., inhibition of neuronal populations with 

characteristic frequency; see Näätänen and Picton, 1987 for a review). On the other hand, in 

previous research using a roving oddball sequence, auditory ERPs have been shown to be 

modulated further by stimulus repetition (Haenschel et al., 2005; Garrido et al., 2009). In 

these experiments, the initial presentation of an oddball elicited a mismatch negativity (MMN) 

response which decreased in amplitude to the repetitive presentation of the same stimulus. 

Importantly, when examining the reconstructed activity originating from the primary auditory 

cortex, Garrido et al. (2009) found that the third and the fourth repetition of the same stimulus 

produced an increase in amplitude of the auditory N1 compared to the second stimulus in the 

sequence. Thus, alternatively, neuronal responses might decrease for the initial predictable 

stimuli and gradually recover across the rest of the sequence, suggesting that factors other 

than mere probability have to be considered in order to account for the way prediction is 

implemented in the brain as indicated by Garrido et al. (2009).  

 

1.2. Materials and methods 

1.2.1. Participants 

Eighteen healthy volunteers (average age 26; nine males; seventeen right-handed) with no 

history of neurological, psychiatric, or visual/hearing impairments as indicated by self-report 

participated in the experiment. Participants gave written informed consent and were paid for 

participation. Ethical approval was granted by the Comité de Protection des Personnes (CPP) 

Ile de France II. 

 

1.2.2. Stimuli 

Sinusoidal tones with a loudness of 80 phons (i.e., 80 dB for tones of 1000 Hz) were 

generated using Matlab 2007b (The Mathworks Inc.). The duration of each tone was 50 ms 

(including 5 ms rise/fall times). The frequency of each tone was within the range of 261.626 - 

493.883 Hz and 2093.000 - 3951.070 Hz, matching the absolute frequency of two sets of 

seven natural keys on a modern piano (low-pitched set: C4 D4 E4 F4 G4 A4 B4; high-pitched 

set: C7 D7 E7 F7 G7 A7 B7). 

 

Within each frequency set, 360 series of four tones were created for the predictable and 

unpredictable stimulus streams, respectively. In other words, there were respectively 1440 



tones in the low-pitched predictable stimulus stream, the high-pitched predictable stimulus 

stream, the low-pitched unpredictable stimulus stream, and the high-pitched unpredictable 

stimulus stream. Each participant received only two of these streams (i.e., one predictable and 

one unpredictable stimulus stream from different frequency sets; see below for details). For 

the four-tone series in the predictable stimulus stream, the frequency of the first tone was 

determined by a random selection with equal probability except that it could not be the fourth 

tone of the previous series. The frequency of the second, the third, and the fourth tone was 

always one natural key higher than its preceding tone (e.g., C4-D4-E4-F4; C7-D7-E7-F7). 

This is based on the idea that presenting the frequencies as a scale should lead to the 

expectation that the frequencies of upcoming tones continue in the same direction (i.e., step 

inertia) (Lange, 2009). Therefore, while the first tone was a non-predicted baseline, the 

second, the third, and the fourth tones were predictable in terms of frequency. For the four-

tone series in the unpredictable stimulus stream, the frequency of each tone was determined 

by a random selection with equal probability except for immediate repetition. Therefore, 

while the first tone was a non-predicted baseline, the second, the third, and the fourth tones 

were unpredictable in terms of frequency. 

 

Continuous series of tones were created by interleaving the predictable and unpredictable 

stimulus streams from different frequency sets to allow for the efficient manipulation of 

attention on the two stimulus streams. That is, a low-pitched predictable stimulus stream was 

interleaved with a high-pitched unpredictable stream, whereas a high-pitched predictable 

stimulus stream was interleaved with a low-pitched unpredictable stream. A stimulus onset 

asynchrony (SOA) of 500 ms was used. E-prime version 2.0 (Psychology Software Tools, 

Inc., USA) was used for stimulus presentation. The stimulation sequence was randomised 

individually for each participant and delivered binaurally via headphones (Sennheiser PX200). 

 

1.2.3. Procedures 

A total of twelve blocks of 240 tones were presented, including 120 tones from the 

predictable stimulus stream and 120 tones from the unpredictable stimulus stream in each 

block. To counterbalance the effect of frequency set, half of the participants were given a 

low-pitched predictable stimulus stream interleaved with a high-pitched unpredictable stream, 

whereas half of the participants were given a high-pitched predictable stimulus stream 

interleaved with a low-pitched unpredictable stream. Orthogonal to this, half of the 

participants were instructed to pay attention to the low-pitched stimulus stream in the first six 

blocks and then the high-pitched stimulus stream in the remaining six blocks, whereas half of 

the participants were instructed to pay attention to the high-pitched stimulus stream in the 

first six blocks and then the low-pitched stimulus stream in the remaining six blocks. In this 

case, participants’ attention was directed to the predictable and unpredictable stimulus 

streams in 50% of the blocks, respectively (Figure 1). Note that information concerning 

stimulus predictability was not mentioned in the instruction. Throughout the experiment, 10% 

of the tones were attenuated by 20 dB in the attended stimulus stream to serve as targets and 

10% of the tones were attenuated by 20 dB in the unattended stimulus stream to serve as 

distractors. Participants were required to press a key when they detected a softer tone in the 



attended stimulus stream which randomly occurred 12 times in each block, ignoring the 

stimulation in the unattended stimulus stream. The experiment took around 24 minutes. 

 

 
Figure 1. Schematic illustration of the paradigm, in which the predictable and unpredictable 

stimulus stream are interleaved. 

 

1.2.4. Data recording and analysis 

1.2.4.1. EEG recording and pre-processing 

EEG was recorded with 64 active electrodes (actiCAP, Brain Products GmbH, Germany) 

conforming to the international 10-10 system. The sampling rate was 500 Hz. No 

online/offline filter was used. The Cz served as the reference electrode online. The data was 

recomputed to average reference offline. Target stimuli, the first stimuli following target 

stimuli (where there can be interference from movement-related potentials), and distractor 

stimuli were removed. Epochs extended from -100 ms to 500 ms relative to stimulus onset, 

using a 100 ms pre-stimulus baseline. Ocular artefact correction was conducted with 

independent component analysis in EEGlab (Delorme and Makeig, 2004). Epochs containing 

voltage deviations exceeding +/−100 μV relative to baseline at any of the electrodes were 

rejected. The trial numbers after artefact rejection in each condition are listed in Table 1. 

 

Table 1. Mean and range of trial numbers after artefact rejection in each condition. 

Mean 

(Range) 
tone 1 tone 2 tone 3 tone 4 

Attended 

Predictable 

155.33 

(114-167) 

153.17 

(117-163) 

154.17 

(114-163) 

153.83 

(119-165) 

Attended 

Unpredictable 

152.06 

(124-165) 

150.44 

(123-162) 

152.00 

(122-166) 

154.39 

(124-166) 

Unattended 137.72 137.33 135.00 138.50 



Predictable (116-146) (108-151) (102-148) (103-153) 

Unattended 

Unpredictable 

139.28 

(106-150) 

137.56 

(109-145) 

139.33 

(116-148) 

139.33 

(108-148) 

 

1.2.4.2. ERP analysis 

ERP analysis was based on a temporal principal component analysis (PCA) in SPSS 20. The 

temporal PCA statistically decomposes the ERP waveforms into constituent building blocks, 

which affords objective data-driven ERP component measures when compared to the 

conventional peak-picking methods (Kayser and Tenke, 2003, 2006; Dien and Frishkoff, 

2005; Dien, 2012). Moreover, it is not susceptible to the influences of high-frequency noises 

and low-frequency drifts in the data as the conventional peak-picking methods (Luck, 2005). 

Covariance matrix and Promax rotation were used. All components accounting for a total of 

99% of the variance (maximum iterations for convergence = 500) were included in the 

rotation (Promax Kappa = 4).  The temporal decomposition provided a set of time-variant 

component loadings reflecting the contribution of each temporal component to the voltage at 

each time point and a set of time-invariant component scores (calculated using Barlett 

method) representing the contribution of each data point (i.e., the contribution of different 

electrodes, participants, and conditions) to the principal component which can be subject to 

inferential statistics (Van Boxtel, 1998). The component corresponding to the auditory N1 

(i.e., principal component 3 accounting for 7.00% of the variance) was identified on the basis 

of the component loading latency and the component score topography (see Figure 2B). The 

component scores were averaged across three electrodes showing the largest component 

score across all conditions independent of experimental manipulation (i.e., Fz, F2, F4). The 

advantage of averaging three maximum electrodes was twofold. First, it increased the signal-

to-noise ratio of the component. Second, it avoided the problems inherited in the analysis of 

predefined areas that takes an average of multiple electrodes over predefined regions, which 

might not correspond to the true topography in the experiment. Moreover, these electrodes 

representing the locations of maximum signals for the auditory N1 corresponded to those 

reported in the literature (e.g., Näätänen and Picton, 1987). Therefore, the averages of these 

electrodes can be considered as objective representatives of the component to serve as inputs 

for a 2 (attention: attended/unattended) x 2 (prediction: predictable/unpredictable) x 4 

(position: tone 1/2/3/4) repeated measures analysis of variance (ANOVA). A Greenhouse-

Geisser correction was applied when sphericity was violated. 

 

1.3. Results 

1.3.1. Behavioural results 

Overall, participants’ behavioural performance in the target detection task was close to 

ceiling (hit rate: mean = 0.84, SD = 0.10; false alarm rate: mean < 0.01, SD < 0.01; RT: mean 

= 531.36, SD = 57.85). There was no difference between participants’ behavioural 

performance when they attended to predictable and unpredictable stimulus stream (hit rate: 

t(17) = 1.83, p = 0.08; false alarm rate: t(17) = 1.69, p = 0.11; RT: t(17)= -1.75, p = 0.10), 

suggesting that task difficulty was equivalent across blocks. 

 



1.3.2. ERP results 

Figure 2A shows the grand average ERPs on Fz lowpass filtered at 20 Hz for visual 

presentation purposes. Figure 2B shows the component loadings of 146 components in the 

temporal PCA. The component corresponding to the auditory N1 in the grand average ERPs 

was identified on the basis of the component loading latency (i.e., 100 ms) and the 

component score topography (i.e., frontocentral negativity). 

 

 
Figure 2. (A) Grand average ERPs on Fz lowpass filtered at 20 Hz for visual presentation 

purposes. (B) Component loadings of 146 components in the temporal PCA. The component 

corresponding to the auditory N1 in the grand average ERPs is marked with a thick line with 

its topographical distribution plotted on top. 

 

Figure 3 shows the auditory N1 component score averaged across three electrodes showing 

the largest response in each condition. There was no three-way interaction between attention, 

prediction, and position (F(3,51) = 0.40, p = 0.75, partial η
2
 = 0.02). The main effect of 

attention was significant (F(1,17) = 21.20, p < 0.001, partial η
2
 = 0.56), but it did not interact 

with any other variables (attention x prediction: F(1,17) = 0.33, p = 0.57, partial η
2
 = 0.02; 

attention x position: F(3,51) = 1.10, p = 0.36, partial η
2
 = 0.06). On the other hand, there was 



a significant two-way interaction between prediction and position (F(3,51) = 12.81, p < 0.001, 

partial η
2
 = 0.43). 

 

 
Figure 3. The auditory N1 component score averaged across three electrodes showing the 

largest response (i.e., Fz, F2, F4; marked as white dots on the component score topographic 

maps) in each condition. Error bars depict one standard deviation of the mean. 

 

Post hoc comparisons showed that the significant main effect of position was found in 

predictable conditions (attended predictable condition: F(3,51) = 9.63, p < 0.001, partial η
2
 = 

0.36; unattended predictable condition: F(3,51) = 5.93, p ≤ 0.001, partial η
2
 = 0.26) but not in 

unpredictable condition (attended unpredictable condition: F(2.11,35.88) = 1.63, p = 0.21, 

partial η
2
 = 0.09; unattended unpredictable condition: F(3,51) = 2.82, p = 0.05, partial η

2
 = 

0.14). Therefore, the four conditions were collapsed into predictable and unpredictable 

conditions in the pairwise comparisons as shown in Table 2. In the predictable condition, 

pairwise comparison showed that tone 1 response was significantly different from tone 2 

response, tone 3 response, and tone 4 response. In addition, tone 2 response was significantly 

different from tone 3 response and 4 response, while tone 3 response did not differ from tone 

4 response. In the unpredictable condition, pairwise comparisons showed that tone 1 response 

was significantly different from tone 4 response. No other contrast was significant. 

 

Table 2. Pairwise comparisons of the auditory N1 amplitudes. Attended and unattended 

conditions have been collapsed. 

Contrast Mean difference Standard error p-value 95 % 

confidence interval 

Predictable     



tone 1 vs. tone 2 -0.65 0.10 <0.001 -0.86 - -0.43 

tone 1 vs. tone 3 -0.38 0.11 <0.004 -0.61 - -0.15 

tone 1 vs. tone 4 -0.26 0.10 <0.019 -0.48 - -0.05 

tone 2 vs. tone 3  0.27 0.11 <0.026 0.04 -  0.49 

tone 2 vs. tone 4 0.38 0.11 <0.004 0.15 -  0.62 

tone 3 vs. tone 4 0.11 0.11 <0.325 -0.12 -  0.34 

Unpredictable     

tone 1 vs. tone 2 0.07 0.08 <0.433 -0.11 -  0.24 

tone 1 vs. tone 3 0.20 0.10 <0.051 0.00 -  0.41 

tone 1 vs. tone 4 0.27 0.09 <0.010 0.08 -  0.47 

tone 2 vs. tone 3  0.14 0.08 <0.118 -0.04 -  0.31 

tone 2 vs. tone 4 0.21 0.10 <0.064 -0.01 -  0.42 

tone 3 vs. tone 4 -0.04 0.10 <0.712 -0.24 -  0.17 

 

1.4. Discussions 

The predictive coding model of perception proposes that neuronal responses reflect 

prediction errors (Friston, 2005, 2009). Repeated as well as predicted stimuli triggered 

suppressed neuronal responses because they are associated with reduced prediction errors 

(repetition suppression: Summerfield et al., 2008, 2011; Todorovic et al., 2011; Kovács et al., 

2012; Grotheer and Kovács, 2014; Mayrhauser et al., 2014; prediction suppression: Schafer 

and Marcus, 1973; Schafer et al., 1981; Lange, 2009; Gentsch and Schütz-Bosbach, 2011; 

SanMiguel et al., 2013; Timm et al., 2013). However, many predictable events in our 

environment are not isolated but sequential, such as the tune of a melody, yet there is little 

empirical evidence documenting how neuronal responses reflecting prediction errors change 

in the course of a predictable sequence of events. Here we found a suppression followed by a 

rebound on the amplitude of the auditory N1 in a sequence of equally predictable events. 

 

The overall pattern of results seems to disagree with the notion that the auditory N1 reflects 

the predictability of the event in terms of mere probability, which was implied in previous 

research showing that the auditory N1 decreased as prediction errors decreased (Schafer and 

Marcus, 1973; Schafer et al., 1981; Lange, 2009; SanMiguel et al., 2013; Timm et al., 2013; 

see Bendixon et al., 2012 for a review). In particular, it is in contrast with one line of previous 

research reporting that the auditory N1 showed marked decrease and then stabilised at floor 

level after repetitive presentation of a sound (see Näätänen and Picton, 1987 for a review), 

with one interpretation of the effect being related to repetition positivity, a frontocentral slow 

positive wave at 50-250 ms increasing with the number of stimulus repetition (Baldeweg et 

al., 2004; Haenschel et al., 2005; Costa-Faidella et al., 2011). This repetition positivity has 

been suggested to reflect an increase in the predictability of the repeated tone due to better 

encoding of the stimulus features (Baldeweg et al., 2004; Haenschel et al., 2005). On the 

contrary, our results are in line with the finding of Garrido et al. (2009) where, in a sequence 

of repetitive oddball stimuli, the reconstructed activity from A1 showed a decrease from the 

first tone to the second tone and then an increase for the following tones. This effect was 

maximal before 100 ms matching rather closely with the time window of the effect reported 

above. The current research corroborates and extends their finding in that it adopts proper 



refractoriness controls, as we investigated the dynamics of the suppressed neuronal responses 

without manipulating stimulus repetition but stimulus regularity. Specifically, the four-tone 

series in the predictable stimulus stream was presented as a scale, so that the frequency of the 

first tone can predict the frequency of the second, the third, and the fourth tones. Our design 

therefore shows how the auditory N1 changes in a sequence of predictable events excluding 

the effect of refractoriness (Budd et al., 1998). 

 

There are at least three possible explanations for the result pattern observed in the current 

research, all suggesting that factors other than mere probability have to be considered in order 

to account for the way prediction is implemented in the brain. First, the auditory N1 

suppression might be modulated by the narrowing bandwidth of the prediction tuning curve 

over time. As the brain constantly attempts to minimise prediction errors in the system, the 

increased confidence in prediction might result in sparser representation of predictions (cf. 

sharpening model for repetition effect: Desimone, 1996; Wiggs and Martin, 1998; see Grill-

Spector et al., 2006 for a review). That is, the increased confidence in prediction might 

sharpen the neuronal responses around the preferred prediction, narrowing the bandwidth of 

the prediction tuning curve. Given that our prediction of frequency is rarely absolutely 

precise, this in turn paradoxically elicits an increase in prediction errors. Therefore, while 

earlier predictions are associated with a suppression, later predictions are associated with a 

rebound. Second, the auditory N1 suppression might be weighted by a neuronal learning 

function of escalating sensitisation. While the second, the third, and the fourth tones are 

associated with equal amount of suppression, they can be weighted by a mounting function 

reflecting the build-up of representations. For example, a study using children as participants 

found that a vertex neuronal response can increase its amplitude along trains of auditory 

stimulation, probably reflecting the development of the representation for the sounds (Karhu 

et al., 1997). The third possibility is that the rebound of the auditory N1 might be due to 

increased expectation for the onset of the next four-tone series. These three possibilities raise 

testable hypotheses for future research. Nevertheless, the result pattern suggests that auditory 

N1 suppression reflecting reduced prediction errors is a transient phenomenon that can be 

modulated by multiple factors. Whether the result pattern may change over time, interacting 

with the next level of prediction in the hierarchy, remains an open question requiring 

systematic investigations. 

 

We would also like to point out that the auditory N1 to the first tone in the predictable 

stimulus stream could be partly overlapping with a MMN response. For example, Wacongne 

et al. (2011) presented participants with blocks of stimuli consisting of rare XXXXX sound 

pattern (i.e., five identical tones) and frequent XXXXY sound pattern (i.e., four identical 

tones followed by a different tone), the latter of which is analogous to the stimuli used in the 

current research in that one four-tone series forms a linear pattern that is then broken by the 

first tone of the next four-tone series. Wacongne et al. (2011) found that, although XXXXY 

was an expected sound pattern, the Y stimulus triggered a small MMN response. This 

suggests that, in the current research, part of the neuronal enhancement to the first tone in the 

auditory N1 time window could be attributed to a MMN response. 

 



Importantly, the overall pattern of results (i.e., the suppression followed by the rebound) was 

observed in the predictable stimulus stream, not in the unpredictable stimulus stream. The 

interaction between predictability (predictable/unpredictable) and position (tone 1/2/3/4) 

therefore suggest that our finding is not simply a reflection of the passage of time. This can 

be related to previous research on continuous speech segmentation showing that the 

difference between auditory N1 elicited by initial syllables and medial syllables of nonsense 

words was larger after than before training (Sanders et al., 2002), suggesting that the auditory 

N1 effect indexes the involvement of predictive processes. 

 

Lastly, our result pattern was independent of attention. While we found the auditory N1 to be 

enhanced under attended conditions, consistent with previous reports on early effects of 

attention on brain responses (Picton and Näätänen, 1987; Chennu et al., 2013), the effects of 

attention (i.e., an enhancement) and prediction (i.e., a suppression followed by a rebound) 

were clearly independent of each other. The independency of the two effects is in line with 

the findings that repeated sounds are associated with suppressed auditory N1 regardless of 

attention allocation (Haenschel et al., 2005; Hsu et al., 2014a). It is also consistent with 

reports on prediction suppression that the suppressed auditory N1 for self-initiated sounds 

was not modulated by attention allocation (Timm et al., 2013). Taken together, these studies 

seem to indicate that the prediction effect on the auditory N1 is rather automatic. On the other 

hand, how do these results reconcile with previous research suggesting prediction effect to be 

attention-dependent? One possibility is that this difference is related to how straightforward 

predictions can be formed in the particular experiment. In the current as well as previous 

research reporting the prediction mechanism to be independent of attention, participants’ 

prediction was based on pre-existing rules, such as step inertia, repetition tendency, and 

action-effect binding where voluntary actions were believed to trigger sensory effects in the 

experiments (e.g., Gentsch and Schütz-Bosbach, 2011; Kovács et al., 2012). In contrast, in 

previous research suggesting the prediction effect to be attention-dependent, participants’ 

prediction was based on arbitrary regularities introduced in the experiments (e.g., Larsson 

and Smith, 2010; Hsu et al., 2014b). Future research is needed to investigate whether the 

attention-dependency of the prediction effect is related to how prediction is manipulated. 
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Highlights 

 When prediction persists over time, the auditory N1 first suppresses then rebounds. 

 Auditory N1 suppression reflecting reduced prediction errors is a transient fact. 

 Prediction implementation involves factors other than mere probability. 




