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ABSTRACT
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PHY and MAC Layer Performance Optimization of the IEEE 802.16 System
Jyväskylä: University of Jyväskylä, 2012, 80 p.(+included articles)
(Jyväskylä Studies in Computing
ISSN 1456-5390; 154)
ISBN 978-951-39-4829-0 (nid.)
ISBN 978-951-39-4830-6 (PDF)
Finnish summary
Diss.

This thesis concentrates on how to improve the performance of the IEEE 802.16
system in three main areas. The first problem area is system throughput opti-
mization by selecting the optimal MAC PDU size when ARQ is used. A method
for selecting the optimal size is proposed and evaluated. In the second part,
various ARQ features are evaluated and also the performance of the ARQ and
HARQ error correction methods are evaluated. Finally, the two different frame
optimization problems are investigated. First the three duplexing modes of IEEE
802.16 are compared, namely Time Division Duplexing, Full Frequency Division
Duplexing and Half Frequency Division Duplexing. A novel group division al-
gorithm is proposed for H-FDD. Second, the relay mechanism of IEEE 802.16 is
presented and its performance evaluated. The performance evaluation of all pre-
sented problems is done by simulations with the WINSE extension which is build
on top of the NS-2 network simulator.

Keywords: IEEE 802.16, WiMAX, NS-2, Performance, WINSE, ARQ, HARQ, Du-
plexing, FDD, TDD, H-FDD
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1 INTRODUCTION

Broadband connections have rapidly become more common and most Finnish
households have a fixed, wired broadband connection. A broadband connec-
tion has an instantaneous bandwidth of more than 1 MHz and it supports data
rates greater than about 1.5 Mbps [2]. Finland, however, is a sparsely populated
country and it is not economical to run a copper or optical wire to everywhere.
The same applies to many places around the world. IEEE has defined a wireless
802.16 standard called WiMAX which might solve the problem. It can provide
a high-speed wireless access to the Internet for home and business subscribers.
WiMAX has a range of up to tens of kilometres and speed of tens of Mbps, and it
can also provide a fast citywide access or fast access for example in trains.

IEEE 802.16 started as a line-of-sight (LOS) solution on the 10GHz to 66GHz
band to above last-mile problem where fibre connection was not an option. This
802.16 standard called Wireless MAN-SC was introduced in 2001. The 802.16a
amendment was completed in 2003, bringing support for NLOS deployments in
the 2GHz to 11GHz. Additional revisions were made in 2004, and the revised
complete standard 802.16-2004 was introduced. In 2005, the 802.16e-2005 amend-
ment, which brought support for high-speed mobility, was then published. Since
the IEEE 802.16 standards have a very broad scope, the WiMAX Forum was
formed. Its task was to ensure interoperability between vendors by creating
WiMAX profiles and certifying products which comply with these profiles. The
existence of WiMAX-certified products was a major milestone in the history of
IEEE 802.16/WiMAX [3].

1.1 Performance in Broadband Wireless Networks

There are many ways to make data transmission more efficient and reliable with
an error-prone wireless channel. Due to varying behaviour at the lower levels, the
higher level protocols could treat wireless connections differently. Compared to
wired connections, wireless connections have a greater number of packet drops
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caused by errors, these drops being usually caused by congestion. Also the drops
in wireless connections occur in bursts. In cellular wireless networks also hand-
offs might cause additional packet drops.

1.1.1 Recovering from Wireless Errors

TCP is the most used protocol in the Internet. It is well known that its perfor-
mance is not optimal with high error-rate wireless channels where packet drops
are not caused by congestion but from errors at the wireless link. Wired connec-
tions do not have many errors, and therefore TCP is assuming that those drops
are caused by congestions. TCP reacts to this by reducing its transmission win-
dow size, initiates congestion-control mechanisms and resets its retransmissions.
These actions decrease the load on the links, which is useful in congestion situa-
tions. However, if the drops are caused by errors at the wireless link, the end-to
end throughput is unnecessarily reduced. This is especially valid when the errors
are sporadic, which is usually the case with wireless links [4].

One solution to the problem is to improve the TCP behaviour in wireless
environment. The sender should be aware of the wireless links and adjust its be-
haviour accordingly. If TCP could have the information that drop was caused by
errors rather than congestions the slow start halving could be avoided. Other op-
tions are to shrink the advertised TCP window on error situation or split the TCP
connection [5, 6, 7]. The Eifel scheme suggests adding time stamps to acknowl-
edgements, thus differentiating among acknowledgements generated by the ini-
tial transmission and retransmission [8]. Also, selective acknowledgements help
improving the TCP performance in wireless networks [4]. In addition there are
many end-to-end schemes, which proactively try to adjust the congestion win-
dow to an optimal level. These include methods such as TCP Vegas, TCP Reno,
TCP Westwood and TCP-Jersey, and they work better with random errors than
traditional end-to-end schemes do. In general, TCP solutions tackle a specific
problem and it is difficult to create a solution which would work in a heteroge-
neous network [9].

1.1.2 Preventing Wireless Errors

Instead of trying to make TCP adapt to behaviour at the wireless links, wireless
links can adapt to TCP behaviour. The purpose of reliable link-layers protocols
(RLP) is to correct wireless errors locally so that TCP will not notice them. RLP
protocols may cause duplicate TCP transmissions if retransmissions on the wire-
less take too long time. To avoid this, local retransmissions should be interrupted
after some time. In addition to TCP, reliable link layer is also important with
other protocols such as UDP. Error correction and prevention is at its most effi-
cient when done on link level. This is because then link-specific methods can be
used, and also the delays for the retransmissions are smaller. The practical ad-
vantage of implementing error correction at the link layer is that then there is no
need to modify existing TCP implementations. Also link layer error correction is
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much faster and efficient than relying on TCP retransmissions [10].
The error probability for a transmission on a wireless channel is highly de-

pendent on the radio channel conditions and on what kind of modulation, cod-
ing and other radio signal parameters are chosen. When the radio conditions
are good, a more efficient modulation and coding scheme (MCS) can be used. If
the radio conditions become worse, then the MCS should be changed to a more
robust one or the error probability will become too high or even make the cor-
rect reception of data impossible. That is why all the modern radio technologies
use link adaptation (LA) methods where MCS is adapted based on the current
radio link conditions to minimize the loss of performance caused by the errors
[11, 12, 13].

One way to make errors less likely at the wireless channel is by using FEC
(forward error correction) method. FEC relies on sending redundant data along
with the actual data. This redundant data can then be used at the receiver to
detect and correct errors to some degree. While the FEC coding increases the
probability of a successful receipt it also significantly increases the amount of
transmitted data.

Another principal error correction method is ARQ (automatic repeat re-
quest), which is sometimes called BEC (backward error correction). In this method,
the errors can be detected but not corrected. Once the errors have been detected,
the link layer can use a feedback mechanism to tell the sender to resend the erro-
neous block of code. Hybrid automatic repeat request (HARQ) is a combination
of FEC and ARQ. If the packet is received without errors, then the behaviour
is similar to ARQ, i.e. the sender is signalled that the packet was successfully re-
ceived. However, if the packet contains errors, instead of discarding the packet as
with ARQ, it is kept in the receiver’s buffer. Then the sender will send the packet
again, possibly with additional FEC information, and the receiver can combine
the information of all transmissions. Thus the probability of successful decoding
increases with every retransmission. The benefit of ARQ over HARQ is that it
uses a lot less redundant data to detect the errors. In principle, ARQ based meth-
ods are more efficient when the error probability is lower, and HARQ methods
are more efficient when the error probability is higher [14, 15].

In addition to errors caused by noise and interference, errors can be caused
by packet collisions. Wired MAC (medium access control) protocols like Ethernet
use CSMA/CD (Carrier Sense Multiple Access/Collision Detection)mechanism,
which allows the sending station to detect when a collision occurs and abort the
transmission. On wireless media, the sender usually can not listen while sending,
and even if it can, the signal of the sender’s own transmission is much stronger
than the signal of others, and therefore collisions can not be detected. Instead,
for example IEEE 802.11[11] uses the CSMA/CA (Carrier Sense Multiple Ac-
cess/Collision Avoidance) mechanism. However, CSMA/CA does not work very
well in busy networks and leads to inefficient usage of radio resources [14].

A more advanced way to solve collisions is to have a special station which
does the scheduling of all frames. This station is often referred to as base station.
For example the IEEE 802.11[11] standard defines a simple centralized scheduling
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solution called point coordination function. It is not, however, widely supported
or required by the WiFi Alliance[16]. However, all modern mobile network tech-
nologies like UMTS, LTE and IEEE 802.16 use centralized scheduling [11, 12, 13].

1.1.3 Overhead of Wireless Connections

Errors and collisions are not the only things which impact on the performance of
wireless broadband connections. In addition, various wireless properties bring
additional overhead which does not exist with wired connections. On the PHY
level, the radio receivers need synchronization, there are transmission gaps for
various reasons, and preambles and pilot signals are needed. Also there needs
to be transmission opportunities for CQI messages and HARQ feedbacks. Dif-
ferent duplexing modes also need different separation; frequency separation for
FDD (frequency-division duplexing) systems and time separation for TDD (time-
division duplexing) systems.

Wireless MAC protocols also create additional overhead. Each protocol in-
troduces additional headers to the packet. If centralized scheduling is used, then
contention opportunities or polling use some resources. In addition, the base
station needs to inform the scheduling decisions. Also, other kinds of manage-
ment messages are used and this is a major cause of downlink overhead[17]. And
if centralized scheduling is not used then collisions can happen, which also de-
creases the transmission efficiency similarly to overhead.

The third source of overhead are tradeoffs which are made to improve relia-
bility. The size of the MAC layer PDU has a significant impact on the probability
that it will be dropped. The bigger the PDU the bigger the probability that it
can be dropped. Decreasing the PDU size will therefore improve reliability at the
cost of increased overhead. Error correction and detection methods form another
tradeoff. If they are used, some bandwidth is used for redundant data and ac-
knowledgements. The same applies to the selection of a modulation and coding
scheme (MCS). A more efficient MCS will allow more bits to be sent but at the
same time error probabilities will increase.

1.2 Problem Statement

The previous section describes general performance problems of a wireless sys-
tem. This thesis is concentrating on how to improve the performance of the IEEE
802.16 system. The WiMAX specification[13] leaves a lot of open questions on
how the actual implementations should be done. WiMAX Forum has defined
WiMAX Forum Mobile System Profiles [18] which define the mandatory features
from the specification. Still, it does not tell how to use these features the most
efficient way. This thesis is looking at how to improve the performance on three
main areas.

The first problem area is optimal MAC PDU usage. The size of the MAC
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PDU has impact on how much data must be retransmitted when errors occur
and also how much overhead arise from the PDU headers. By estimating the
error ratio of the channel the optimal size of PDU can be decided which leads to
the best performance. This problem is investigated in Chapter 2.

There are two retransmissions mechanisms in the IEEE 802.16 system called
Automatic Repeat Request (ARQ) and Hybrid Automatic Repeat Request (HARQ).
The second problem is how to use ARQ efficiently, how ARQ and HARQ perfor-
mance differs and what is the optimal number of bursts per frame for ARQ and
HARQ. These issues are looked in Chapter 3.

The third and final problem area is frame optimization in the IEEE 802.16
system. There are three main duplexing modes in IEEE 802.16: Time Division Du-
plexing (TDD), Full Frequency Division Duplexing (F-FDD) and Half Frequency
Division Duplexing (H-FDD). Although the choice between frequency and time
division is often governed by the available spectrum there are still open ques-
tions on how the performance can be optimized with different duplexing modes.
Especially with H-FDD the specification does not tell how the frame should be
divided and how the users should be divided between groups. Also IEEE 802.16
system has a support for wireless relay nodes. The relays nodes use part of the
frame to transmit data between the basestation and the subscriber stations. These
problems are introduced and studied in Chapter 4.

1.3 Outline of the Dissertation

The rest of the dissertation is organized as follows.

Chapter 2 describes the IEEE 802.16 MAC format and presents the MAC
PDU size optimization problem. The related research work is presented and then
the MAC PDU size optimization method is presented. The presented method
is then evaluated by means of simulations. The target of the optimization is to
improve system throughput.

Chapter 3 presents the retransmission methods of the IEEE 802.16 system.
First ARQ and its various features are presented. Then HARQ is presented. The
ARQ and HARQ performance is studied with network simulations. In most of
the cases the performance criteria is throughput, except for VoIP and ARQ sub-
case where packet delays and drops are evaluated.

Chapter 4 presents the three duplexing modes of IEEE 802.16: TDD, F-FDD
and H-FDD. Also a way to select the H-FDD group size and selecting the group
for subscribers are presented. Duplexing mode performance is then analysed. In
the second part of the chapter relay mechanism is presented and analysed. The
performance evaluation criteria is system throughput and user fairness.

Finally the Chapter 5 concludes the thesis. Also the applicability of pre-
sented optimization methods to other wireless technologies is discussed.



20

1.4 Main Contribution

During the work on the subject of this dissertation, the author has produced and
co-authored several publications.

Publication PI proposes a method estimate the optimal size of IEEE 802.16
MAC PDU when the error probability of the channel is known. The presented
method is then evaluated by comparing the analytical result with simulations.
Also the ARQ block rearrangement feature is presented and it is evaluated what
is the optimal PDU size if block rearrangement is not used. The author was re-
sponsible for the main idea of the PDU size estimation method, implemented
the ARQ block rearrangement feature, various ARQ features and simulation sce-
nario. The author was also responsible for performing the simulations and main
person doing the analysis of the work.

In publication PII restrictions of mobile devices which impact on how IEEE
802.16 ARQ features can be used is analyzed. The publication investigates how
the lack of ARQ block rearrangement, small ARQ window, large ARQ blocks and
lack of some ARQ feedback types impact on application throughput. The author
is responsible for implementing ARQ block rearrangement, some ARQ features
to the WINSE simulator, main idea and simulation analysis.

The way ARQ parameters should be configured for VoIP traffic is analysed
in publication PIII. The author is the main contributor in this publication and
is responsible for running the simulation. The author is also the main person
responsible for the idea and simulation analysis. Publication PIV compares TDD,
F-FDD and H-FDD duplexing modes in IEEE 802.16 system. The performance
and the fairness of the three duplexing modes is compared. Also the difference
of introduced two H-FDD group division algorithms is analysed. The author is
responsible for H-FDD implementation and otherwise the contribution is similar
to previous publication.

In publication PV the performance of ARQ and HARQ retransmission meth-
ods is evaluated. The author is responsible for is for implementing some ARQ
features and in addition contributed with running and analysing the simulation
results.

Publication PVI analyses ARQ features like ARQ feedback type selection,
piggy-packed feedbacks, ARQ transmission window and ARQ timers. The au-
thor was co-author and responsible for ARQ rearrangement, ARQ feedback piggy-
packing and ARQ timer implementations. The simulations on those topics was
also run by author. In addition the author contributed with analysis of the results.

In publication PVII the WINSE NS-2 extension is presented. The extension
adds IEEE 802.16 support to NS-2 network simulator. The work in this publica-
tion is co-authored. The contribution of the author include helping in designing
the extension, implementing ARQ and MAC related features, and analysing of
the simulation results.
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Publication PVIII presents IEEE 802.16 relay options and analyses
non-transparent in-band relay option in detail. In this research the author con-
tributed in running and analysing the simulation results.



2 IEEE 802.16 MAC PDU

This chapter describes the optimal MAC PDU size problem and proposes a way
to estimate the optimal size based on the link quality. First, related research is
presented in Section 2.1. Section 2.2 introduces the IEEE 802.16 MAC PDU for-
mat, and Section 2.3 presents a method to calculate the optimal size of the PDU.
Section 2.4 describes the WINSE simulator, which is used in the simulations. The
method presented is then evaluated by means of simulations in Section 2.5, and
the conclusions are in Section 2.6.

2.1 Related Research

The idea of adapting the PDU or frame size, based on channel quality, is not
new. In [19], [20] and [21], a frame size optimization is done once during the
construction of the network, and the frame size is the same for the whole network.
This method might be valid for a wired network where the conditions are not
likely to change over time unless the network structure is changed.

In [22], the authors propose to adapt frame size that is based on link quality
in the WaveLAN wireless environment. They highlight many important aspects
like the fact that wireless layer should be transparent to the higher layers and the
requirement for an error correction method like ARQ which is configured so that
the higher layer protocols like TCP are not disturbed. Also the authors propose
a channel quality feedback mechanism which would be used to select an optimal
frame size.

The MAC performance of IEEE 802.16 in general, including PDU size, is
studied in [23], but the authors assume errorless channel conditions. In [24], the
authors study the MAC PDU optimization problem in IEEE 802.16 relay envi-
ronment. The idea is to reduce the PDU size for relay to SS link if the SINR for
the MCS selected by Adaptive Modulation and Coding (AMC) is too low. The
method is found to be useful. However, the study does not investigate what the
optimal PDU size should be for the initial BS to relay link. Also, the error mod-
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elling is done only for the whole PDU, not for an individual FEC block, and the
frame structure and related scheduling issues are not considered.

The optimal MAC PDU size in IEEE 802.16 has also been studied in [25],
where authors introduce a variable-sized CRC and PDU size mechanism. The
sizes are changed according to the six-level feedback of reception status. The
Other subheader bit is used to distinguish important PDUs upon transmission.
The adaptive CRC field had a minor impact while the adaptive payload size had
a significant impact. However, the introduced method requires changes to the
standard and additional feedback of reception status.

In [26], the basic idea of optimal PDU size is introduced, but only simple
UDP traffic is used and no error correction is enabled. In [27], an adaptive packet
size estimation method based on ARQ feedbacks is presented. The idea is inter-
esting, and the results show improvement, but the PHY is OFDM and no schedul-
ing or frame structure issues are considered.

2.2 MAC PDU

This section describes the 802.16 MAC PDU format. Figure 1 show the IEEE
802.16 frame structure when TDD is used. In the beginning of the frame there
is the DL-MAP message, which is describing the content of the downlink sub-
frame. The actual user data from the base station to the subscriber stations are
sent in downlink bursts. Each burst requires an entry in the DL-MAP message.
The more downlink bursts there are per frame the more space DL-MAP occupies.
Similarly, there is an entry in UL-MAP for each burst in the uplink subframe. In
this chapter, the burst optimization problem is not addressed, but that is inves-
tigated in Chapter 3. Inside one downlink or uplink burst there are one or more
MAC PDUs, which is illustrated in Figure 2. Here the problem of selecting the
optimal PDU size is investigated. The purpose is to find a PDU size which yields
the best throughput with different error probabilities of the channel while other
system parameters remain constant.

Table 1 shows a list of IEEE 802.16 MAC headers and their sizes when ARQ
is enabled. When ARQ is disabled, PSH and FSH are one byte less. GMH is al-
ways present, and it contains information like the length of the PDU, CID (Con-
nection IDentifier), CRC presence and subheader presence. GMSH subheader is
used by SS to request for more bandwidth. PSH is needed when several applica-
tion level SDUs are packed into one PDU and FSH when one SDU is fragmented
into several PDUs. The size of extended subheaders is at least 3 bytes, the size
depending on what extended subheaders are present. The optional MAC PDU
payload is located after the headers. The optional CRC field is located after the
payload and is used to detect errors in the headers and in the payload.
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FIGURE 1 IEEE 802.16 TDD frame structure.

FIGURE 2 IEEE 802.16 burst and PDU structure.

2.3 MAC PDU Size Optimization Methodology

The optimal MAC level PDU size depends on a number of factors. A larger MAC
PDU size results in less MAC overhead because there is the mandatory GMH per
a PDU. If a connection utilizes the ARQ mechanism, then the PDU must contain
CRC as well as FSH or PSH to hold the ARQ BSN. If we assume that the ap-
plication level SDU is bigger than the preferred MAC PDU, there is no need to
pack several SDUs into one PDU. Therefore, only FSH is present. We can neglect
GMSH because it appears only in one PDU in a data burst and it is used only in
the uplink direction. It is also assumed that other headers are not present. In this
case, the MAC level overhead can be approximated as follows [28]:

O = SGMH + SFSH + SCRC. (1)

Assuming the PDU size is L bytes, the amount of user data S in a PDU is:

S(L) = L − O. (2)

In this study it is assumed that the size of the headers cannot be decreased
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TABLE 1 IEEE 802.16 MAC headers.

Header Explanation Size

GMH general MAC header 6 bytes
GMSH grant management subheader 2 bytes

PSH packing subheader 3 bytes
FSH fragmentation subheader 2 bytes

FFSN fast feedback allocation subheader 1 byte
- extended subheaders 3- bytes

CRC cyclic redundancy check 4 bytes

but is always fixed. Also the payload size could be decreased by using an IEEE
802.16 feature called Payload Header Suppression (PHS). It is relying on the fact
that the payload often contains higher level headers, which is often unchanged
from packet to packet. It is thus possible to avoid sending the full payload header
information in every packet [29]. In this study, the PHS is not studied, but it is
assumed that the amount of used data S is true after possible PHS.

EP = 1 − (1 − EB)
NB . (3)

Equation 3 expresses the general error probability for a packet (EP) when
bit error probability (EB) is known and the packet length is NB bits. This assumes
that the bit errors are uniformly distributed. Similarly to other wireless technolo-
gies, 802.16 uses the forward error correction (FEC) mechanism to improve data
transmission reliability. In this dissertation, we do not concentrate on the FEC
behaviour but rather assume a certain FEC block error rate (BLER) as a function
of the chosen modulation and coding scheme (MCS) and the effective signal-to-
noise rate (SNR). If we assume some FEC BLER (E), the PDU error rate (EP) can
be calculated using the following expression, where B stands for the FEC block
size measured in bytes [30]:

EP(L) = 1 − (1 − E)
L
B . (4)

This equation is exactly valid when the errors for FEC block are uniformly
distributed, PDU size (L) is multiple of the FEC block size (B) and each PDU starts
from the beginning of the FEC block. However, in reality the start of the PDU is
not aligned with the start of the FEC block, and also the length of the PDU can
be virtually anything with byte granularity. The equation therefore presents an
estimation of packet error probability. The larger the packet size and the smaller
the FEC block size, the more accurate the estimation becomes.
It is important to note that the expression can be applied if Hybrid ARQ (HARQ)
is not enabled. Otherwise, HARQ retransmission gain influences significantly the
BLER. Using previous formulas and taking the overhead and error probabilities
into account, the optimal PDU size can be estimated. The efficiency (F) is pre-
sented as follows:



26

F(L) =
S(L)

L
(1 − EP(L)) =

S(L)

L
(1 − E)

L
B . (5)

Equation 5 tells how much user data the PDU contains compared to the total PDU
size on average taking the error probability into account. The optimal PDU size
is the one which gives the best efficiency value.

Figure 3 shows the analytical results for three different BLER values when
the PDU size varies. The FEC block size of 60 bytes comes from the 802.16 OFDMa
PHY that we choose for this particular case. As can be seen from Figure 3, BLER
has a major effect on the efficiency values with different PDU sizes. As antic-
ipated, the optimal PDU size tends to be smaller when there are more errors in
the channel. Using a large PDU size of 500 bytes in the most erroneous case where
BLER is 10−1 causes a very bad performance compared to the optimal PDU size
of about 60 bytes.
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FIGURE 3 Theoretical MAC level efficiency from Equation 5 for different BLER (O = 12
bytes, B = 60 bytes).

We can use Equation 5 to find the optimal PDU size for the given channel
BLER. Figure 4 illustrates the solved Equation 14 with a 60 B FEC block size and
overhead of 12 bytes.
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TABLE 2 Modulation and coding schemes (CTC).

MCS Max. FEC
block size

(slots)

Slot
size

(bytes)

Max. FEC
block size

(bytes)
QPSK 1/2 rep. 6 10 6 60
QPSK 1/2 rep. 4 10 6 60
QPSK 1/2 rep. 2 10 6 60

QPSK 1/2 10 6 60
QPSK 3/4 6 9 54

16-QAM 1/2 5 12 60
16-QAM 3/4 3 18 54
64-QAM 2/3 2 24 48
64-QAM 3/4 2 27 54
64-QAM 5/6 2 30 60

According to the considerations above, if a connection resorts to using a
constant PDU size, then this value should be sufficiently small. On good channel
conditions, small PDUs do not decrease the performance significantly. However,
with a bad channel, small PDUs increase the performance greatly. In a real envi-
ronment, BLER may vary greatly as a result of changing SNR. So unless reliable
information about errors can be gathered in real-time, the PDU size should be
small, less than 200 bytes at least.
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It is worth noting that the BS and the SS measure constantly their Carrier to
Noise and Interference ratio (CINR). There is a relationship between the CINR-
level, MCS, and BLER. The BS changes MCS to achieve the target BLER. It is then
possible to decide one PDU size limit for each MCS by using Equation 13. There
could even be several PDU size limits per MCS in order to get the PDU size as
close to the optimum as possible. The adaptive PDU size approach is feasible
both in the downlink and in the uplink direction. In the downlink direction, the
BS knows the target BLER and the control of PDU construction and thus has the
full control of both. However, the BS does not have control on how the uplink
MAC PDUs are constructed. Still, the SS can do similar PDU size optimization,
but the problem is that it does not know what was the BLER target that was used
for a particular MCS. In the worst-case, the SS should use a conservative approach
and small PDU sizes.

BW = FPS · Nslot · Sslot (15)

F(L) · BW (16)

Equation 15 shows a definition for bandwidth. In this, FPS means frames
per second, Nslot is the number of uplink or downlink slots, and Sslot is a single
slot size. Equation 16 shows a way to estimate uplink or downlink data for a sin-
gle SS. This formula assumes that all data is user data; management messages are
not taken into account. Figure 6 presents an example of how to use Equation 16 to
estimate throughput with different PDU sizes. The figure shows results for seven
different MCS and for a single BLER. The FEC block sizes used are mentioned in
Table 2.
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2.4 Description of WINSE Simulator

WINSE is a WiMAX extension for the NS-2 simulator. It was started as a small
student project and then evolved into a powerful simulation tool. Now several
companies use it to study the MAC and QoS in the 802.16 system. Table 3 gives a
short overview of features supported in WINSE. WINSE is a dynamic packet level
simulator. It supports different types of applications and models application level
packets. The focus has been on MAC level implementation. For example the ARQ
protocol has been implemented in great detail. See [PVII] for a full description of
WINSE’s features and modelling details.

2.5 Simulations on PDU Size Optimization

Figure 7 shows the network structure in the simulations. There are one or five
subscribers which are sending data in the uplink direction using an FTP applica-
tion over a TCP connection, which tries to use all the available bandwidth. The
scheduler is throughput fair scheduler, i.e. it tries to provide the same through-
put for all the subscribers. The subscribers are located 500 m from the basestation
and not moving, but still the fast fading is creating fluctuations to the signal. The
uplink direction was selected because there is much less overhead generated by
MAP etc. management messages. The received data at the FTP server can thus
be used directly to evaluate the wireless performance. It must be noted that al-
though there is no user data in the downlink direction still the TCP generates
ACK messages in the downlink direction. This means that the ARQ mechanism
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TABLE 3 Features supported by WINSE.

PHY

OFDM and OFDMa PHY
FEC blocks
HARQ: Type I, UL ACK channel
Channel reports: REP-RSP and CQICH
Link adaptation

MAC

802.16 d/e/j
Duplexing modes: TDD, FDD, H-FDD
DL broadcast messages: DL-MAP, UL-MAP, DCD, UCD
Compressed MAP, sub-MAPs
Connections: DL broadcast, basic management, transport
PDU construction, fragmentation, packing
Bandwidth requests: standalone & piggy-backed
ARQ: blocks, feedbacks, timers, transmission window
Uplink contention: OFDM and CDMA-based for OFDMa
Network entry
Handover: SS-initiated, automatic & manual
Sleep mode: class I, II, and III

QoS & scheduling

UGS, ertPS, rtPS, nrtPS, BE
BS scheduler
SS uplink scheduler

Access service network

ASN-GW
R4, R6, and R8 interfaces
ASN-anchored mobility

needs to send ARQ feedback messages for these TCP ACKs in seed.
A total of 52 combinations of modulation and coding schemes are defined

in [13] as burst profiles. In these simulations we use the CTC MCSs because it
is the only FEC block coding that is mandated by [18] for both ARQ and HARQ
enabled data transmission. Table 2 shows the FEC block and slot sizes of this
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FIGURE 7 Network structure.

TABLE 4 System level parameters.

Parameter Value

Reuse factor 1/3
Path loss model 802.16m urban macro cell
Fast fading Jakes model, K=0
Interference level DL/UL -170 / -167 dBm/Hz
Antenna technique SISO (1x1)
Antenna pattern BS/SS 3GPP / Omnidirectional
Antenna gain BS/SS 17 / 0 dBi
Antenna height BS/SS 32 / 1.5 m
Tx power BS/SS 5W / 0.2 W
Number of SS 1/5

coding scheme. 1

2.5.1 Fixed MCS and Constant Error Rate

In the first simulations, there was only 1 SS present. The errors are generated for
each FEC block at the given uniform error probability (0.1%, 1% or 10%). The link
adaptation is not enabled, and the MCS is fixed to 16QAM 3/4. The purpose of
these simulations is to show how the MAC PDU size impacts on the throughput
when there is no variable MCS or error probability.

Figure 8 shows the average uplink throughput for the simulation time with
a different maximum PDU size limit. Naturally the throughput is higher when
there are fewer errors. According to Equation 13, the theoretical optimum PDU
sizes for FEC block error rates of 10−1/10−2/10−3 are 89/273/854 bytes with 1
byte precision. The simulation results show that with 10−3 error rate the biggest
throughput is achieved when the PDU size limit is roughly 640 bytes or more.
With 10−2 error rate there are more fluctuations in the results and the largest
throughput is achieved with a PDU size limit of 180. It must be noted, though,
that the throughput is very similar when the limit is between 120 and 280 bytes.

1 The WiMAX Forum mobile system profile [18] also mandates the CTC FEC block coding.
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TABLE 5 PHY parameters.

Parameter Value

Frequency band 2.5 GHz
PHY OFDMa
Cyclic prefix length 1/8
Frames per second 200 (5 ms/frame)
Long preamble 1 symbol
Bandwidth 10 MHz
FFT 1024
TTG+RTG 296+168 PS
DL/UL subchannels 30/35
DL/UL subcarrier alloc. DL PUSC / UL PUSC
OFDM symbols 47
DL/UL symbols 28/18
DL/UL slots 420/210
Ranging backoff start/end 1/15
Ranging transm. opport. 2
Request backoff start/end 0/15
Request transm. opport. 1
DL/UL channel measurements preamble / data burst
Channel report type / interval CQICH / 20ms
Channel measurements filter EWMA, α = 0.25
UL Power Control Closed loop
Link adaptation target FEC BLER 10−1/10−2/10−3

So the theoretical optimum of 273 bytes is a good choice. When the BLER is 10−1,
the 60 byte PDU size limit is clearly the best choice. Overall, the results agree well
with the Equation 13.

2.5.2 Link Adaptation and Variable Error Rate

In the previous section it was shown that the presented optimal PDU size estima-
tion method holds true in a simple environment with a fixed error rate and fixed
MCS. For simulations in this section, the error rate is not fixed but it is varying
due to fast fading. There is no path loss variation because the subscribers are not
moving. The details of the PHY model are presented in Section 2.4. The base sta-
tion is constantly monitoring the quality of UL transmission of each subscriber,
and the link adaptation module is selecting the UL MCS of subscribers accord-
ingly. With the FEC BLER curves in Figure 5, the basestation tries to ensure a
certain BLER. Also in these simulations there are 5 subscriber stations.

Figure 9 shows the total UL throughput. The different curves correspond to
different target FEC block error rates and not to the actual block error rates as in
the previous simulation setup. The best throughput is achieved with a BLER of
10−2 when the PDU size limit is 100 bytes or more. If the PDU size is less than
10−1, the target gives approximately the same performance. Overall, the best
throughput is achieved with a 10−2 target BLER and a PDU size limit of 180. This
was also the outcome of earlier simulation results [31]. The target BLER of 10−3 is
never the best option because then LA is very conservative and the more spectral
efficient MCSs are not selected.

According to Equation 13, the theoretical optimum PDU sizes for FEC block
error rates of 10−1/10−2/10−3 are 89/273/854 bytes with 1 byte precision. The
simulations show that the best throughput is achieved with the PDU size limits
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TABLE 6 MAC parameters.

Parameter Value

MAP MCS Varied
Compressed MAP ON
sub-MAPs OFF
CDMA codes 256

ranging+periodic ranging 64
bandwidth request 192
handover –

Fragmentation/packing ON
PDU size 40-1000 B
CRC ON
ARQ feedback standalone
ARQ feedback types all
ARQ feedback interval 20 ms
ARQ block size 64 B
ARQ window 1024
ARQ block rearrangement ON
ARQ deliver in order ON
ARQ timers

retry 100ms
block lifetime 500ms
Rx purge 500ms

of 120/180/180-360 respectively. One explanation to why theoretical estimation
does not match the simulation results is that LA is not able to ensure the BLER to
desired level. Figure 10 shows the measured BLER for different target BLER and
PDU size limit values. For example for target BLER of 10−1 the actual measured
BLER is mostly 5-7 %. This means that the PDU size should be larger than the
size calculated with the formula. This explains the difference of the theoretical
optimal PDU size 70 and the measured 120 bytes. For the target BLER 10−2, the
behaviour is opposite. The measured BLER is more than target and this is why
the measured optimal PDU size is 180 and not 273 bytes. The same applies to
the target BLER 10−3. The reason for the imperfect PDU size selection is that
the link adaptation in the basestation is not able to follow the channel perfectly
due to delays in CQI mechanisms, filtering applied to CQI measurements and
inaccuracies in CQI measurements. Also ARQ mechanism brings uncertainty
and distortions to the results.

2.6 Conclusions of PDU Size Optimization

We have proposed Equation 13, which can be used to estimate the optimal size of
MAC PDU when the actual BLER of the channel is known. The simulation results
show that the estimation method is valid when the actual BLER of the channel is
fixed and known by the subscriber station. The results also show that the opti-
mal PDU size can be estimated also when the channel varies and the target FEC
BLER for the link adaptation mechanism is known although the estimation is less
accurate. This is due to channel variations, imperfections, filtering and delays of
the CQI mechanism as well as to added uncertainty caused by ARQ. Because the
channel conditions vary, the estimation is less accurate. Also the simulation re-
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sults show that if the BLER cannot be estimated the PDU size should be between
100 to 200 bytes.

The presented simulations used uplink traffic, on which also the analysis
was based. The same ideas can directly be applied to optimal downlink PDU
size estimation. In fact, currently the 802.16e specification [13] does not provide
any way to signal the preferred PDU size or the link adaptation targets from the
basestation to the subscriber station. Thus the subscriber station has to use a
conservative small maximum PDU size limit in the uplink direction. This is a
clear drawback in the current specification. Adding such a feature would not
increase the signalling overhead significantly since the configuration needs be
done only once after the connection has been setup.
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3 RETRANSMISSION MECHANISMS IN IEEE 802.16

Modern broadband wireless systems provide a number of mechanisms to mini-
mize the errors on the data transmission. In particular, IEEE 802.16 provides two
mechanisms: automatic repeat query (ARQ) and hybrid automatic repeat query
(HARQ). Both mechanisms are available in the OFDMa PHY, which serves as a
basis for mobile 802.16 networks [13]. Both ARQ and HARQ rely on an integrity
check to detect channel errors, and use a retransmission process to retransmit lost
(i.e., missing or corrupted) data. However, unlike ARQ that works as a part of the
upper MAC layer, HARQ requires a more complicated signalling to report ACKs
and request retransmissions [32].

This chapter presents ARQ and HARQ mechanisms in the IEEE 802.16 sys-
tem and evaluates their performance, especially the system throughput. Sec-
tion 3.1 introduces the ARQ mechanism and shows how its various features im-
pact on the performance. Section 3.4 presents the basics of the HARQ mechanism
and compares its performance to ARQ.

3.1 ARQ

If ARQ is enabled for a connection, the extended fragmentation subheader (FSH)
or the extended packing subheader (PSH) is used, which is indicated by the ex-
tended bit in the general MAC header (GMH). Regardless of the subheader type,
there is a block sequence number (BSN) in the subheader that indicates the first

ARQ block number in the PDU. A PDU is considered to comprise a number of
ARQ blocks, each of which is of the same constant size except the final block
which may be smaller. The ARQ block size is an ARQ connection parameter ne-
gotiated between the sender and the receiver upon a connection setup. It is worth
mentioning that the ARQ block is a logical entity, and the block boundaries are
not marked explicitly. The remaining block numbers in a PDU can be derived
easily on the basis of the ARQ block size, the overall PDU size, and the first block
number. Precisely for these reasons the ARQ block size is a constant parameter.
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Figure 11 presents ARQ blocks with the fragmentation and packing mechanisms.
Block numbers are given with respect to the BSN stored either in the FSH (see
Figure 11a) or PSH (see Figure 11b).

(a) fragmentation

(b) packing

FIGURE 11 ARQ blocks with packing and fragmentation mechanisms.

It is important to note that while the 802.16d specification [33] defines an
ARQ block size as any value ranging from 1 to 2040 bytes, the 802.16e specification
[13] has limited it to power of two values ranging from 16 to 1024 bytes, e.g., 16,
32, 64 and so on.

3.1.1 ARQ Timers

The IEEE 802.16 specification defines several ARQ timers. Figure 12 shows how
they relate to the ARQ block states. The ARQ block may be in one of the follow-
ing five states: done, not-sent, outstanding, discarded, and waiting-for-retransmission.
Firstly, as can be seen from Figure 12, any ARQ block begins as not-sent. After it
has been sent, it becomes outstanding for a period of time termed
ACK_RETRY_TIMEOUT, which determines the minimum time interval a trans-
mitter can wait before retransmission of an unacknowledged block for retrans-
mission. The interval begins from the last transmission of the ARQ block. While
a block is in outstanding state, it is either acknowledged and changed to done, or
transitions to waiting-for-retransmission after ACK_RETRY_TIMEOUT or NACK.

An ARQ block can become waiting-for-retransmission before the
ACK_RETRY_TIMEOUT period expires if it is negatively acknowledged. An
ARQ block may also change from waiting-for-retransmission to done when an ACK
message for it is received or to discarded after a timeout ARQ_BLOCK_LIFETIME,
which determines the maximum time interval an ARQ block can be managed by
the transmitter ARQ state machine, once the initial transmission of the block has
occurred. If transmission (or subsequent retransmission) of the block is not ac-
knowledged by the receiver before the time limit is reached, the block is discarded

[34].
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FIGURE 12 ARQ transmit block states.

3.1.2 ARQ Feedback Types

To request a retransmission of blocks (NACK) or to indicate a successful reception
of blocks (ACK), a connection uses ARQ block sequence numbers. In turn, the
sequence numbers are exchanged by means of ARQ feedback messages. The
specification defines the following feedback types: a) selective, b) cumulative, c)
cumulative+selective, and d) cumulative+sequence.

The selective feedback type acknowledges ARQ blocks received from a trans-
mitter with a BSN and up to four 16-bit selective ACK maps. The BSN value
refers to the first block in the first map. The receiver sets the corresponding bit
of the selective ACK map to zero or one, according to the reception of blocks
with or without errors, respectively. The cumulative type can acknowledge any
number of the ARQ blocks. The BSN number in the ARQ feedback means that
all ARQ blocks whose sequence number is equal to or less than BSN have been
received successfully. The cumulative+selective type just combines the function-
ality of the cumulative and selective types explained above. The last type, cu-
mulative+sequence, combines the functionality of the cumulative type with the
ability to acknowledge reception of ARQ blocks in the form of block sequences.
A block sequence, whose members are associated with the same reception status
indication, is defined as a set of ARQ blocks with consecutive BSN values. A bit
set to one in the sequence ACK map entity indicates that a corresponding block
sequence has been received without errors, and the sequence length indicates the
number of blocks that are members of the associated sequence.

When the ARQ feature is declared to be supported, a transmitting side, i.e.,
a receiver of the ARQ feedbacks, must support all the feedback types described
by the 802.16 specification. The sender of the ARQ feedbacks has the ability to
choose whatever format it will use. The WiMAX Forum recommendations [18]
mandate the support of all the types except the selective ACK.

Figure 13 presents an example in which every feedback type is applied to
the same set of ARQ blocks. Selective ACK can acknowledge these 32 blocks in
two maps. Cumulative ACK cannot acknowledge all the blocks because there
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FIGURE 13 Example of ARQ feedback types.

are negative acknowledgements. Thus, only six blocks are encoded. Cumu-
lative+selective ACK can send both positive and negative acknowledgements.
However, since there should be 16 blocks per one selective map, some blocks re-
main unacknowledged. For this particular example, cumulative+sequence ACK
can acknowledge only 28 blocks; one message can hold four sequence maps at
most, whereas each map can have either two or three sequences. This type does
not work effectively in this case because the block sequences are very short.

3.1.3 ARQ Block Rearrangement

While retransmitting a PDU, a connection may face a problem where an allocated
data burst is smaller than the PDU size to be retransmitted. This may happen if
the BS scheduler allocates data bursts of different sizes, which is usually the case
for real-time Polling Service (rtPS), non-real-time Polling Service (nrtPS), and Best
Effort (BE) connections. Suppose that the BS allocates a data burst of three slots
for the BE connection, and the latter sends a PDU that spans the whole data burst.
If this PDU encounters an error, the connection will retransmit it. However, if the
BS scheduler allocates later a data bursts of two slots, there is no way to retransmit
the original PDU. Fortunately, the connection may rely upon the retransmission

with rearrangement that allows for fragmenting the retransmitted PDU on the ARQ
block size boundaries. If there is a sufficiently small ARQ block size, then the
connection may construct a smaller PDU. As an example, Figure 14 shows the
rearranged PDU presented in Figure 11a. There are two PDUs with two blocks
per each PDU.

FIGURE 14 Rearranged PDU.

In this subsection we do not focus on the optimal ARQ block size, but rather
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consider a solution for a case where a sender retransmission policy is not to use
the ARQ block rearrangement. The reason this functionality can be absent is the
fact that rearrangements involve much more complicated actions with PDUs in
the retransmission buffer when compared to the PDU construction. A sender
must keep a set of the ARQ timers for each ARQ block. If the retransmission with
rearrangement is not implemented, then eventually the sender can associate all
those timers with a PDU, which requires much less resources.1 Furthermore, the
rearrangement requires the sender to analyze the PDU and to search for block
boundaries on which that PDU can be fragmented.

It is important to note that this problem concerns merely the uplink connec-
tions, because having the bandwidth request size, the BS does not know whether
it is one big PDU or several smaller ones. In the case of the downlink trans-
mission, the BS can always look inside the queue. Besides, this problem would
not be so critical if the BS knew that the connection does not support rearrange-
ments. However, there is no such QoS parameter that would indicate it. On the
one hand, the BS can guess that a connection does not rearrange PDUs by mon-
itoring bandwidth request sizes and the number of received bytes. On the other
hand, a connection should not rely much upon this functionality because it is not
mandated by the specification. Thus, the only safe way is to control the maxi-
mum size of transmitted PDUs. It is not a complicated task for the rtPS and nrtPS
connections, which should always be allocated such a number of slots that their
minimum bandwidth requirements are ensured [28]. Thus, the maximum PDU
size can be limited by the minimum data burst size allocated by the BS scheduler.
The BE scheduling class is more challenging since the BS scheduler can allocate
a data burst of any size. A connection may monitor allocated data burst sizes to
control the maximum PDU size. Another possible solution is to send a PDU of
the size of one slot. However, such an approach may be unacceptable due to the
increased MAC overhead and very small slot size of robust MCSs. As a result,
regardless of an approach taken, the BE connection, which does not support re-
transmissions with rearrangements, should avoid sending large PDUs. In all the
cases, Figure 17 should be obeyed. L is the PDU size limit and Sburst is the average
size of the burst for BE connections or the minimum requirement for rtPS, nrtPS
and UGS connections.

L < Sburst (17)

3.1.4 ARQ Transmission Window and ARQ Block Size

At any time a sender may have a number of outstanding and awaiting acknowl-
edgements ARQ blocks. This number is limited by the ARQ transmission win-
dow that is negotiated between an SS and the BS during a connection set-up. A

1 Practically, a sender can associate a timer with a whole PDU even if the ARQ block rear-
rangement is turned on. However, then it has to perform quite complicated actions with
ARQ timers when the retransmitted PDU is partitioned into several PDUs because certain
ARQ blocks are retransmitted while the other ones remain in the output buffer.
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sufficiently large ARQ window allows for a continuous transmission of data. A
connection can continue to send ARQ blocks without waiting for each block to be
acknowledged. Conversely, a smaller ARQ window causes a sender to pause a
transmission of new ARQ blocks until a timeout or the ARQ feedback is received.
Though it may seem that a large transmission window is always the best choice,
it is worth noting that a large transmission window leads to increased memory
consumption and processing load. Every ARQ block must be stored in the re-
transmission buffer until a positive feedback is received. Taking into account the
largest ARQ block size of 1024 bytes and the maximum ARQ transmission win-
dow of 1024 blocks, it is possible to arrive at the conclusion that some mobile and
portable devices will not have enough resources to handle this amount of data
for each frame.

If we assume a continuous errorless data transmission, then the maximum
throughput a connection can achieve is limited by the following expression:

SARQ W FPS
DF

, (18)

where SARQ is the ARQ block size, W is the ARQ transmission window size, FPS
is the number of frames per second and DF is the delay factor. In the case of the
downlink transmission, the delay factor is always 1 because the BS can allocate a
downlink data burst whenever it wants. In the case of the uplink transmission,
the delay factor depends on PHY and whether polling is in effect. If the BS polls
a connection in every frame, then the delay factor is also 1. Otherwise, like in the
case of the BE connections, the delay factor is modulation and coding scheme 2
for OFDM and 3 for OFDMa PHY. The reason is that in OFDM PHY, the uplink
bandwidth request carries the request size, while in the OFDMa PHY, special
CDMA codes are used that do not carry any request size. As a result, once the BS
receives the CDMA code, it puts a special uplink CDMA allocation where an SS
can transmit the request size.

The ARQ transmission window and the ARQ block size parameters depend
on each other. On the one hand, a connection may prefer to work with a small
ARQ transmission window. This will result in a necessity of choosing a larger
ARQ block size because the throughput may be limited by the transmission win-
dow size. A large block size requires fewer resources because a set of the ARQ
timers must be associated with a single ARQ block at the sender and at the re-
ceiver. At the same time, a connection supporting the retransmission with rear-
rangement may wish to work with a smaller ARQ block size because that will
provide greater flexibility in splitting large PDUs into several smaller ones. Fur-
thermore, the choice for the ARQ block size can be dictated by the device pecu-
liarities, such as the memory page size. These various requirements introduce a
cyclic dependency between these two parameters.

We anticipate that the ARQ block size should be the governing parameter,
while the ARQ transmission window size should be adapted. The reason is that
the ARQ block size has a set of discrete values, while the ARQ transmission win-
dow can accept any value within the specified rearrangement range.
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3.2 ARQ Simulations

NS2 with WINSE extension was used to run following results. The Figure 15
shows the general network structure. Subscriber stations (SS) are connected to
an IEEE 802.16 base station in this scenario. A file server is connected to the
base station using a fast low-latency wired connection. The number of SSs and
direction of FTP traffic depends on the particular simulation subcase.

1 Gbps/2 ms

Base station

File server
    (FTP)

SSSS
SS

FIGURE 15 Network structure for ARQ simulations.

3.2.1 ARQ Block Rearrangement

In this subsection we study the impact of ARQ block rearrangement on the uplink
throughput. Figure 16a shows the total transmitted data with and without an
ARQ block rearrangement using different MAC level PDU size limits. It can be
seen that the best results are obtained by using a rearrangement and PDU size
of 200 bytes or more. Without rearrangement performance drops significantly if
large PDUs are used. This can be prevented by limiting the PDU size to less than
average burst size. In this case the average burst size is about 200 bytes. This also
the reason why the performance is the same for PDU sizes larger than 200 bytes:
all the subscriber stations are scheduled in each frame and they never have more
than 200 bytes of allocated data.

Note that the average burst size depends heavily on the load of the network,
type of traffic and scheduler. Figure 16b shows how the PDU size limit is even
lower with 30 SS, which will cause more header overhead and decrease the per-
formance. In both cases, it is clear that the ARQ block rearrangement improves
the performance. However, if the rearrangement implementation is too compli-
cated for a SS it can still achieve reasonable performance without it by limiting
the MAC level PDU size.

3.2.2 ARQ Feedback Types

In this simulation subcase, we study ARQ feedback types. In all the cases, the
simulator chooses an appropriate feedback from the allowed ones using an algo-
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FIGURE 16 Impact of ARQ block rearrangement and PDU size on total uplink data.

rithm presented in [35]. The traffic is downlink FTP traffic, making it SS’s respon-
sibility to create ARQ feedbacks, which are studied here.

Figure 17 show four different simulation cases. In this case, downlink FTP-
traffic was used, and SSs are responsible for creating the ARQ feedback messages.
In the first case, only selective ARQ feedback type is used. It is clear that this
is not efficient since all the blocks have to be acknowledged explicitly. In the
second case, also standalone cumulative feedbacks are used. This increases the
performance significantly since all the correctly received blocks can be acknowl-
edged with a single cumulative message. In the third case, a combined cumu-
lative+selective type is also used, which again boosts the performance although
not as much as in the previous case. The boost is achieved because the combined
type can store the information, which is the same as in the separated cumulative
and selective types, in one message and therefore reduce the overhead. Finally, in
the fourth case also the cumulative+sequence type is allowed. Also this type in-
creases the performance because it can acknowledge more blocks in one message
than the cumulative+selective type can.

The only case when the ARQ block size has any significant impact is when
only the selective feedback type is used. In that case, the ARQ window of 1024
blocks is not always enough if ARQ block size is 16 bytes. The selective feedback
is not able to acknowledge the transmissions as efficiently as the other feedback
types, and the ARQ window becomes full in some cases. The impact of ARQ
block size would be more significant if there were fewer subscribers and thus
more data would be sent to them.

In conclusion, it can be seen that at least cumulative type and the selective
type should be used. The extra benefit from cumulative+selective and cumu-
lative+sequence is much smaller. So if creating cumulative+sequence takes too
many resources on an SS, the SS can decide not to use that type and still it will
not have a major impact on the performance. WiMAX Forum Mobile System
Profile [18] mandates that the support for all the types, but the selective one is
mandatory. This means that an SS has to able to receive those types but does
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not mandate the SS to use them. Indeed if the cumulative+sequence type is sup-
ported, our feedback selection algorithm does not select the selective type at all;
hence the result is exactly the same as in case four.
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FIGURE 17 Impact of different ARQ feedback types and ARQ block sizes on total
downlink data (20 SS).

3.2.3 ARQ Window and ARQ Block Size

In this simulation scenario, we present the simulation results for different ARQ
window and ARQ block size values. Figure 18a shows the results when there are
20 SSs receiving FTP traffic. It can be seen that if the ARQ window is more than
200 blocks it does not restrict the performance at all. Also the results for different
block sizes of 16-128 are almost the same if the window is more than 200 blocks.

Figure 18b shows the same scenario when there are only 5 SSs present. This
case has similar characteristics compared to the previous one. If the ARQ window
is big enough, then the ARQ block size does not matter. However, if the ARQ
window is for example 300 blocks, there is a big difference in total uplink data
between the ARQ block sizes of 16-128 bytes.

Also if we analyze also the results from Figure 17 with different ARQ block
sizes it is clear that the smallest block size is not an optimal selection. In practice,
there is no difference between block sizes of 16 and 128 in performance, but the
first one requires 8 times more resources for ARQ timers.

3.2.4 ARQ and VOIP Simulations

Although 802.16 has sophisticated QoS classes, which are better suitable for de-
lay critical applications such as VoIP [36], it might be that real networks have
only BE subscriptions, as it is the case with current broadband connections. Even
if an operator would have its own VoIP services, the users might want to use
some other VoIP service, e.g. Skype. Also, even though HARQ is more suitable
for VoIP applications due to it’s faster feedback mechanism the ARQ mechanism
may be more suitable for BE connections. This is why it is important to study the
performance of the combination of the BE connection, ARQ and VoIP.
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FIGURE 18 Impact of ARQ window size and ARQ block size on total downlink data.

First, we analyse whether the ARQ block lifetime can ensure an upper limit
for VoIP delay. For these purposes, we run the same simulation scenario with
different ARQ block lifetime values. The downlink VoIP E2E delay CDFs with
different block lifetime values are presented in Figure 19a. It shows that the block
lifetime does actually limit the maximum delay. The same results for uplink are
shown in Figure 19b. However, it can be seen that the block lifetime does not
restrict the maximum delay as expected. The reason for this is that the ARQ
block lifetime is started only when the ARQ block is transmitted for the first time.
Before that, a packet can spend some time in the output buffer waiting for being
transmitted. This is especially the case for the uplink BE connection, where an
SS has to take part in the uplink contention. Nevertheless, the maximum delay is
less than 100 ms and the 95 percentile is less than 60 ms (for uplink) and 50 ms
(for downlink).
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FIGURE 19 VoIP IP end-to-end delay CDF.

In addition to the VoIP delay distribution, Figure 20 presents information
on the number of dropped VoIP packets. As follows from the results, a small
VoIP packet delay is achieved by a significant number of dropped packets due to
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the expired ARQ block lifetime. At the same time, ARQ block lifetime value of
80 ms provides more than a satisfactory number of transmitted packets, where
the number of dropped packets is less than 1%.
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FIGURE 20 Dropped VoIP packets with different ARQ Block Lifetime values.

Based on the these results, it is possible to arrive at the conclusion that ARQ
block lifetime of 80 ms is a good tradeoff between the delay requirements and the
number of dropped packets.

3.3 HARQ

Hybrid automatic repeat request (HARQ) is a combination of the FEC and ARQ
methods. If the packet is received without errors, then the behaviour similar to
ARQ, i.e. the sender is signalled that the packet was successfully received. How-
ever, if the packet contains errors, instead of discarding the packet as with ARQ
it is kept in the receiver’s buffer. Then the sender will send the packet again, pos-
sibly with additional FEC information and the receiver can combine the informa-
tion of all transmissions. Thus the probability of successful decoding increases
with every retransmission. The benefit of ARQ over HARQ is that it uses a lot
less of redundant data to detect the errors. In principle, ARQ based methods are
more efficient when the error probability is lower and HARQ methods when the
error probability is higher [14, 15].

IEEE 802.16 supports both Type I and Type II HARQ methods. Type I is of-
ten referred to chase combining, and with it the redundancy information is kept
the same for retransmissions. Type II, incremental redundancy, changes the punc-
turing pattern with each retransmission, which, more than with Type I, increases
the probability of correct decoding of the transmission. Type II can lead to better
performance at the cost of increased complexity. Type I was the only mandatory
HARQ Type in Release 1.0 of Mobile WiMAX, but Type II has been since made
mandatory for WiMAX Mobile System Profile Release 2.0 [37, 18, 38, 39].

The MAC level PDU overhead of HARQ is somewhat less or comparable
to the ARQ mechanism. Firstly, the sender must reserve 2 bytes at the end of a
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HARQ sub-burst to include the HARQ CRC-16 field. Though there is no need
carry the per-PDU CRC-32 field, there is a PDU sequence number (SN) extended
subheader that occupies 4 bytes. It should be noted that the PDU SN is optional.
However, it is anticipated that it is turned on for most services. Otherwise, PDUs
can arrive in the wrong order to the upper MAC causing SDU reassembly prob-
lems. Furthermore, if SDUs are delivered in the wrong order to a receiver, it may
result in a decreased performance at the application level. Figure 21 illustrates
a HARQ sub-burst with one MAC PDU. It is anticipated that there will be one
MAC PDU per a HARQ sub-burst because the whole HARQ sub-burst is retrans-
mitted if an error is detected. Though it is possible to have a number of PDUs in
a single HARQ sub-burst, it results in a larger MAC overhead.

CRC-16GMH PDU SN

HARQ sub-burst

MAC PDU

6 4 2

FIGURE 21 HARQ PDU.

The MAP signalling overhead introduced by the HARQ mechanism de-
pends a lot on how the scheduler allocates resources. It makes sense to mention
that in 802.16 networks, HARQ data is allotted in a form of HARQ sub-bursts,
where a sub-burst is a one-dimensional entity that occupies slots in the frequency-
first order. Multiple HARQ sub-bursts can be placed into one burst in a two-
dimensional allocation. If we assume that all the HARQ sub-bursts are located
in a single burst, then the MAP overhead is not large. Figure 22 illustrates a data
burst with several HARQ sub-bursts. Conversely, placing a HARQ sub-burst in
an independent data bursts creates a large overhead because the MAP message
has to encode the data burst and clarify the HARQ sub-burst configuration, e.g.,
the number of slots, MCS, HARQ mode etc.

OFDMa symbols

sub-burst
    #1

sub-burst
    #2

sub-burst
    #3

sub-burst
    #4

FIGURE 22 HARQ sub-bursts within one data burst.

In addition to HARQ enabled data bursts, the MAP signalling overhead
comprises information on downlink slots to transmit ACKs for the uplink bursts,
and uplink slots for ACKs sent by SSs for the downlink bursts. Downlink ACKs
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do not create a significant overhead: there is just a bitmap, where each bit corre-
sponds to a particular burst. The uplink HARQ ACK channel is more demanding.
Each HARQ downlink sub-burst requires an uplink transmission opportunity to
transmit the HARQ ACK message. Though a single UL ACK message requires
only half of an uplink data slot, the resulting overhead may reduce noticeably
the amount of available uplink resources. Besides, the HARQ UL ACK channel
is a two-dimensional uplink allocation that poses additional constraints for the
scheduler.

The HARQ mechanism introduces significant constraints to the BS sched-
uler. While the initial HARQ transmission can be of any size, the subsequent
HARQ retransmissions must be of exactly the same size. Taking into account
two-dimensional data allocations in the OFDMa frame, it is easy to imagine the
complexity of this problem. Furthermore, as mentioned above, there is also the
HARQ UL ACK channel that must be placed in the uplink part.

Taking all the presented assumptions into account, we anticipate that one
data burst will always contain one HARQ sub-burst and one HARQ sub-burst
will contain one MAC PDU. So unlike with ARQ the MAC PDU size is always
unlimited. And as mentioned, HARQ retransmits the whole data burst when an
error is detected. However, unlike ARQ, the HARQ can use the information of the
first transmission and the success probability increases with each retransmission.
Still, as the large data bursts have a higher probability of being dropped, the
BS scheduler should consider making smaller allocations. Such a requirement
may conflict with certain scheduling policies, such as proportional fair, where
the scheduler tends to allot slots when an SS has a good channel performance or
where large allocations are made at large time intervals.

3.4 HARQ Simulations

In this section, we will have a look at the performance comparison of the ARQ
and HARQ mechanisms. The downlink performance depends a lot on how many
data bursts the BS scheduler allocates per single frame, and we conduct simula-
tions where we vary that parameter. The simulation parameters are presented in
Table 7. The general network layout is the same as in ARQ simulations and it is
visible in Figure 15 except that there are 32 subscriber stations connected to the
base station.

Figure 23 presents the total amount of data transferred in the downlink di-
rection during the simulation run with different retransmission mechanisms and
number of bursts.

In general, HARQ outperforms the ARQ retransmission mechanism, which
is especially the case for medium data bursts i.e. 8 to 16 bursts per frame. ARQ
achieves the best performance with large data bursts. That is because with the
ARQ the PDU size within the data burst is limited to the optimal value of 140
bytes which is based on Chapter 2 results. Having more burst means that more
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FIGURE 23 The downlink throughput with 32 SS.

signalling overhead is present but the probability of an error per PDU remains
the same.

With HARQ, on the other hand, there is only one PDU per HARQ burst. The
reason is, as explained in the previous section that the whole HARQ burst will be
retransmitted in the case of an error. This means that it makes sense having more
bursts per frame. Thus the optimal HARQ performance is achieved with 8 bursts
per frame. With more subbursts per frame the signalling overhead of HARQ be-
comes higher and with 32 bursts the difference to ARQ is smallest. The signalling
overhead problem of MAP messages can be eased with sub-maps which utilize
different MCS depending on the quality of the channel [40]. Also, the reason why
HARQ performance does not drop significantly with large data bursts is that even
though a large data burst has a higher probability of being dropped, the HARQ
retransmission gain helps when the same data is retransmitted.
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FIGURE 24 The downlink fairness with 32 SS.

Figure 24 shows the throughput fairness. The number of bursts per frame
is 8 for HARQ and 2 for ARQ. These burst counts were selected because they
provide the best throughput with a given retransmission mechanism. It can be
seen that even though there is only 2 bursts per frame for ARQ it still can provide
better fairness across subscribers. One explanation for the HARQ fairness tail
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is that in some cases all the HARQ retransmissions failed. This means that the
incomplete SDU is not delivered to upper layers but dropped. Eventually TCP
timers will expire and SDU is retransmitted but this will momentarily decrease
the performance of that particular subscriber.

3.5 Conclusions of Retransmissions Mechanisms

In this chapter, we have presented the IEEE 802.16 ARQ and HARQ features. The
impact of different ARQ features was analyzed. It was shown that it is important
to have ARQ block rearrangement feature implemented and that using selective
ARQ feedback type alone is not efficient. Also, it was shown that the combination
of small ARQ block size and small transmission window might limit maximum
throughput especially when there are only few subscribers present. The VoIP
topic was also investigated, and it was shown that ARQ block lifetime can be
used to limit VoIP end-to-end delay at the expense of increased packet drops.

Finally, we compared the performance of HARQ and ARQ while changing
the number of scheduled bursts per frame parameter. Overall, the HARQ had
better throughput and its performance was best with 8 bursts per frame. Less
bursts meant increased error probability, and with more bursts the increased
overhead decreased the performance. ARQ PDU error probability however is
controlled by the PDU size, and having more bursts than two per frame meant in-
creased overhead. While HARQ provided better performance in terms of through-
put, it also brought more scheduling restraints. Also the throughput fairness of
HARQ is worse. For ARQ, on the other hand, the optimal ARQ parameters play
important role.
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TABLE 7 802.16 network parameters.

Parameter Value

PHY OFDMa
Bandwidth 10 MHz
FFT 1024
Cyclic prefix length 1/8
TTG+RTG 464 PS
Duplexing mode TDD
Frames per second 200 (5 ms per frame)
OFDM symbols 47
DL/UL symbols 32/15
DL/UL subcarrier alloc. DL PUSC/UL PUSC
DL/UL slots 480/175
DL/UL channel measurements preamble / data burst
Channel report type / interval CQICH / 20ms
Channel measurements filter EWMA, α = 0.25
MAP MCS QPSK1/2
Compressed MAP ON
MAP errors ON
Ranging transm. opport. 2
Ranging backoff start/end 1/15
Request transm. opport. 8
Request backoff start/end 3/15
CDMA codes 256

ranging+periodic ranging 64
bandwidth request 192
handover –

HARQ Type I (CC)
HARQ channels 16
HARQ buffer size 2048 B (per channel)
HARQ shared buffer ON
HARQ max. retransmissions 4
HARQ ACK delay 1 frame
PDU SN ON
PDU SN type long (2 bytes)
Fragmentation/packing ON
PDU size 140 B
CRC/ARQ ON
ARQ feedback standalone
ARQ feedback types all
ARQ feedback interval 25 ms
ARQ block size 64 B
ARQ window 1024
ARQ block rearrangement ON
ARQ deliver in order ON
ARQ timers

retry 100ms
block lifetime 500ms
Rx purge 500ms



4 IEEE 802.16 FRAME OPTIMIZATION

In this chapter, the IEEE 802.16 frame optimization methods are introduced. First,
the duplexing modes are presented and analyzed. WiMAX system profile allows
three different duplexing modes, and each of them have their benefits and draw-
backs. Also we propose a solution for H-FDD group ratio and group assignment
problems and analyze them. Secondly, the IEEE 802.16 relays are introduced, and
the frame partitioning for access and relay is optimized and analyzed.

4.1 Duplexing Modes

Similar to 3GPP LTE, the IEEE 802.16 specification defines two major duplex-
ing modes: TDD and FDD. However, unlike the 3GPP LTE basic deployment
scenario, WiMAX Forum chose the TDD frequency bands, FDD having been ex-
cluded from the early versions of the system profile. The reason is that the TDD
system is simpler in design thus requiring less expensive chipsets at the terminal
side. However, lack of a proper FDD support meant that WiMAX could not be
deployed to the FDD bands where downlink and uplink reside on different non-
adjacent frequency bands. As a result, recent advances in both the IEEE 802.16
standard [41] as well as the system profile [42] added the FDD duplexing mode.
To keep the terminal cost as low as for TDD, a special form of the FDD mode,
referred to as H-FDD, was proposed. Thus, the 802.16 system can be considered
in three duplexing modes: TDD, F-FDD, and H-FDD.

In this chapter, we analyze the duplexing modes available in the 802.16 sys-
tem and compare their performance. In addition, we study the H-FDD group
assignment algorithm and group ratio problems from the IEEE 802.16 MAC and
PHY perspective. Although network planning, frequency planning and system
design problems for each duplexing modes in the simulations are mentioned,
these topics are not considered.
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4.1.1 TDD

Time Division Duplexing (TDD) frame structure is presented in Figure 25. One
of the main benefits of TDD is that the ratio between the downlink and uplink
subframes can be adjusted flexibly, thus adapting the system throughput to op-
erator demands. Still, the whole operator network should have the same ratio.
Otherwise, the downlink data from neighbouring cells will cause severe interfer-
ence to the uplink data transmission in the other cell. This is a drawback since
the operator might want to optimize the ratio on a cell-by-cell basis if the traf-
fic profile of different cells varies. The radio implementation in TDD is simpler
since there is no need to send and receive simultaneously. It is enough to have
a single radio interface with a single encoding/decoding chain. This is particu-
larly important for subscriber stations because it simplifies the hardware design
and therefore makes the device cheaper [43]. The uplink MAP message can point
to the uplink subframe in the same or next frame. With F-FDD and H-FDD the
uplink allocation is always pointing to the next uplink subframe.

FIGURE 25 TDD frame structure.

One of the drawbacks of TDD is a relatively small uplink subchannelization
gain, especially if the downlink sub-frame is considerably larger than the uplink
one. It may become a limiting factor for many services and makes operation at
the cell edge much more challenging.

4.1.2 F-FDD

Figure 26 presents the frame structure for Full Duplex Frequency Division Du-
plexing (F-FDD). The uplink and downlink subframes reside on different fre-
quencies, where the frequency bands do not need to be adjacent. This is also
a benefit of FDD modes and it means that an operator can use two narrow chan-
nel bandwidths where TDD could use only one. The downside of F-FDD is that
subscriber stations must be able to send and receive at the same time. This makes
the radio implementation more expensive. Also the antenna design might be-
come more complicated if the downlink and uplink reside at frequency bands
that differ considerably. Because the frequency bands and channel bandwidths
given to the operator are fixed, it is impossible to change the ratio between the
downlink and uplink subframes. This is not a desired feature if the network is
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used as a last-mile data connection, where the traffic nature is very asymmetric.
However, even though a typical FDD frequency allocation assumes two bands of
the same size, the WiMAX Forum system profile allows bands of different size,
e.g., 10 MHz bandwidth for downlink and 5 MHz for uplink. Nevertheless, this
is less flexible than in the TDD system.

FIGURE 26 F-FDD frame structure.

One of the tempting features of FDD in OFDMA is subchannelization gain.
If a subscriber uses fewer subchannels, it can use more power per subchannel and
thus increase the received signal-to-noise ratio (SNR). A typical F-FDD system
with 5+5 MHz channel bandwidth has twice the number of slots per subchannel
when compared to a typical TDD system with a 10 MHz channel bandwidth.
This means that subscribers in the F-FDD system use less uplink subchannels
for the same amount of data as used in TDD and thus might get better uplink
throughput.

4.1.3 H-FDD

The introduction of the H-FDD duplexing mode aimed at solving a few problems
of F-FDD. To transmit and receive simultaneously, a terminal must have two an-
tennas with two related radio processing chains. Theoretically, a terminal with
one radio chain might have announced itself as being able either to receive or
transmit, but then the scheduling becomes much more complicated [44]. The BS
must ensure that downlink and uplink bursts are not scheduled for the same ter-
minal at the same moment of time. The H-FDD divides each sub-frame into two
groups in such a way that downlink and uplink transmissions occur at different
moment of times. The group 1 downlink subframe and group 2 uplink subframe
start the frame. A subscriber station belongs logically to one of the aforemen-
tioned groups.

There are a number of drawbacks in the H-FDD duplexing mode. Firstly,
due to the MAP messages transmitted in both groups, the downlink overhead
increases. The total number of burst information included in the MAP messages
remains the same, but there are some fixed signalling parts in the MAP messages
and also in the DCD/UCD messages which must be sent twice instead of just
once. Secondly, there are more gaps on the uplink to allow a terminal to switch
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FIGURE 27 H-FDD frame structure.

from a transmitting to a receiving mode. From the network point of view, H-
FDD creates a need to implement and run a few additional resource management
algorithms that are not present in other duplexing modes.

4.1.4 H-FDD Group Ratio

One of the key questions in the H-FDD system is how to partition the H-FDD
frame into two groups. The group ratio plays a crucial role in the system per-
formance, as it allows a subchannelization gain for stations that reside at the cell
edge.

A group ratio of 1:1 is the simplest solution for partitioning the H-FDD
frame. However, when compared to the TDD mode, this does not provide a sig-
nificant gain since each group has approximately 21 symbols. It is very close to
the typical TDD system configuration where symmetrical services are supported.
Of course, if the TDD system has a much larger DL frame, then H-FDD starts to
provide an additional gain. Nevertheless, the gain is not as high as for the F-FDD
system, where the UL subframe spans all the symbols. It is also worth mentioning
that the group ratio of 1:1 simplifies significantly the scheduling process because
all two groups are similar from the resource allocation point of view.

An interesting approach is to have unequal group sizes in the H-FDD sys-
tem, where the first group downlink sub-frame is always of the smaller size. The
first group is the default group that new subscribers use. Having the uplink sub-
frame bigger in the first group means that stations joining the network at the cell
edge can benefit from subchannelization gain as much as possible. At the same
time, a group with a small UL subframe might be allocated stations with a very
good uplink performance.

The biggest problem with an unequal group ratio is that it imposes signif-
icant constraints on the BS scheduler. For example, if too many stations with a
poor uplink performance are assigned to group 1 that has a large UL subframe,
then the DL subframe may run out of resources. Similarly, if a station with high
uplink and downlink bandwidth requirements is assigned to group 2, then the BS
scheduler may fail to ensure its uplink bandwidth needs. Due to a small UL sub-
frame, an UL allocation will span too many subchannels thus causing problems
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at the cell edge.

The group ratio could be adjusted dynamically and on a cell-by-cell basis,
but changing the group ratio would mean an interruption to the service and sig-
nalling a new frame configuration to all the subscribers. In the following sub-
section, we are concentrating only one cell and assume that the group ratio does
not change in the course of time.

4.1.5 H-FDD Group Balancing

The 802.16 specification[33, 13] or system profile [42] does not say anything about
how or how often the H-FDD group balancing should be done. We have imple-
mented two H-FDD group balancing algorithms which, hence, will be referred to
as basic and adaptive fair.

In the basic algorithm, the subscriber ratio between groups is kept as close to
1:1 as possible. The subscribers’ SNR or type of traffic etc. do not have any impact
on the decision, neither is the H-FDD group ratio taken into account. An uneven
group ratio means that the users in the group with a bigger UL subframe will get
more UL resources and vice versa. Since the subscribers are selected randomly, it
probably means that these users also get more bandwidth. An example of group
balancing for 10 subscribers with the basic algorithm can be seen in Figure 28a. It
is already evident that the basic algorithm cannot provide a good fairness across
all the stations. The only achievable thing is a good fairness within a particular
group.

The objective of the adaptive fair group balancing algorithm is to provide a
good fairness between all the subscribers in two groups. Adaptive fair consists
of two main stages. In the first stage, the traffic direction in the cell is detected.
If most of the users have mostly downlink traffic, then downlink fair balancing
will be used, and if the traffic is mostly in the uplink direction, then uplink fair
balancing is utilized. In the second stage, users are sorted based on the SNR of
the detected direction. Then, the users with the worst SNR are placed to H-FDD
group 1. The premise of the idea in this solution is that users with bad SNR can
benefit from the uplink subchannelization gain since group 1 has a larger uplink
subframe size. The balancing between groups is based either on the uplink or
downlink fairness criterion so that the bandwidth for every subscriber in the cell
should be roughly the same. An example of group balancing done with the adap-
tive fair algorithm in the downlink case is shown in Figure 28b. In the example,
it is assumed that all users use the same MCS.

In both cases the groups are balanced periodically. The H-FDD group switch
information is passed to the subscriber in the DL-MAP. When a subscriber changes
the group it loses one uplink subframe because the information on the UL-MAP
message always refers to the next frame. Thus, rapid switching impacts nega-
tively uplink performance and, in particular, the HARQ functioning.
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(a) Basic (b) Adaptive Fair - DL optimized

FIGURE 28 Example of H-FDD group balancing.

4.2 Performance Comparison of Duplexing Modes

In this chapter, we present the simulation environment and compare the perfor-
mance of the IEEE 802.16 duplexing modes.

4.2.1 Simulation Environment & Setup

Figure 29 shows the network that we use in a simulation scenario. It comprises a
single BS controlling its sector, an FTP server with which data is exchanged, and
32 subscriber stations. In the uplink scenarios, only uplink traffic is present; simi-
larly, there is only downlink traffic in scenarios where the downlink performance
is analyzed. The traffic model is the TCP full buffer FTP transmission over the
802.16 BE connection. Thus, regardless of the scenario, there is also traffic in the
opposite direction caused by the TCP acknowledgements. Each simulation is run
12 times, and the application level data is measured at a wired link between the
FTP server and the base station.

TABLE 8 System level parameters.

Parameter Value

Reuse factor 1/3
Path loss model 802.16m urban macro cell
Fast fading Jakes model, K=0
Interference level DL/UL -157 / -159 dBm/Hz
Antenna technique SISO (1x1)
Antenna pattern BS/SS 3GPP / Omnidirectional
Antenna gain BS/SS 17 / 0 dBi
Antenna height BS/SS 32 / 1.5 m
Tx power BS/SS 5W(TDD), 2.5W(FDD) / 0.2 W

Even though we concentrate on simulations of a single sector, we assume
the presence of other cells that generate interference. Table 8 provides informa-
tion on the relevant parameters. We use the 802.16 UMa propagation [1] with
the Jakes fast fading model. For the sake of simulation simplicity, we use a con-
stant interference level. The BS and SS use different antenna patterns and antenna
heights. The BS preserves the same transmission power density regardless of the
duplexing mode, i.e., 5W for the 10 MHz TDD frame and 2.5W for the 5 MHz
FDD mode DL sub-frame. The SS maximum transmission power is 0.2W, whereas
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FIGURE 29 General Network Structure.

the instantaneous transmission power is governed by the BS power control algo-
rithm.

TABLE 9 TDD/F-FDD/H-FDD PHY parameters.

Parameter TDD F-FDD H-FDD

Frequency band 2.5 GHz
PHY OFDMa
Cyclic prefix length 1/8
Frames per second 200 (5 ms/frame)
Long preamble 1 symbol
Bandwidth 10 MHz 5+5 MHz
FFT 1024 512
TTG+RTG 296+168 PS 0+168 PS
DL/UL subchannels 30/35 15/17
DL/UL subcarrier alloc. DL PUSC / UL PUSC
OFDM symbols 47
DL/UL symbols 22 / 24 46 / 45 18+28 / 27+18
DL slots 330 345 135+210
UL slots 280 255 102+153
Ranging backoff start/end 1/15 0/15
Ranging transm. opport. 2 1
Request backoff start/end 3/15 2/15
Request transm. opport. 8 4

The 802.16 network parameters are given in Table 9 (duplexing mode spe-
cific PHY parameters) and Table 10 (common MAC level parameters). In FDD,
there are two 5 MHz bands that impact a choice for the number of FFT points,
which ensures the same subcarrier spacing also for TDD that spans one 10 MHz
band. It explains the number of subchannels we have in DL and UL directions
in different duplexing modes. The TDD DL/UL ratio is chosen in such a way
that the number of slots is comparably the same as in the FDD modes. Figure 30a
shows number of slots, symbols and subchannels for TDD. For H-FDD, an un-
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equal group ratio is utilized to benefit from the UL subchannelization gain. Fig-
ure 30b clarifies the number of symbols, subchannels, and slots used in F-FDD
mode and Figure 30c in H-FDD mode. It must be noticed that there are unused
symbols in the uplink sub-frame in FDD modes due to the UL PUSC structure
that mandates the use of 3 symbols per one uplink slot.1 It is also worth mention-
ing the initial ranging and bandwidth request parameters. Since there are two
independent groups in H-FDD, the number of transmission opportunities per
each H-FDD group is reduced two times and the backoff parameters are adjusted
accordingly.

(a) TDD

(b) F-FDD

(c) H-FDD

FIGURE 30 Number of slots, symbols and subchannels used in the simulations.

The BS runs the throughput-fair scheduling algorithm, a simple, yet effi-
cient, solution that is capable of allocating slots based on the connection QoS
requirements and bandwidth request sizes. It is based conceptually on the deficit
round-robin; details of the algorithm are presented in [45]. The reason we did

1 The real 802.16 system may benefit from those leftovers and use them for other purposes,
such as UL sounding. Another option is to allocate there an UL ranging/request channel
that should not be aligned on the 3 OFDM symbol boundary.
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TABLE 10 Common MAC parameters.

Parameter Value

DL/UL channel measurements preamble / data burst
Channel report type / interval CQICH / 20ms
Channel measurements filter EWMA, α = 0.25
UL Power Control Closed loop
Link adaptation model target FEC BLER, 10−1

H-FDD group balancing algorithm Basic / Adaptive fair
H-FDD group balancing interval 500 ms
MAP MCS QPSK1/2
Compressed MAP ON
sub-MAPs OFF
CDMA codes 256

ranging+periodic ranging 64
bandwidth request 192
handover –

Fragmentation/packing ON
PDU size 140 B
CRC ON
ARQ feedback standalone
ARQ feedback types all
ARQ feedback interval 20 ms
ARQ block size / window 16 B
ARQ window 1024
ARQ block rearrangement ON
ARQ deliver in order ON
ARQ timers

retry 100ms
block lifetime 500ms
Rx purge 500ms

not choose the proportional-fair scheduler [46], which may improve the overall
spectral efficiency, is the fact that it tends to decrease fairness, thus making an
overall analysis more challenging. In the H-FDD mode, the BS scheduler runs
two independent scheduling entities that are responsible for resource allocation
in both H-FDD groups. Furthermore, the BS scheduler takes as two independent
parameters a preferred number of bursts that should be allocated in the DL and
UL directions. It allows for studying the performance of duplexing modes under
different scheduling configurations.

In addition to the scheduling algorithm, it is crucial to mention the basics of
the UL power control module because the specification does not define an exact
algorithm. We implemented a simple closed-loop power control that works in
coordination with the BS scheduler. Firstly, every time the BS scheduler makes
an UL allocation, it ensures that an SS power budget is not exceeded. If the BS
scheduler allocates small UL data grants, then the UL power control increases
gradually SS transmission power to benefit from the subchannelization gain. As
opposed to that, if the BS scheduler tends to allocate larger UL data grants, the
UL power control instructs an SS to decrease the transmission power per subcar-
rier so that an SS can transmit in more subchannels. All the UL power control
commands are carried in the DL broadcast FPC management message. All the
SSs also report periodically their UL transmission power values via signalling
headers.

The MAC level retransmission mechanism is ARQ, parameters of which are
tuned based on our previous research on the ARQ mechanism in the 802.16 net-
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works [47]. The ARQ mechanism also governs the target FEC block error rate of
10−1 that is used in the link adaptation module [31]. Even though our simula-
tor supports so-called sub-MAPs that can improve dramatically the performance
[40], we decided to turn them off as they also may impact fairness.

While running simulations, we consider a few cases with a different number
of preferred bursts per a sub-frame. As is presented later, it helps to explain
a difference between TDD and FDD performance and uplink subchannelization
gain.

4.2.2 TDD & F-FDD
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FIGURE 31 Downlink spectral efficiency for different duplexing modes. TDD bars have
been scaled up to match the slot count of F-FDD and H-FDD.

First we analyze the difference between TDD and F-FDD. Figure 31 shows
the downlink spectral efficiency for F-FDD and TDD. For both duplexing modes
the spectral efficiency gets worse when there are more bursts per a subframe.
This is because more bursts means that there are more entries in DL-MAP which
creates additional overhead. Also with TCP traffic it means that more TCP ac-
knowledgements are sent in the uplink direction, which also increases the UL-
MAP size residing in the DL sub-frame. So, regardless of the duplexing mode,
the BS scheduler can benefit from the full-buffer traffic by allocating only a few
downlink bursts.

In Figure 33a we can see that F-FDD has better downlink throughput for all
subscribers. This is due to larger downlink slot count for F-FDD (345 vs. 330),
which is visible in the Figure 30b and Figure 30a. The uplink results for 32 SS.
In Figure 33b we see that TDD provides better throughput for most of the sub-
scribers, which is explained by higher uplink slot count (280 vs. 255). However,
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FIGURE 32 Uplink spectral efficiency for different duplexing modes. TDD bars have
been scaled down to match the slot count of F-FDD and H-FDD.

F-FDD provides better throughput for the cell edge subscribers which is due to
the uplink subchannelization gain; with F-FDD, subscribers send with less sub-
channels so they can use more power per subchannel.

Downlink fairness for 32 bursts can be seen in Figure 33c and for 4 bursts
in Figure 34c. It can be seen that there is no big fairness difference between TDD
and F-FDD. Furthermore, the BS scheduler can achieve a good fairness in the
downlink direction even for a few data bursts.

Figure 32 shows the uplink spectral efficiency for F-FDD and TDD. It can
be seen that with both duplexing modes the performance improves when the
number of the bursts per frame increases. This is due to increased subchanneliza-
tion gain. F-FDD gets the biggest gain already with 16 bursts per frame because
there are 17 subchannels in the uplink sub-frame in F-FDD. It means that there is
roughly one subchannel per subscriber where it can concentrate all transmission
power. With TDD, there are 35 subchannels in the uplink direction, which means
that TDD still benefits significantly when the number of bursts is increased from
16 to 32. With 32 bursts per frame, the performance difference between TDD
and F-FDD is not big. Also it has to be remembered that in the uplink direction
more bursts add to the MAP message size, but the MAP message is carried in
the downlink subframe. The MAP message sizes are not measured here, but it is
clear that MAP messages are smaller with 16 uplink bursts than with 32 uplink
bursts. F-FDD can therefore benefit from full subchannelization gain with less
MAP message overhead than TDD. Uplink fairness for 32 bursts can be seen in
Figure 33d and for 4 bursts in Figure 34d. With 4 bursts per subframe there is
no difference between TDD and F-FDD. With 32 bursts per subframe, F-FDD is
providing better fairness than TDD.
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FIGURE 33 Duplexing mode comparison throughput and fairness CDFs - 32 bursts per
frame.

4.2.3 H-FDD Group Balancing Algorithms

In this section the difference between the two proposed H-FDD group balancing
algorithms is analyzed. Figure 31 shows the downlink spectral efficiency for the
basic and adaptive fair H-FDD group balancing algorithms. In all the cases, the
basic algorithm provides better spectral efficiency than adaptive fair. This can
be explained by the bad fairness, which is seen in Figure 33c and Figure 34c.
The basic balancing assigns randomly 16 subscribers to the first group and 16
to the second one. The downlink subframe of the first group is smaller than
the downlink subframe of the second group, which means that there are fewer
slots per subscriber in the first group. This phenomenon can also be seen from
throughput CDFs in Figure 33a and Figure 34a.

In the uplink direction, the difference between basic and adaptive fair is
similar to that in the downlink. Spectral efficiency for basic is better (Figure 32)
but fairness (Figure 33d and Figure 34d) and throughput distribution (Figure 33b
and Figure 34b) are worse. The uplink contention mechanism is equalizing the
difference between the two groups with basic balancing, so it is not as clear as in
the downlink case.
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FIGURE 34 Duplexing mode comparison throughput and fairness CDFs - 4 bursts per
frame.

4.2.4 H-FDD Adaptive Fair, TDD and F-FDD

Because H-FDD with adaptive fair group balancing can provide good fairness,
we compare it to the other duplexing modes. In the downlink direction, H-FDD
with adaptive fair balancing does not reach the spectral efficiency of F-FDD or
TDD, which is seen in Figure 31. This is because H-FDD has more overhead
from MAP message headers. Still, Figure 33c shows how fairness with H-FDD
adaptive fair is almost as good as with F-FDD and TDD.

In Figure 32, it can be seen that in the uplink direction with 4 and 8 bursts
per frame the H-FDD has a better spectral efficiency than F-FDD or TDD, which is
explained by worse fairness. With 16 bursts, F-FDD gets the full benefit from sub-
channelization gain and has the best efficiency while H-FDD and TDD perform
equally. With 32 bursts, TDD benefits from subchannelization gain and outper-
forms H-FDD.
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4.3 Conclusions of Duplexing Modes

The simulation results show that, as expected, there is no big difference in per-
formance between the TDD and FDD modes in the downlink direction. In the
uplink direction, F-FDD gets the full benefit from subchannelization gain with a
fewer number of bursts per a frame. In general, longer uplink sub-frame makes
cell edge performance better under F-FDD.

Regardless of the duplexing mode, the number of bursts in the uplink direc-
tion should be roughly the same as the number of uplink subchannels. In this case
the optimal uplink performance is achieved with 16 bursts for FDD modes and
with 32 bursts for TDD. On the other hand, having fewer uplink bursts means
that less entries are needed in the MAP messages in the downlink direction,
which benefits the FDD modes. In the downlink direction, the optimal number
of bursts is 4-8, regardless of the duplexing mode used.

H-FDD has the worst performance, mostly due to two groups that intro-
duce a number of small transmission gaps and increase the DL signalling over-
head. While comparing the proposed H-FDD group balancing methods, one can
notice that the basic H-FDD balancing algorithm always achieves better spectral
efficiency than the adaptive fair balancing, which is explained by bad fairness.
The adaptive fair balancing can achieve as good fairness as TDD and F-FDD, ex-
cept the uplink direction with 4-8 bursts per frame. At the same time, the spectral
efficiency is 0-10% behind that of TDD and F-FDD when fairness is similar.

There is no simple choice between TDD and F-FDD since they both have
their benefits. TDD has an adjustable DL/UL ratio and F-FDD can utilize bet-
ter the uplink subchannelization gain. However, it is usually the case that an
operator does not select the duplexing mode freely but rather adapts to avail-
able frequency bands. Then, if the F-FDD subscriber stations are not available
or they are too expensive, H-FDD must be used. It is worth mentioning that
the scheduling for H-FDD is more complicated, which creates a burden for the
network side. Furthermore, bidirectional traffic mixture will create additional
fairness problems. Still, we have shown that in simple cases fairness can be guar-
anteed with the proposed adaptive fair balancing, where H-FDD has only slightly
worse spectral efficiency than TDD or F-FDD.

4.4 Relays

The very high data rate demands for wireless communication systems create a
need for more fundamental enhancements, other than just increasing the trans-
mission bandwidth or introducing higher order modulation and coding schemes.
Along with technologies, such as MIMO and cooperative multi-point transmis-
sion, relaying is seen as a quite promising solution [48]. Relays can be deployed
without wired connection installation or microwave links and is thus a cheaper
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option to fully featured base station. Also the serving base stations do not need
any additional hardware to support relay nodes.

For the sake of brevity, we will not divulge into extensive description of the
relaying functionality defined in 802.16j. The technical specification is given in
[49] and a good technical overview is presented in [50]. However, it is worth
to mention the available relaying options. From the viewpoint of the spectrum
usage, relays can be either in-band (TTR) or out-band (STR). From the viewpoint
of the downlink (DL) management signalling, they can be either transparent or
non-transparent. These combinations also define the possible scheduling modes,
either centralized or distributed. These are summarized in Table 11.

TABLE 11 Available relay modes in 802.16j.

transparent non-transparent
in-band (TTR) centralized centralized/distributed

out-band (STR) – distributed

Hence, following the 802.16j terminology, BS will refer to the base station,
while MR-BS will denote multi-hop relay BS, and RS stands for the relay station.

There is a strong motivation to consider the non-transparent in-band re-
lays working in the distributed scheduling mode. Firstly, an in-band relay reuses
the existent spectrum instead of requiring a new frequency band. Thus, it is an
appealing option for operators that do not have or cannot acquire additional ra-
dio resources. Secondly, a non-transparent relay can enhance both coverage and

throughput, while a transparent relay can improve only throughput within the ex-

istent cell boundaries. Finally, the distributed scheduling mode makes scheduler
implementation simpler and allows for reusing the existent BS software at RS
without implementing a complicated centralized scheduling. It also makes the
overall scheduling process faster because both MR-BS and RS schedulers work as
two independent entities.

FIGURE 35 Non-transparent in-band relay frame structure.

For the sake of further clarity, Figure 35 presents the frame structure of the
non-transparent in-band relay. The relay zone is a one where the MR-BS and RS
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exchange data. It must be noted that both BS and RS transmit simultaneously in
the DL access zone to the associated subscriber stations (SS), thus mutually inter-
fering. A similar situation occurs in the uplink (UL) access link when SSs associ-
ated with RS and BS start to interfere with each other. Thus, the non-transparent
relays reuse the existent spectrum at the cost of increasing the interference level.

In the following section, we study the problem of how to partition the down-
link and uplink subframes into the access and relay zones the most efficient way.

4.5 Simulation Results on Relay Performance

FIGURE 36 Relay Simulation scenario.

For simulations we use the WINSE simulator, which is described in Sec-
tion 2, with a support for two-hop non-transparent in-band relays as a main so-
lution for the coverage extension problem [51].

The non-transparent RS node runs the same radio resources management
mechanisms as a normal BS does, e.g., scheduling [45], channel estimation, link
adaptation [31] etc. The scheduler is a throughput fair one that is based concep-
tually on deficit round robin. Even though the proportional fair scheduler might
provide a better spectral efficiency [46], we choose the throughput fair scheduler
to show, on the throughput fairness, the impact of relaying.

Figure 36 shows a simulation scenario. It is assumed that there is a single
BS controlling its sector. To serve an area limited by a dashed line, an operator
may deploy additional BSs to cover two more sectors denoted by dotted lines.
However, a more cost-efficient solution might be to deploy a few relay nodes,
as shown in the figure. It is understandable that deploying additional BSs will
bring a better performance at the expense of increased deployment cost: instal-
lation and support of two macro BS with microwave links or wired backhaul
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TABLE 12 802.16 network parameters.

Parameter Value

Frequency band 2.5 GHz
Bandwidth 10 MHz
PHY OFDMa
Reuse factor 1/3
Duplexing mode TDD
Frame duration 5 ms
CP length 1/8 symbol
TTG+RTG 296+168 PS
OFDM symbols 47
DL/UL symbols 30/15
DL/UL relay zone size 2, 4, 6 / 3 symbols
DL/UL subcarrier alloc. DL PUSC / UL PUSC
Channel report type / interval CQICH / 20ms
Channel measurements DL/UL preamble / data burst
Channel measurements filter EWMA, α = 0.25
Link adaptation model target FEC BLER, 10−1

Antenna technique SISO
BS / RS / SS Tx power 10 / 5 / 0.25 W
BS / RS / SS antenna pattern 3GPP / omni / omni
BS / RS / SS antenna gain 17 / 5 / 0 dBi
BS / RS / SS antenna height 32 / 7 / 1.5 m
access / relay link path loss .16m SMa / .16j TypeA
access / relay link fast fading K fac-
tor

0 / 0 dB

DL MAP MCS QPSK1/2 Rep6. . . QPSK1/2
Compressed MAPs ON
sub-MAPs ON, max. 3
Ranging transm. opport. 1
Ranging backoff start/end 0/15
Request transm. opport. 2
Request backoff start/end 1/15
CDMA codes 256

ranging+periodic ranging 64
bandwidth request 192
handover –

PDU size 140 B
Fragmentation ON
ARQ feedback standalone
ARQ feedback types all
ARQ feedback intensity 20 ms
ARQ block size 64 B
ARQ window 1024
ARQ discard ON
ARQ block rearrangement ON
ARQ deliver in order ON
ARQ timers

retry 60 ms
block lifetime/Rx purge 500 ms

connections will cost more than three RS nodes [52]. Thus, for the sake of brevity,
we compare a case with a single BS and a case with the MR-BS and RS nodes.

The choice for the number of RSs was motivated based on the cost analysis
in [52] that stated that it is better to have a few high-power RS nodes than a
number of very low-power ones. While placing three RS nodes, we account for
the MR-BS directional antenna gain and its coverage area. While RS3 is placed at
the MR-BS main antenna lobe direction, RS1 and RS2 are placed closer to the MR-
BS and to the cell edge. Furthermore, since the MR-BS and the non-transparent
RSs interfere with each other, we do not put the RS nodes too close to the MR-
BS to avoid mutual interference. The final RSs coordinates were tuned after a few
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simulation runs. However, we do not claim in this paper that they are the optimal
ones.

Table 12 presents the key 802.16 parameters used in the simulation, which
conforms to [53]. We consider the DL FTP-like continuous TCP transmission over
802.16 BE connections, where the IP-level service data unit (SDU) size is 1000
bytes. It is a good way to analyze the resulting application level throughput and
the spectral efficiency. Of course, there is also UL traffic caused by the TCP pro-
tocol functioning. It is worth mentioning that to study the relay performance, we
consider a different fixed DL relay zones size (see Figure 35) of 2, 4, and 6 OFDM
symbols. The UL zone size is also fixed and has the constant size of 3 symbols.2

Unlike the MR-BS, RS uses an omni-directional antenna, has a lower Tx power
of 5W and a smaller antenna height. The motivation is that a lower Tx power
requires a simpler and a less expensive amplifier chain. The omni-directional
antenna simplifies the design and the installation efforts. Furthermore, an omni-
directional antenna at the RS node allows for communicating efficiently to any SS
around the RS node.3

We assume the sub-urban macro-cell scenario and thus choose the 802.16m
SMa propagation model for an access link and the 802.16j TypeA model for the
relay link [54]. The latter one is for NLOS communication between the MR-BS and
RS nodes because otherwise an operator might deploy a microwave link between
two BS sites. The interference modelling accounts for the fact that the MR-BS and
the non-transparent RSs transmit simultaneously thus impacting each other. The
interference from the neighbouring cells is also taken into account, assuming the
reuse 1/3 factor and full load traffic. The fast fading is generated based on the
Jakes model with the K factors given in Table 12 and assuming an SS speed of
1 m/s.

The MAC level retransmission mechanism is ARQ working in the end-to-
end mode. In other words, RS does not take part in the ARQ signalling but just
forwards received data. The ARQ parameters are tuned based on our previous
research on the ARQ mechanism in the 802.16 networks [47]. The ARQ mecha-
nism also governs the target FEC block error rate of 10−1 that we use in the link
adaptation module [31].

To gather statistically reliable results, we ran 20 different simulations, each
containing 30 SSs placed in random locations. Each simulation run lasted for 10
seconds, which is enough for the TCP protocol to stabilize.

Figure 37 shows the simulation area with SS locations and their associations
to the MR-BS or RS node, as indicated by different symbols. As anticipated, an
SS associates itself to RS if it observes a stronger DL signal strength coming from
the RS node. Note that Figure 37 accumulates 600 different locations from all the

2 DL relay zone size must be a multiple of 2 OFDM symbols due to the DL PUSC permutation
type. Similarly, the UL relay zone size must be a multiple of 3 OFDM symbols due to the
UL PUSC structure.

3 A possible solution is to have two antennas at the RS node: a directional one to exchange
data with MR-BS and an omnidirectional one to communicate with associated SSs around
RS. This solution is more complicated in implementation and requires more installation
efforts due to the antenna direction and tilting.



70

 0

 200

 400

 600

 800

 1000

 1200
 400  600  800  1000  1200  1400  1600

R
an

ge
, m

Range, m

MR-BS

RS 1 RS 2

RS 3

MR-BS

RS 1 RS 2

RS 3

MR-BS

RS 1 RS 2

RS 3

MR-BS

RS 1 RS 2

RS 3

MR-BS

RS 1 RS 2

RS 3

MR-BS

RS 1 RS 2

RS 3

MR-BS

RS 1 RS 2

RS 3

MR-BS

RS 1 RS 2

RS 3

MR-BS

RS 1 RS 2

RS 3

MR-BS

RS 1 RS 2

RS 3

MR-BS

RS 1 RS 2

RS 3

MR-BS

RS 1 RS 2

RS 3

MR-BS

RS 1 RS 2

RS 3

MR-BS

RS 1 RS 2

RS 3

MR-BS

RS 1 RS 2

RS 3

MR-BS

RS 1 RS 2

RS 3

MR-BS

RS 1 RS 2

RS 3

MR-BS

RS 1 RS 2

RS 3

MR-BS

RS 1 RS 2

RS 3

MR-BS

RS 1 RS 2

RS 3

FIGURE 37 Simulation area with SS locations.

simulation runs. Of course, if there is only a single BS node, then all the SSs in
Figure 37 are associated with it.

Figure 38 presents the DL application level spectral efficiency, i.e., one that
excludes any PHY or MAC level management data. We present the minimum,
average, and maximum values for a case when there is only the BS (the leftmost
bar) and three cases with relays and different DL relay zone sizes (2, 4, and 6 sym-
bols). As can be seen, relays improve the spectral efficiency: the more resources
a relay link has, the better an average spectral efficiency becomes because SSs,
which are close to an RS, can benefit from a good link between BS and RS.

To provide a better insight on the relay performance, we also present the
mean DL connection throughput CDF in Figure 39. The mean throughput is cal-
culated individually for each connection after each simulation run. Firstly, it is
noticeable that without relays there are SSs that have no service at all because
they are out of the BS coverage area. Once we deploy relays, all the SSs are able
to transmit at least at some rate. Secondly, Figure 39 shows that the DL relay
zone size of 2 symbols results in a situation when there are SSs that have a lower
throughput when compared to the baseline scenario. As explained later, this is
due to the fact that a small DL relay zone size becomes a bottleneck.
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Of course, if there is only the BS node, then it can ensure quite a good fair-
ness because the BS scheduler has a complete control over resource allocation on
the access link. Once we deploy RSs, everything the MR-BS scheduler can do is
to control resources for the relay link but not the way the RS node will allocate re-
sources between connections on its access link. It can be seen that relays working
in the distributed scheduling mode decrease the throughput fairness, especially
in case of a badly configured DL relay zone size.
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Figure 40 provides a different view on throughput and fairness. Similar to
Figure 37, this figure aggregates results from all the simulation runs and presents
the throughput distribution over the simulation area under different DL relay
zone sizes. As can be seen from Figure 40a, a case when only the BS is deployed
results in a low but quite fair throughput distribution over the simulation area.
However, cell edge areas have no service at all. If we deploy RSs with a small
DL relay zone size (see Figure 40b), then the RS nodes can offload the MR-BS,
thus providing a higher throughput to SSs associated with it. However, a small
DL relay zone size results in a considerably lower throughput of SSs associated
with the RS nodes because the MR-BS to RS link becomes a bottleneck. As we
increase the DL relay zone size, we can see that SSs associated with RS nodes start
to transmit at much higher throughput, increasing the overall system spectral
efficiency. Once the DL relay zone size equals 6 symbols, the throughput fairness
starts to decline because now the DL access zone has become a bottleneck.

Figure 40 also presents impact of the non-transparent relaying and, as a re-
sult, increased interference level on the throughput distribution. In Figure 40a,
low throughputs are observed at the cell edge, where distance increases and di-
rectional antenna gain becomes smaller. In Figures 40b-40d, low throughputs
are observed at the cell edge and places where signal strength from the MR-BS
is as strong as the cumulative interference coming from all the RS nodes. Thus,
the fact that the non-transparent relays create additional interference introduces
more challenges for the network planning.

Based on the presented results, it is possible to state that the relay zone
plays quite a crucial role. It can be treated as a parameter that controls the trade-
off between the overall system spectral efficiency and throughput fairness. For
the simulation scenario considered, the DL relay zone size of 4 symbols is a good
choice: the spectral efficiency is almost two times higher and the fairness is satis-
factory. Of course, a different number of SSs, their location, and/or traffic pattern
may yield a different optimal configuration.

4.6 Conclusions of Relays

We have run complex dynamic simulations of the 802.16j non-transparent in-
band relays working in the distributed scheduling mode. According to the simu-
lation results, relays indeed improve the overall system performance even despite
the NLOS link between MR-BS and RSs and the fact that the non-transparent RS
nodes and the MR-BS interfere with each other and the MR-BS has to allocate its
resources for the relay communication. At the same time, the overall complexity
of the whole system makes it quite complicated to achieve simultaneously a high
throughput and fairness across all the access links in the system.

The problem of selecting relay zone size becomes even more complex when
the traffic pattern and user distribution is different under the relays controlled by
the same BS. The split between the relay and access zones is the same for all the
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relays, but since the traffic pattern is different the decision gets more difficult.
Furthermore, the balance between spectral efficiency and fairness depends

heavily on the DL relay zone size, over which the base station exchanges data
with relays. Thus, the relay zone sizes must be set up carefully and adjusted dy-
namically to control the tradeoff between the system performance and fairness.
In turn, this creates a need for fast and reliable signalling mechanism to orches-
trate relay zone sizes.



5 CONCLUSIONS

While mostly concentrating on improving the spectral efficiency, this disserta-
tion has presented various ways of how to improve the performance of the IEEE
802.16 system. We have shown that the performance depends a lot on how the
system is configured. System optimization should be approached from a higher
level. Usually the availability of spectrum and terminals govern the duplexing
mode used. Then there is the question of whether the relays are used or not.
The next step would be a choice between HARQ and ARQ. Once that has been
decided, the details of scheduling bursts, PDU size limits etc. can be agreed.

The first topic in this dissertation was the optimization of the IEEE 802.16
MAC PDU size. It was shown that if the channel quality can be estimated then the
proposed method can improve the throughput. However, with current the stan-
dard the method can be applied to downlink transmission only. The subscriber
station does not have information about the uplink channel quality. Secondly, the
IEEE 802.16 retransmission mechanisms were presented and their performance
evaluated. Finally, the IEEE 802.16 duplexing mode and relay performance was
analysed. We presented a novel way to select the group sizes with the H-FDD
duplexing mode and how to divide users to them. With the proposed group
balancing algorithm, the throughput and its fairness is kept close to TDD and
F-FDD.

Although the thesis is about IEEE 802.16 system performance, the future
work will not be restricted to WiMAX. Some of the results and ideas can be reused
in other wireless technologies. The PDU size optimization methodology can be
used in LTE networks since LTE is also using OFDMA PHY in downlink and the
MAC layer has a lot of similarities. Also, the LTE-A relay concept is very similar.
Now that we have studied several optimization methods on different layers, it
will be interesting to see how the optimization can be made cross-layer.
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YHTEENVETO (FINNISH SUMMARY)

Tämä väitöskirja, jonka nimi on IEEE 802.16 -järjestelmän fyysisen ja
MAC-kerroksen suorituskyvyn optimointi, tutkii IEEE 802.16-verkon
suorituskyvyn parantamista eri menetelmillä. Ensimmäinen ongelma on MAC-
paketin koon optimointi kun ARQ-virheenkorjaus on käytössä, siten että järjestel-
män tiedonsiirtokapasiteetti paranee. Väitöskirja esittää menetelmän optimaalisen
paketin koon valinnalle ja arvioi esitetyn menetelmän. Toinen väitöskirjan osa
keskittyy ARQ-virheenkorjausmenetelmän eri ominaisuuksien optimaaliseen
käyttöön sekä vertaa ARQ- ja HARQ-virheenkorjausmenetelmien suorituskykyä.
Väitöskirjan loppu käsittelee kahta IEEE 802.16 -kehyksen käytön optimointialuet-
ta. Ensiksi IEEE 802.16 -järjestelmän kolme kanavointimenetelmää esitellään: ai-
kajakoinen (TDD), taajuusjakoinen (F-FDD) ja puolitaajuusjakoinen (H-FDD). Li-
säksi esitellään uusi ryhmäjakoalgoritmi puolitaajuusjaolle. Lopuksi kaikkien ka-
navointimenetelmien ja ryhmäjakoalgoritmin suorituskyky arvioidaan. Toinen
esitelty kehyksen optimointimenetelmä on IEEE 802.16 -järjestelmän langattomat
välitysasemat, joiden vaikutus verkon suorituskykyyn arvioidaan. Kaikki edellä
mainitut suorituskyvyn arvioinnit suoritetaan tietoliikennesimulaatioiden avul-
la. Simulaattorina käytetään WINSE WiMAX-laajennusta, joka toimii
NS-2-simulaattorin päällä.
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Abstract— In the IEEE 802.16 the number of errors and

the MAC PDU size have an impact on the performance of
the network. We present a way to estimate the optimal PDU
size and we run a number of simulation scenarios to study
these parameters and how they impact on the performance
of application protocols. The simulation results reveal that the
channel bit error rate has a major impact on the optimal
PDU size in the IEEE 802.16 networks. Also, the ARQ block
rearrangement influences the performance.

I. INTRODUCTION

IEEE 802.16 is a standard for the wireless broadband

access network [1] that can provide a high-speed wireless

access to the Internet to home and business subscribers. It

supports applications and services with diverse Quality-of-

Service (QoS) requirements, such as Voice-over-IP (VoIP). The

core components of a 802.16 system are a subscriber station

(SS) and a base station (BS). The BS and one or more SSs

can form a cell with a point-to-multipoint (PMP) structure.

On air, the BS controls the activity within a cell, resource

allocations to achieve QoS, and network admission based on

network security mechanisms. An overview of the key 802.16

features is given in [4].

The automatic repeat request (ARQ) is a mechanism by

which the receiving end of a connection can request the

retransmission of MAC protocol data unit (PDU), generally

as a result of having received it with errors. It is a part of the

802.16 MAC layer and can be enabled on a per-connection

basis. The 802.16 specification does not mandate the usage

of the ARQ mechanism meaning that it is a provider and a

customer specific decision.

Like in all wireless networks, errors happen all the time

also in the IEEE 802.16 networks. The channel error rate

has a significant impact upon how the ARQ and PDU size

values should be chosen. Though 802.16 technology uses

forward error correction (FEC) to correct bit level errors

it cannot correct all the errors. This paper analyzes these

parameters and studies the MAC level performance of the

IEEE 802.16 technology. In particular, the optimal MAC PDU

size is considered with different FEC block error rate (BLER)

values and ARQ block rearrangement on and off.

This paper extends our previous research and simulation

work on 802.16 networks. In [6], we presented a scheduling

solution for the 802.16 BS. In [5], we analyzed the 802.16

contention resolution mechanism and proposed an adaptive

algorithm to adjust the backoff parameters and to allocate a

sufficient number of request transmission opportunities. In [7],

we presented a general overview of the ARQ mechanism. A

choice for the ARQ feedback type, ARQ block rearrangement

and ARQ transmission window were considered.

The optimal MAC PDU size in IEEE 802.16 has been

studied also in [8], where authors introduce a variable sized

CRC and PDU size mechanism. The sizes are changed ac-

cording to the six level feedback of receptions status. Other

sub-header bit is used to distinguish important PDUs upon

transmission. The adaptive CRC field had a minor impact but

the adaptive payload size had a significant impact. However,

the introduced method requires changes to the standard and

additional feedback of reception status.

The rest of the article is organized as follows. Section II

presents the key features and parameters of the 802.16 ARQ

mechanism. A model for selecting the optimal PDU size and

an upper limit for MAC PDU size when rearrangement is

disabled are presented. Next, Section III verifies the proposed

model with simulations results. This section also presents a

scenario to study the ARQ block rearrangement performance

and analyzes the simulation results. Finally, Section IV con-

cludes the article and outlines further research directions.

II. IEEE 802.16 MAC

Table I shows a list of IEEE 802.16 MAC headers and their

sizes when ARQ is enabled. When ARQ is disabled PSH and

FSH are 1 byte smaller. GMH is always present.

When considering the MAC level performance, fragmenta-

tion has a significant impact. If it is not used and a SDU is

bigger than the burst size, transmission is not possible. Packing

is a useful feature and it does reduce overhead particularly

with small SDU sizes, but the absence of it does not cause

dramatic performance drop. Specification does not mandate

packing, but unpacking, fragmenting and unfragmenting are



TABLE I

IEEE 802.16 MAC HEADERS

Header Explanation Size

GMH general MAC header 6 bytes
GMSH grant management subheader 2 bytes
PSH packing subheader 3 bytes
FSH fragmentation subheader 2 bytes
CRC cyclic redundancy check 4 bytes

mandatory features. Both features are completely mandated in

the WiMAX Forum Mobile System Profile [3].

A. Basics of the ARQ Mechanism

If ARQ is enabled for a connection, the FSH or the PSH is

used. The subheader type is indicated by the extended bit in

the GMH. Regardless of the subheader type, there is a block

sequence number (BSN) in the subheader that indicates the

first ARQ block number in the PDU. CRC header is always

used when ARQ is enabled. A PDU is considered to comprise

a number of ARQ blocks, each of which is of the same

constant size except the final block which may be smaller. The

ARQ block size is an ARQ connection parameter negotiated

between the sender and the receiver upon a connection set-

up. Fig. 1 presents ARQ blocks with the fragmentation and

packing mechanisms. Block numbers are given with respect

to the BSN stored either in the FSH (see Fig. 1(a)) or PSH

(see Fig. 1(b)).

It is important to note that while the 802.16d specification

[1] defines an ARQ block size as any value ranging from 1

to 2040 bytes, the 802.16e specification [2] has limited it to

power of two values ranging from 16 to 1024 bytes, e.g. 16,

32, 64 and so on.

(a) fragmentation

(b) packing

Fig. 1. ARQ blocks with packing and fragmentation mechanisms.

While retransmitting a PDU, a connection may face a

problem that an allocated data burst is smaller than the PDU

size to be retransmitted. This may happen if the BS scheduler

allocates data bursts of different sizes, which is usually the

case for rtPS, nrtPS, and BE connections. Suppose, that the

BS allocates a data burst of three slots for the BE connection

and the latter sends a PDU that spans the whole data burst. If

this PDU encounters an error, the connection will retransmit

it. However, if the BS scheduler allocates later a data bursts

of two slots, there is no way to retransmit the original PDU.

Fortunately, the connection may rely upon the retransmission

with rearrangement that allows for fragmenting the retrans-

mitted PDU on the ARQ block size boundaries. If there is a

sufficiently small ARQ block size, then the connection may

construct a smaller PDU. As an example, Fig. 2 shows the

rearranged PDU which originally presented in Fig. 1(b). The

original PDU have been divided into two PDUs which contain

the same three SDUs as the original PDU did.

Fig. 2. Rearranged PDU.

The absence of rearrangement can be circumvented by using

smaller PDUs. For UGS connections the SS knows the band-

width connections will receive. The scheduler will allocate

constant size burst to the UGS connections. These bursts will

be allocated in every frame. The SS can therefore calculate the

minimum burst size it will get, which is also the biggest safe

PDU size. The SS can trust that it will not get a burst which

is smaller than this and therefore retransmissions are always

possible even without the rearrangement of retransmissions. It

can also be so that UGS connection does not get bandwidth

in every frame but less frequently. This means that the bursts

will be bigger, but SS can not rely on this, so the upper limit

for the PDU size is still the same.

For ertPS connections, the same principal as mentioned

above can be used. For other QoS classes the minimum burst

size is unknown to the SS. Thus the SS should limit the

maximum size of transmitted PDUs to a fairly small value.

One solution for finding this PDU size is the monitoring of

burst sizes the SS gets. Then the SS should obey (1), where

L is the PDU size limit and Sburst is the average size of the

burst, to make sure that retransmissions are possible.

L < Sburst (1)

B. Optimal PDU Size Estimation

The optimal MAC level PDU size depends on the number

of factors. A larger MAC PDU size results in a less MAC

overhead because there is the mandatory GMH per a PDU. If

a connection utilizes the ARQ mechanism, then the PDU must

contain CRC as well as FSH or PSH to hold the BSN. If we

assume that application level SDU is bigger than the preferred

MAC PDU, there is no need to pack several SDUs into one

PDU. Therefore, only FSH is present. We can neglect GMSH

because it appears only in one PDU in a data burst. In this

case the MAC level overhead can be approximated as follows

[6]:

O = SGMH + SFSH + SCRC. (2)



Assuming the PDU size is L bytes, the amount of user data

S in a PDU is:

S(L) = L − O. (3)

Similar to other wireless technologies, 802.16 uses the

forward error correction (FEC) mechanism to improve data

transmission reliability. In this paper we do not concentrate

on the FEC behaviour but rather assume a certain FEC block

error rate (BLER) as a function of the chosen modulation and

coding scheme (MCS) and the effective signal-to-noise rate

(SNR). If we assume some FEC BLER (E), the PDU error

rate (EP ) can be calculated using the following expression,

where B stands for the FEC block size measured in bytes:

EP (L) = 1 − (1 − E)
L

B . (4)

It is important to note that the presented expression can be

applied if Hybrid ARQ (HARQ) is not enabled. Otherwise,

HARQ retransmission gain influences significantly the BLER.

Using previous formulas and taking the overhead and error

probabilities into account, the optimal PDU size can be

estimated. The efficiency (F) is presented as follows:

F (L) =
S(L)

L
(1 − EP (L)) =

S(L)

L
(1 − E)

L

B . (5)

Equation (5) tells how much user data the PDU contains

compared to the total PDU size on average taking the error

probability into account. The optimal PDU size is the one

which gives the best efficiency value.

Fig. 3 shows the results for three different BLER values

when the PDU size varies. The FEC block size of 36 bytes

comes from the 802.16 OFDMa PHY 16-QAM1/2 MCS that

we choose for this particular case. As can be seen from Fig. 3,

BLER has a major effect on the efficiency values with different

PDU sizes. As anticipated, the optimal PDU size tends to be

smaller when there are more errors in the channel. Using a

large PDU size of 500 bytes in the most erroneous case where

BLER is 10−1 causes a very bad performance compared to the

optimal PDU size of about 60 bytes.

We can use (5) to find the optimal PDU size for the given

channel BLER:
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Fig. 4 shows the results for the optimal PDU size with

16QAM1/2 MCS. By comparing the optimal PDU size in

Fig. 3 and Fig. 4 it is possible to arrive at the conclusion

that theoretical calculations are correct.

According to the presented above considerations, if a con-

nection resorts to using a constant PDU size, then this value

should be sufficiently small. On good channel conditions,

small PDUs do not decrease the performance significantly.

However, with a bad channel, small PDUs increase the

performance greatly. In a real environment, the BLER may

vary greatly as a result of changing SNR. So unless reliable

information about errors can be gathered in real-time, the PDU

size should be small, at least less than 200 bytes.

It is worth noting the BS and the SS measure constantly

their carrier-to-interference-and-noise rate (CINR). There is a

relationship between CINR-level, MCS, and BLER. Therefore

the BS can change the MCS to achieve the target BLER. It

is then possible to decide one PDU size limit for each MCS
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by using equation (14). There could even be several limits per

MCS in order to get the PDU size as close to the optimum

size as possible. It is important to note the adaptive PDU

size approach is feasible only for the downlink transmission

because the BS receives reports from SSs about the signal

quality. There is no such a report sent by the BS to SSs – the

BS just selects the suitable MCS for the uplink transmission

based on the received signal strength. Thus, in the uplink

direction, SSs should take the worst-case approach and choose

smaller PDU sizes.

BW = FPS · Nslot · Sslot (15)

F (L) · BW (16)

Equation (15) shows a definition for bandwidth. In this FPS
means frames per second, Nslot is the number of uplink or

downlink slots, and Sslot is a single slot size. Equation (16)

shows a way to estimate uplink or downlink data for one SS.

This formula assumes that all data is user data, management

messages are not taken into account. Fig. 5 presents an

example how to use (16) to estimate throughput with different

PDU sizes. The figure shows results for six different MCS

and same BLER. The FEC block size for 64QAM2/3 was 24

bytes, for 64QAM3/4 it was 27 bytes and for others 36 bytes.

III. SIMULATION

This section presents a simulation analysis of the 802.16

ARQ mechanism and the optimal MAC PDU size. To run

simulations, we have implemented the 802.16 MAC and PHY

levels in the NS-2 simulator. The implementation is called

WINSE (WImax NS-2 Extension) and it contains the main

features of the 802.16 standard, such as downlink and uplink

transmission, connections, MAC PDUs, packing and fragmen-

tation, the contention and ranging periods, the MAC level

management messages, and the ARQ mechanism. The ARQ

implementation supports the ARQ blocks, the ARQ transmis-

sion window, retransmission with rearrangement, ARQ timers

and all the ARQ feedback types. The ARQ implementation
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also includes the prioritization of the ARQ feedbacks and

retransmissions, and the algorithm to select the feedback

type. [9] presents ARQ related results and algorithms. The

implemented PHY is OFDMa. The simulation results for the

OFDM PHY can be found in [6], [5].

Fig. 6. Network structure.

Fig. 6 shows the network structure we used in the simulation

scenarios. There is the BS controlling the WiMAX network,

the parameters of which are presented in Table II, ten SSs, and

one wired node. The details of the scheduling algorithm at the

BS are presented in [6]. In a few words, the BS allocates

resources fairly between the SSs based on their bandwidth

request sizes. Each SS establishes one uplink and downlink

BE connection to the BS (each SS also establishes the basic

management connection to exchange management messages

with the BS). An SS hosts exactly one FTP-like application

that sends data over the TCP protocol to a wired node. The

reason we choose such an application type is that it tries to

send as much data as possible thus utilizing all the available

wireless resources. At the same time, the TCP protocol is very

sensible to the packet drops that can occur in the wireless part.

The basic ARQ results for the OFDMa PHY can be found

from [7].

A. BLER and PDU Size

Fig. 7 shows simulation and theoretical results for different

PDU sizes and two different BLER values. If we look sim-

ulation results, it can be seen that the error rate has a major

impact on optimal PDU size. When using BLER of 10−1,



TABLE II

SIMULATION PARAMETERS.

Parameter Value

Simulator NS2
802.16 extension WINSE
Simulation length 10 s
Application protocol FTP

Parameter Value

PHY OFDMa
Bandwidth 10 MHz
FFT 1024
Cyclic prefix length 1/8
TTG+RTG 464 PS (0.082857 ms)
Duplexing mode TDD
Frames per second 200 (5 ms per frame)
OFDM symbols 47
DL/UL symbols 26/21
DL/UL subcarrier alloc. DL FUSC/UL PUSC
DL/UL slots 416/245
MCS 16-QAM1/2 (12 bytes/slot)
FEC block size 3 slots (36 bytes)

Ranging transm. opport. 2
Ranging backoff start/end 2/15
Request transm. opport. 8
Request backoff start/end 4/15
CDMA codes 256
ranging+periodic ranging 64
bandwidth request 192
handover –

Fragmentation/packing ON
CRC/ARQ ON
ARQ feedback standalone
ARQ feedback types all
ARQ block size 16 bytes
ARQ window 1024
ARQ block rearrangement ON
ARQ deliver in order ON
ARQ retry timeout 40 ms
ARQ block lifetime 300 ms

smaller PDUs give better results. It can be seen that in this

case the optimal PDU size is about 80 bytes. When BLER

is 10−2, larger PDUs give better results and the results with

PDU sizes of 160-400 are almost the same.

Fig. 7 also presents a theoretical uplink throughput with the

BLER values of 10−1 and 10−2. These values are obtained by

using (16). The results are optimistic because of the simplified

the equation that does not account for all possible sources of

overhead. Nevertheless, Fig. 7 shows that (5) provides a good

estimation of the optimal PDU size.

B. ARQ Block Rearrangement

The availability of ARQ Block rearrangement feature and

the number of SS also have an impact on optimal PDU size.

The PDU size should obey equation (1). This is shown in

Fig. 8, which shows total uplink throughput with different

PDU sizes and rearrangement on and off. When the rear-

rangement is enabled and there are 10 SSs, the optimal PDU

size is about 150 bytes or more. With smaller PDU sizes the

overhead from the headers decreases the performance. When

the rearrangement is not used, the PDU sizes bigger than

300 bytes start to decrease the performance when compared

to the case when the rearrangement is enabled. When the

PDU size is less than average burst size (about 300 bytes)
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per SS, retransmissions are usually possible even without

rearrangement. When PDU limit is more than 300 bytes and

error occurs, it might be that the PDU cannot be retransmitted,

and an SS cannot send anything during that frame. Using

small PDUs can compensate the absence of the ARQ block

rearrangement feature, but then overhead from headers is

bigger. Depending on the channel conditions smaller PDUs

might be preferred in any case as shown earlier.

The optimal PDU size without rearrangement also depends

much on the network load as can be seen when there are 25

SSs. In this case the average burst for each SS is about 120

bytes. Allowing to use bigger PDUs drops the performance

when the rearrangement is disabled. More SSs transfer less

bytes in total because the average PDU size is smaller and

therefore the MAC header overhead is bigger. Also the MAP-

messages are bigger and there are more other management

messages.
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IV. CONCLUSIONS

In this paper, we have analyzed the MAC level performance

of the IEEE 802.16. We proposed a method of estimating

the optimal PDU size when the error rate for the FEC block

is known. The simulation results verified the correctness of

this method. The results also showed that if the ARQ block

rearrangement is not used, then the average burst size impacts

the optimal PDU size.

We proposed to estimate the error rate for FEC blocks

through the CINR measurements, and then adjust the MAC

PDU size with the equation (14). The proposed method does

not require any changes to the specification and can be

therefore implemented easily either at the BS or at the SS

side. If the error rate cannot be estimated or measured in real-

time, the PDU size should be rather small.

In the future we will continue to study the optimal PDU

size and error probabilities with QoS-enabled connections

like VoIP. We will also study the affect of different error

probabilities to other ARQ parameters like ARQ timers. In

addition other error correction methods like H-ARQ will be

considered.
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Abstract—IEEE 802.16 is a good alternative for fast wireless
connection in the next generation portable information devices
(PID). However it was not originally designed for portable
devices, but mobility was added later to the specification. This
means that the lack of resources on portable devices might have

a significant impact on which IEEE 802.16 features should be
chosen and how they should be used. Proper usage of ARQ can
increase the IEEE 802.16 performance but it can also require
much resources from PIDs. In this paper we focus on how ARQ
features are affected by limited resources on PID and how much
the limitations affect on the performance.

I. INTRODUCTION

IEEE 802.16 is a standard for the wireless broadband

access network [1] that can provide a high-speed wireless

access to the Internet to home and business subscribers. It

supports applications and services with diverse Quality-of-

Service (QoS) requirements, such as Voice-over-IP (VoIP). The

core components of a 802.16 system are a subscriber station

(SS) and a base station (BS). The BS and one or more SSs

can form a cell with a point-to-multipoint (PMP) structure.

On air, the BS controls the activity within a cell, resource

allocations to achieve QoS, and network admission based on

network security mechanisms. An overview of the key 802.16

features is given in [5].

802.16e-2005 [2] is an extension to the original 802.16-

2004 -standard, which brings full mobility support. Still not

all the features of the of 802.16 can be used on portable

information devices (PID). The WiMAX Forum has created

WiMAX Forum Mobile System Profile [3], which defines

which features have to supported so a PID can receive a

WiMAX Forum certificate but even this document does not

specify how 802.16 features should be used on PID. This

article covers how ARQ efficiency are affected by limited

processing power, low memory and limited battery lifetime

on PID.

The rest of the article is organized as follows. Section II

presents ARQ basics and how the PID restrictions might affect

on usage of them. Section III presents simulation results and

analysis of these. Finally, Section IV concludes the article and

outlines further research directions.

II. IEEE 802.16 ARQ BASICS

The IEEE 802.16 technology defines the ARQ mechanism

that enables a connection to resend data at the MAC level

if an error is detected. When ARQ is enabled for a con-

nection the PDUs are divided into ARQ blocks, which can

be retransmitted separately. Fig. 1 presents ARQ blocks with

the fragmentation and packing mechanisms. Block numbers

are given with respect to the BSN stored either in the FSH

(see Fig. 1(a)) or PSH (see Fig. 1(b)). Because ARQ block

boundaries are not explicitly marked the ARQ block size is

a constant parameter, which can not be changed during the

connection. Smaller block sizes provide greater flexibility for

retransmissions but consume more resources since every block

has a set of ARQ timers.

block 1 block 2 block 3 block 4126

GMH FSH CRC

(a) fragmentation

block 1 block 2 block 1 block 1 block 2126 128 129

GMH PSH PSH PSH CRC

(b) packing

Fig. 1. ARQ blocks with packing and fragmentation mechanisms.

A. ARQ Feedback Types

To request a retransmission of blocks (NACK) or to indicate

a successful reception of blocks (ACK), a connection uses

ARQ block sequence numbers. In turn, the sequence numbers

are exchanged by means of the ARQ feedback messages.

The specification defines the following feedback types: a)

selective, b) cumulative, c) cumulative+selective, and d) cu-

mulative+sequence. Fig. 2 presents an example in which every

feedback type is applied to the same set of ARQ blocks. A

detailed information about ARQ feedbacks can be found from

[9].

Creating feedback type a), b) or c) is straightforward but

type d) cumulative+sequence is more complicated. It can have

2 or 3 sequences which are 15 or 63 blocks long. The same

set of blocks can be therefore acknowledged differently and



optimum selection can require some processing. It is possible

that a PID might not support the creation of this type.
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Fig. 2. Example of ARQ feedback types.

B. ARQ Transmission Window and ARQ Block Size

At any time a sender may have a number of outstanding

and awaiting acknowledgments ARQ blocks. This number is

limited by the ARQ transmission window that is negotiated

between an SS and the BS during a connection set-up.

A sufficiently large ARQ window allows for a continuous

transmission of data. A connection can continue to send ARQ

blocks without waiting for each block to be acknowledged.

Conversely, a smaller ARQ window causes a sender to pause

a transmission of new ARQ blocks until a timeout or the ARQ

feedback is received. Though it may seem that a large trans-

mission window is always the best choice, it is worth noting

that a large transmission window leads to increased memory

consumption and processing load. Every ARQ block must be

stored in the retransmission buffer until a positive feedback is

received. Taking into account the largest ARQ block size of

1024 bytes and the maximum ARQ transmission window of

1024 blocks, it is possible to arrive at the conclusion that some

mobile and portable devices will not have enough resources

to handle this amount of data for each frame.

The ARQ transmission window and the ARQ block size

parameters depend one on each other. On the one hand, a

connection may prefer to work with a small ARQ transmission

window that will result in a necessity of choosing a larger

ARQ block size because the throughput may be limited by

the transmission window size. A large block size requires less

resources because a set of the ARQ timers must be associated

with a single ARQ block at the sender and the receiver. At

the same time, a connection supporting the retransmission with

rearrangement may wish to work with a smaller ARQ block

size because that will provide a greater flexibility in splitting

large PDUs into several smaller ones.

C. ARQ Block Rearrangement

While retransmitting a PDU, a connection may face a

problem that an allocated data burst is smaller than the PDU

size to be retransmitted. Suppose, that the BS allocates a data

burst of three slots for the BE connection and the latter sends a

PDU that spans the whole data burst. If this PDU encounters

an error, the connection will retransmit it. However, if the

BS scheduler allocates later a data bursts of two slots, there

is no way to retransmit the original PDU. Fortunately, the

connection may rely upon the retransmission with rearrange-

ment that allows for fragmenting the retransmitted PDU on

the ARQ block size boundaries. As an example, Fig. 3 shows

the rearranged PDU presented in Fig. 1(a).

block 1 block 2 block 1 block 2128126

GMH FSH CRCCRC GMH FSH

Fig. 3. Rearranged PDU.

It can be that the sender does not support ARQ block

rearrangement because rearrangements involve much more

complicated actions with PDUs in the retransmission buffer

when compared to the PDU construction. A sender must keep

a set of the ARQ timers for each ARQ block. If the retransmis-

sion with rearrangement is not implemented, then eventually

a sender can associate all those timers with a PDU, which

requires much less resources. Furthermore, the rearrangement

requires a sender to analyze a PDU and to search for block

boundaries on which that PDU can be fragmented. In this

case the only safe way to ensure smooth transmission is to

control the maximum size of transmitted PDUs. More detailed

research of optimal PDU size was done in [6].

III. SIMULATION

We will use a network simulator to show how small ARQ

window, bigger ARQ block sizes, absence of ARQ block

rearrangement and some ARQ feedback types will decrease

the performance of a PID. To run simulations, we have

implemented the 802.16 MAC and PHY levels in the NS-

2 simulator. The implementation is called WINSE ( WImax

NS-2 Extension) and it contains the main features of the

802.16 standard, such as downlink and uplink transmission,

connections, MAC PDUs, packing and fragmentation, the

contention and ranging periods, the MAC level management

messages, and the ARQ mechanism. The implemented PHY

is OFDMa. The PHY model is based on trace files gathered

from the link level multi-cell simulations with the reuse 1-3-

3 factor. There are uplink and downlink trace files that are

chosen randomly by stations and are read from a random

starting index. Then, MAC PDU error generation follows the

IEEE 802.16m simulation methodology [4] and is based on

the MAC PDU size and FEC BLER, whereas the latter is

determined based on the current MCS and the SNR. The

simulation results for the OFDM PHY can be found in [8],

[7].

Fig. 4 shows the general simulation scenario. There are

several subscriber stations (SS) connected to an IEEE 802.16

base station. A file server is connected to the base station using

a fast low-latency wired connection. The number of SSs and



direction of FTP traffic depends on the particular simulation

subcase. Subcases were run five times and presented results are

averages from these. Table I 1 shows the network parameters

used in the simulations.

1 Gbps/2 ms

Base station

File server
    (FTP)

SSSS
SS

Fig. 4. Network structure.

TABLE I
802.16 NETWORK PARAMETERS.

Parameter Value

Simulator NS2
802.16 extension WINSE
Simulation length 20 s
Application protocol FTP

Parameter Value

PHY OFDMa
Bandwidth 10 MHz
FFT 1024
Cyclic prefix length 1/8
TTG+RTG 464 PS
Duplexing mode TDD
Frames per second 200 (5 ms per frame)
OFDM symbols 47
DL/UL symbols 32/15
DL/UL subcarrier alloc. DL PUSC/UL PUSC
DL/UL slots 480/175
DL/UL channel measurements preamble / data burst
Channel report type / interval REP-RSP / 20ms
Channel measurement filter EWMA / α = 0.25

MAP MCS QPSK1/2
Compressed MAP ON

Ranging transm. opport. 2
Ranging backoff start/end 1/15
Request transm. opport. 8
Request backoff start/end 3/15
CDMA codes 256
ranging+periodic ranging 64
bandwidth request 192
handover –

Fragmentation/packing ON
PDU size 208 B
CRC/ARQ ON
ARQ feedback standalone
ARQ feedback types all
ARQ feedback interval 20 ms
ARQ block size 32 B
ARQ window 1024
ARQ block rearrangement ON
ARQ deliver in order ON
ARQ timers
retry 50ms
block lifetime 500ms
Rx purge 500ms

1These parameters conform the WiMAX Forum mobile system profile [3].

A. ARQ Block Rearrangement

In this subsection we study the impact of ARQ block rear-

rangement on the uplink throughput. Fig. 5(a) shows the total

transmitted data with and without ARQ block rearrangement

using different MAC level PDU size limit. It can be seen

that the best results are obtained by using rearrangement

and PDU size of 200 bytes or more. Without rearrangement

performance drops significantly if large PDUs are used. This

can be prevented by limiting the PDU size so it is less than

average burst size. In this case the average burst size is about

200 bytes.

Note that the average burst size depends heavily on the load

of the network, type of traffic and scheduler. Fig. 5(b) shows

how the PDU size limit is even lower with 30 SS, which will

cause more header overhead and decrease the performance. In

both cases it is clear that ARQ block rearrangement improves

the performance. However if rearrangement is too complicated

feature for a PID it can still achieve reasonable performance

without it by limiting the MAC level PDU size.
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Fig. 5. Impact of ARQ block rearrangement and PDU size on total uplink
data.

B. ARQ Feedback Types

In this simulation sub case, we study ARQ feedback types.

In all the cases the simulator chooses the appropriate feedback



from allowed ones using an algorithm presented in [9]. The

traffic is downlink FTP traffic because then it’s SS respons-

bility to create ARQ feedbacks which is studied here.

In Fig. 6 can be seen four different simulation cases.

In this case downlink FTP-traffic was used and SSes are

responsible for creating the ARQ feedback messages. In the

first case only selective ARQ feedback type is used. It is

clear that this is not efficient since all the blocks have to be

acknowledged explicitly. In the second case also standalone

cumulative feedbacks are used. This increases the performance

significantly since all the correctly received blocks can be

acknowledged with a single cumulative message. In the third

case a combined cumulative+selective type is also used, which

again boosts the performance although not as much as in

previous case. The boost is achieved because the combined

type can store the same information as separte cumulative

and selective types in one message and therefore reduce the

overhead. Finally in the fourth case also cumulative+sequence

type is allowed. Also this type increases the performance

because it can acknowledge more blocks in one message than

cumulative+selective.

In conclusion it can be seen at least cumulative and se-

lective types should be used. The extra benefit from cumula-

tive+selective and cumulative+sequence is much smaller. So if

creating cumulative+sequence takes too much resources on a

PID it can decide no to use that type and still it will not have

a major impact on the performance. WiMAX Forum Mobile

System Profile [3] mandates that the support for all the types

but selective is mandatory. This means that a SS has to able

to receive those types but does not mandate the SS to use

them. Indeed if cumulative+sequence type is supported our

feedback selection algorithm does not select the selective type

at all, hence the result is exactly the same as in case four.
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C. ARQ Window and ARQ Block Size

In this simulation scenario we present the simulation re-

sults for different ARQ window and ARQ block size values.

Fig. 7(a) shows the results when there are 20 SSs receiving

FTP traffic. It can be seen that if the ARQ window is more

than 200 blocks it does not restrict the performance at all.

Also the results for different block sizes of 16-128 are almost

the same if the window is more than 200 blocks.

Fig. 7(b) shows the same scenario when there are only 5

SSs present. This case has similar characteristics compared to

previous one. If the ARQ window is big enough then the ARQ

block size does not matter. However if the ARQ window is

for example 300 blocks there is a big difference in total uplink

data between the ARQ block sizes of 16-128 bytes.

Also if we analyze also the results from Fig. 6 with different

ARQ block sizes it is clear that the smallest block size is not an

optimal selection. In practice there is no difference between

block sizes of 16 and 128 in performance but the first one

requires 8 times more resources for ARQ timers.
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Fig. 7. Impact of ARQ window size and ARQ block size on total downlink
data.



IV. CONCLUSIONS

In this paper we have showed how the absence of resources

can limit the performance of IEEE 802.16 on PIDs. Low

processing power and limited battery lifetime restrict the usage

of sophisticated and powerful algorithms. The lack of memory

has an impact on how big the various ARQ buffers can be.

However some of these limitations can be circumvented by

using appropriate values for parameters. In the future we plan

to study what kind of impact these restrictions have to other

IEEE 802.16 features.
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{henrik.martikainen, olli.alanen}@jyu.fi

Alexander Sayenko, Member, IEEE
Research & Technology Platforms

Nokia Siemens Networks, Finland

alexander.sayenko@nsn.com

Abstract—IEEE 802.16 standard defines two data retransmis-
sion mechanisms. HARQ provides fast retransmissions in cost
of slightly increased overhead. On the contrary, ARQ has less
overhead in cost of bit longer delays. It is therefore often used
with BE connections. In addition to delay tolerant applications,
BE can also be used for real-time services. Therefore, in this
paper we analyze the ARQ mechanism and provide guidelines
on how to set the ARQ parameters to achieve a good balance
between the VoIP delay and packet loss.
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I. INTRODUCTION

IEEE 802.16 is a standard for the wireless broadband

access network [1], [2] that can provide a high-speed wireless

access to the Internet to home and business subscribers. It

supports applications and services with diverse Quality-of-

Service (QoS) requirements. The core components of a 802.16

system are a subscriber station (SS) and a base station (BS).

The BS and one or more SSs can form a cell with a point-to-

multipoint (PMP) structure. In this case, the BS controls the

activity within a cell, the resource allocations to achieve QoS,

and admission based on the network security mechanisms.

Voice-over-IP (VoIP) and its support is one of the most

crucial features of the IEEE 802.16 system. Otherwise, it

cannot compete efficiently with existent 3G and coming 3G

LTE technologies, where VoIP is a major service. Since IEEE

802.16, being an IP solution, has no internal VoIP specific

carriers, it is important to ensure that all the VoIP requirements

are met that usually include throughput and delay. According

to [9], one-way transmission delay must not exceed 150 ms.

Since one-way delay comprises the wireless part, access

network, and the core network delays, it is translated into the

wireless part requirement that 95% of all the VoIP packets

must experience a delay less than 50 ms [3], [8].

It is understandable that the wireless network is prone to

errors. Thus, a key to an efficient VoIP functioning is a fast

and reliable retransmission mechanism. IEEE 802.16 provides

two mechanisms: ARQ and HARQ. Even though HARQ is

considered as a better candidate for VoIP applications due

to a faster feedback and the retransmission gain, its usage

is not always desirable or even possible. As already consid-

ered in [13], HARQ possesses a larger signaling overhead.

Furthermore, HARQ is defined only for the OFDMa PHY,

whereas some providers may still run the OFDM PHY based

802.16 networks. In addition, in reality it might turn out that

real customers of IEEE 802.16 networks will only have a

BE subscription, as it is already the case with ADSL and

many 802.11 hotspots. Then, a provider for his own internal

reasons may use ARQ with such a subscription. Furthermore, a

provider will not and cannot differentiate between applications

that a customer will use over a single BE connection. It

brings VoIP into the worst conditions: BE and ARQ. Even

if a provider establishes several transport connections, say

extended real-time Priority Service (ertPS) and BE, with a

customer to differentiate between VoIP and other applications,

it can be the case that a customer VoIP client is not smart

to select a proper connection. All these peculiarities bring

us to a situation where a need to study VoIP with the ARQ

mechanism and BE arises. It can answer a question about the

VoIP performance in IEEE 802.16 networks under the worst

conditions.

ARQ and VoIP have not been studied thoroughly especially

in the IEEE 802.16 networks. In [14], authors studied how

different IEEE 802.16 features impact the quality of VoIP

calls. They observe that the VoIP quality is more sensitive

to loss than delay. In [7], ARQ impact on QoS in 3GPP

is studied. A file transfer process and VoIP are considered

as typical applications but are analyzed separately. Also, the

ARQ model is somewhat simplified and does not correspond to

IEEE 802.16 ARQ. Nevertheless, authors come to a conclusion

that ARQ can guarantee QoS requirements.

The rest of this paper is organized as follows. Section II

provides an insight on the IEEE 802.16 ARQ mechanism.

Section III presents the simulation results. Finally, section IV

concludes the paper.

II. 802.16 ARQ MECHANISM

A. Basics of the ARQ Mechanism

A detailed analysis of the ARQ performance is given in [15].

It is worth mentioning that ARQ adds some overhead at the

MAC layer. If it is enabled for a connection, then a protocol

data unit (PDU) comprises a number of logical ARQ blocks,

each of which is of the same constant size except the final

block which may be smaller. Then, the extended fragmentation

subheader (FSH) or the extended packing subheader (PSH)

carries a block sequence number (BSN) that indicates the first
ARQ block number in the PDU. To request a retransmission of

blocks (NACK) or to indicate a successful reception of blocks

(ACK), a connection uses ARQ block sequence numbers. In1-4244-2589-1/09/$20.00 c© 2009 IEEE



turn, the sequence numbers are exchanged by means of the

ARQ feedback messages.

B. ARQ Timers

The IEEE 802.16 specification defines several ARQ timers.

Fig. 1 shows how they relate to the ARQ block states.

The ARQ block may be in one of the following five

states: done, not-sent, outstanding, discarded, and waiting-for-
retransmission. Firstly, as can be seen from Fig. 1, any ARQ

block begins as not-sent. After it is sent it becomes outstanding

for a period of time termed ACK RETRY TIMEOUT, which

determines the minimum time interval a transmitter can wait

before retransmission of an unacknowledged block for retrans-

mission. The interval begins when the ARQ block was last

transmitted. While a block is in outstanding state, it is either

acknowledged and changed to done, or transitions to waiting-
for-retransmission after ACK RETRY TIMEOUT or NACK.

An ARQ block can become waiting-for-retransmission be-

fore the ACK RETRY TIMEOUT period expires if it is

negatively acknowledged. An ARQ block may also change

from waiting-for-retransmission to done when an ACK mes-

sage for it is received or to discarded after a timeout

ARQ BLOCK LIFETIME, which determines the maximum

time interval an ARQ block can be managed by the transmitter

ARQ state machine, once the initial transmission of the block

has occurred. If transmission (or subsequent retransmission)

of the block is not acknowledged by the receiver before the

time limit is reached, the block is discarded [16].

retransmissionre t ry  t imeout
or NACK

ACKblock l i fe t ime
  t imer

ACKblock l i fe t ime
  t imer

discarded

non-sent

outs tand ing

wai t ing  
for  retransmission

done

Fig. 1. ARQ transmit block states.

III. VOIP QUALITY AND ARQ PARAMETERS

In this section we present the main QoS parameters which

have an impact on the VoIP quality and how the different ARQ

parameters relate to them. Then we present guidelines for the

presented ARQ parameters.

A. Maximum Latency

According to the IEEE 802.16 specification, maximum la-
tency is one of the QoS parameters for the UGS, rtPS and

ertPS service flows. There are several issues that influence the

latency: request/transmission policy, polling interval, HARQ

and ARQ parameters, cotention resolution, etc.
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Fig. 2. ARQ Block Lifetime.

If ARQ is enabled for a real-time connection, then the

ARQ BLOCK LIFETIME is the most important parameter

to control the maximum latency. Once an ARQ block is

transmitted, a sender keeps it in retransmission buffer for

the time defined by this parameter. So, it sets implicitly the

upper limit for the delay and should always be set based on

the preferred delay. However, the sender cannot control the



queueing delay because the timer is started only when the

first transmission occurs. The queueing delay is in charge of

the BS scheduler and the queue size.

Another important thing that increases the delay is the

uplink contention. Based on Fig. 2(a), it can be stated that in

downlink the ARQ block lifetime should be assigned a value of

the desired maximum delay decreased by two frames (usually

10 ms). In uplink the setting of this value is however more

tricky. Uplink contention process and sending and receiving of

bandwidth requests add some extra delay at least occasionally

and absolute definition for correct value of block lifetime is not

that easy. In the best case, it takes a sender three frames before

a PDU can be transmitted due to the CDMA-based contention

resolution in 802.16 OFDMa PHY. Since CDMA codes can

collide or the backoff start value can be less than the number

of transmission opprtunities in a single frame, the number

of frames to wait may increase significantly. The multicast

polling can speed up the uplink contention resolution process

[5]. Therefore the ARQ block lifetime should at least three

frames less than desider maximum latency (usually 15 ms). In

addition, fragmentation has a negative impact on the delay

since the block lifetime can only be used to restrict the

maximum delay of the first fragment.

B. Packet Loss

Limiting the packet drop percentages is not as easy task it is

to the maximum delay. Naturally the block lifetime decreases

the maximum delay in cost of packet drops and therefore as

big as possible value for it should be given. So, if it assumed

that a VoIP application has 150 ms end-to-end delay limit,

which is recommended by the ITU-T G.114[9] then the end-

to-end delay for IEEE 802.16 network should be less e.g. 100

ms. In this case the block lifetime of 80 ms might be the best

value, since it can provide the 100 ms delay limit but still

provide as little drops as possible.

Another parameters for decreasing the packet drops are the

ARQ retry timeout and ARQ feedback intensity. By setting

them as low as possible, the packet drops should be decreased.

This will also decrease the delay. On the other hand, these

parameters can also be used to either increase or decrease

the overhead caused by the feedbacks. Therefore, it should

be studied which values for these parameters provide the best

tradeoff between the drops and the overhead.

C. ARQ Parameter Values

If the ARQ feedback transmission interval Tfeedback is more

than the ARQ retry timer Tretry, then the throughput perfor-

mance starts to decline because a sender will retransmit the

same data [6], [16]. If the feedback transmission interval is

even more than the ARQ block lifetime Tlife, then it may result

in a very poor performance due to the discarded ARQ blocks.

Based on that it is possible to propose the following inequality:

Tfeedback < Tretry < Tlife. (1)

It is worth mentioning that the ARQ feedback intensity

should not be very close to the ARQ retry timeout. The reason

is that the ARQ feedback message can be dropped due to

the failed checksum test, as any other PDU. ARQ feedback

intensity for non-real-time applications was studied in [16].

IV. SIMULATION RESULTS

In this section we present the simulation results for the

VoIP performance over the IEEE 802.16 ARQ mechanism.

The simulation platform is WINSE [12], which is an 802.16

extension for the NS-2 simulator.

The network environment comprises a single sector with a

base station and a number of subscriber stations with BE and

VoIP traffic, as Fig. 3 shows. Table I presents the network

parameters that are used in all the simulation scenarios.1

1 Gbps/2 ms

Base station

Server

  5 BE 
FTP SSs

 20 BE 
VoIP SS

Fig. 3. Network structure.

TABLE I
802.16 NETWORK PARAMETERS.

Parameter Value
PHY OFDMa
Bandwidth 10 MHz
FFT 1024
Cyclic prefix length 1/8
TTG+RTG 464 PS
Duplexing mode TDD
Frames per second 200 (5 ms per frame)
OFDM symbols 47
DL/UL symbols 32/15
DL/UL subcarrier alloc. DL PUSC/UL PUSC
DL/UL slots 330/280
DL/UL channel measurements preamble / data burst
Channel report type / interval CQICH / 20ms
Channel measurements filter EWMA, α = 0.25
Link adaptation Fixed target FEC BLER

MAP MCS Adaptive (QPSK1/2 Rep6 – QPSK1/2)
Compressed MAP ON

Ranging transm. opport. 3
Ranging backoff start/end 1/15
Request transm. opport. 3
Request backoff start/end 2/15
CDMA codes 256

ranging+periodic ranging 64
bandwidth request 192
handover –

Fragmentation/packing ON
PDU size 120 B
CRC/ARQ ON
ARQ feedback standalone
ARQ feedback types all
ARQ feedback interval 20 ms (FTP) 20–40 ms (VoIP)
ARQ block size 32 B (FTP) 16 B (VoIP)
ARQ window 1024
ARQ block rearrangement ON
ARQ deliver in order ON
ARQ timers

retry 50 ms (FTP) 20–80ms (VoIP)
block lifetime/Rx purge 1300 ms (FTP) 20–80ms (VoIP)

1These parameters conform the WiMAX Forum system profile [4].



TABLE II
SYSTEM LEVEL PARAMETERS.

Parameter Value
Reuse factor 1/3
Inter-site distance 1.5 km
Path loss model UMTS 30.30
Slow fading std. 8 dB
Fast fading Ped B (60%), Veh A (40%)
Antenna technique SISO (1x1)
Antenna pattern BS/MS 3GPP / Omnidirectional
Antenna height BS/MS 32 / 1.5 m
Tx power BS/MS 20 / 0.2 W

TABLE III
VOIP PARAMETERS.

Parameter Value
Codec G.729
Aggregation interval 20 ms
Voice payload 0 B (inactive) / 20 B (active)
RTP overhead 12 B
UDP overhead 8 B
IPv4 overhead 20 B
VoIP packet without MAC headers 60 B
Active state VoIP bitrate 24 kbps
Generic MAC header 6 B
FSH 2 B
CRC 4 B
IEEE 802.16 MAC packet size 72 B
Average active time 38%
Average inactive time 62%

To speed up simulations, we do not model all the PHY

details but rather rely upon the effective SINR trace files

taken from the system level simulator, where we modeled 19

cells with 3 sectors per each cell. Relevant parameters are

given in Table II. All the other PHY mechanisms, such as

channel measurements, channel reporting, link adaptation, and

scheduling are implemented in WINSE. The BS scheduler is

a throughput-fair one. The link adaptation model ensures the

target forward error correction block error rate of 10−2 for the

ARQ-enabled connections [11].

The simulation scenario includes 20 BE VoIP connections

and 5 BE FTP connections. The length of a single simulation

run is 60 s and each simulation case is executed 20 times with

different seed values. Each FTP SS has one downlink and one

uplink file transfer active at the same time. Each VoIP SS

has a bi-directional VoIP transmission with the server. VoIP

parameters are given in Table III and they are taken from IEEE

802.16m Evaluation Methodology Document [3]. Active and

inactive time distribution is based on function defined in ITU-

T recommendation P.59 [10].

A. ARQ Block Lifetime

First, we analyse whether the ARQ block lifetime can

ensure a upper limit for the VoIP delay. For these purposes,

we run the same simulation scenario with different ARQ block

lifetime values. The downlink VoIP E2E delay CDFs with

different block lifetime values are presented in Fig. 4(a). It

shows that the block lifetime does actually limit the maximum

delay. The same results for uplink is shown in Fig. 4(b).

However, it can be seen that the block lifetime does not restrict

the maximum delay as expected. The reason for it is that the

ARQ block lifetime is started only when the ARQ block is

transmitted for the first time. Before that, a packet can spend

some time in the output buffer waiting for being transmitted.

This is especially the case for the uplink BE connection, where

an SS has to take part in the uplink contention. Nevertheless,

the maximum delay is less than 100 ms and the 95 percentile

is less than 60 ms (for uplink) and 50 ms (for downlink).
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Fig. 4. VoIP IP end-to-end delay CDF.

In addition to the VoIP delay distribution, Fig. 5 presents in-

formation on the number of dropped VoIP packets. As follows

from the results, a small VoIP packet delay is achieved by a

significant number of dropped packets due to the expired ARQ

block lifetime. At the same time, ARQ block lifetime value of

80 ms provide more than satisfactory number of transmitted

packets, where the number of dropped packets is less than 1%.

Based on the presented results, it is possible to arrive at

the conclusion that ARQ block lifetime of 80 ms is a good

tradeoff between the delay requirements and the number of

dropped packets.
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Fig. 6. VoIP IP end-to-end delay CDF: ARQ Feedback Intensity 20 ms.

B. ARQ Feedback Intensity and ARQ Retry Timeout

In this subsection we study suitable parameters for the

ARQ feedback intensity and the ARQ retry timeout. Since

the last simulation campaign resulted in a suggestion to use

ARQ block lifetime value of 80 ms, it is chosen for these

simulations. Other parameters are the same.

Fig. 6 shows the VoIP packet delay CDF for the ARQ

feedback intensity of 20 ms and different ARQ retry timer

values. As expected, the larger the ARQ retry timeout is,

the larger delay becomes because a sender waits longer for

the ARQ feedback to arrive before retransmitting packets.

It is especially the case of the DL transmission where no

contention occurs. It is interesting to note that increasing the

ARQ feedback intensity to 40 ms does not change significantly

results. The delays become larger but not much.
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Fig. 7. VoIP IP end-to-end delay CDF: ARQ Feedback Intensity 40 ms.

Information on the packet drops gives another view on the

ARQ feedback intensities and ARQ retry timeouts. Fig. 8(a)

shows that as long as the retry timeout is at most 50ms, the

drop probability is below 1%. Furthermore, ARQ feedback

intensity of 20 ms gives best results from point of view of

delays and number of dropped packets. Futher analysis of

the ARQ retry timeout reveals that the background BE traffic

throughput improves when VoIP retry timeout is set to 40 ms.
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As expected, smaller retry timeout values decrease the overall

spectral efficiency since too many packets are retransmitted.

Based on the presented simulation results, it is possible to

state that a good choice for the ARQ feedback intensity can

be 20 ms, which is the VoIP datagram generation interval. The

ARQ retry timeout can be of 40ms. The maximum delay is

less than 100 ms and the 95-percentile delay is around 50 ms.

V. CONCLUSIONS

The main result of this study is that the ARQ mechanism

and the BE packet treatment might be used with VoIP connec-

tions, even though it is not a typical configuration. However,

it is a good possibility when a provider does not know what

application a customer will use or when the first wave of

network deployment assumes only the BE subscription.

We presented that the ARQ block lifetime can ensure the

maximum delay at the expense of dropped packets. A carefully

selected ARQ block lifetime of 60–80 ms gives a good tradeoff

between the target delay of 50 ms and the number of dropped

packets less than 1%. It meets both the IEEE 802.16m and

IMT-Advanced requirements. The ARQ feedback intensity

should be less than ARQ retry timeout to avoid unnecessary

retransmissions due to the ARQ retry timeout expiry. Since

a typical VoIP codec outputs data at a rate of one frame per

20 ms, it is quite logical to set the ARQ feedback intensity to

20 ms. Then, the ARQ retry timeout of 40 ms provides a good

tradeoff between the network utilization and delays. Even if

two consecutive ARQ feedbacks are lost, a VoIP sender still

has time to retransmit VoIP packets. The obtained results can

also be applied to other wireless broadband technologies, such

as 3GPP LTE, where a similar ARQ mechanism functions at

the RLC level.
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Abstract—The IEEE 802.16 standard defines two main du-
plexing modes: Time Division Duplexing (TDD) and Frequency
Division Duplexing (FDD). The FDD can be divided further into
Full-FDD (F-FDD ) and Half-FDD (H-FDD ). F-FDD requires full
duplexing support from subscriber stations and works with two
frequency bands. TDD operates a single frequency band, but it
does not need full-duplexing support. H-FDD is a combination of
these: it works with two frequency bands and does not require
full-duplexing support. The cost of this is a more complicated
scheduling and added overhead. Still, H-FDD might be the only
possible duplexing mode in some occasions. In this paper, these
duplexing modes are compared and the H-FDD specific features,
such as group balancing, are presented. The simulation results
show that H-FDD does not quite match the performance of
F-FDD or TDD. In the downlink direction, F-FDD and TDD
have similar performance but in the uplink direction F-FDD can
benefit from subchannelization gain with fewer bursts per frame.

I. INTRODUCTION

IEEE 802.16 is a standard for the wireless broadband access

network [1], [2] which can provide a high-speed wireless

access to the Internet to home and business subscribers. It

supports applications and services with diverse Quality-of-

Service (QoS) requirements. The core components of a 802.16

system are a subscriber station (SS) and a base station (BS).

The BS and one or more SSs can form a cell with a point-to-

multipoint (PMP) structure. In this case, the BS controls the

activity within a cell, the resource allocations to achieve QoS,

and admission based on the network security mechanisms.

Similar to 3GPP LTE, the IEEE 802.16 specification defines

two major duplexing modes: TDD and FDD. However, unlike

the 3GPP LTE basic deployment scenario, WiMAX Forum

chose the TDD frequency bands resulting in FDD been ex-

cluded from early versions of the system profile. The reason

is that the TDD system is simpler in design thus requiring

less expensive chipsets at the terminal side. However, lack

of a proper FDD support meant that WiMAX could not be

deployed to the FDD bands where downlink and uplink reside

on different non-adjacent carriers. As a result, recent advances

in both the IEEE 802.16 standard [4] as well as the system

profile [5] added the FDD duplexing mode. To keep the

terminal cost as low as for TDD, a special form of the FDD

mode, referred to as H-FDD, was proposed. Thus, the 802.16

system can be considered in three duplexing modes: TDD,

F-FDD, and H-FDD.

The goal of this paper is to analyze duplexing modes

available in the 802.16 system and compare their performance.

In addition, we study the H-FDD group assignment algorithm

and group ratio problems from the IEEE 802.16 MAC and

PHY perspective. Although this article mentions network

planning, frequency planning and system design problems for

each duplexing modes, these topics are not considered. The

simulation tool used is WINSE (WiMAX NS-2 Extension)[11]

which is an 802.16 extension on top of NS-2.

There is very little existing H-FDD study, especially in

the 802.16 networks. There is existing study about TDD

and F-FDD but they do not take OFDMa specific features

like subchannelization gain into account. The authors in [14]

propose a hybrid scheme where the users close to basestation

would use TDD over OFDMa and users in the cell edge would

use FDD over DL-OFDMa/UL-CDMA. The idea is interesting

but it does not conform to the current IEEE 802.16 standard.

In [8] the authors introduce the strengths and weaknesses of

F-FDD and TDD in general 4G OFDMa context. They show

how cross-slot interference can be decreased with TDD by

synchronizing the slots across all basestations in the network

and adding sectors. Sectors are already present in IEEE 802.16

and the notion of having the same DL/UL ratio over the entire

system is important.

In [6] authors introduce Half-Duplex Allocation (HDA)

algorithm which does scheduling for half-duplex subscribers

with bi-directional traffic with F-FDD frame structure. The

authors assume IEEE 802.16 OFDM scheme and they prove

that with simple assumptions this allocation of bursts can

always be done. They compare VoIP capacity of HDA to

the VoIP capacity of F-FDD and the H-FDD theme defined

in IEEE 802.16. They find out that HDA can almost match

F-FDD and is clearly better than H-FDD. Also web traffic

was analyzed and with similar results. The HDA requires that

time division multiple access (TDMA) can be utilized in the

uplink. However this is not possible in uplink with the mobile

IEEE 802.16e OFDMa scheme[2] so HDA is not feasible with

mobile WiMAX devices. In the presented IEEE 802.16 H-

FDD scheme the subscribers were placed randomly to the two

H-FDD groups which is not the optimal solutions which we

will show later in this paper.

The rest of the paper is organized as follows. Section II

provides an overview of duplexing modes and analysis their

advantages and drawbacks. Section III presents the simulation
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results. Finally, section IV concludes the paper and outlines

further research directions.

II. DUPLEXING MODES

A. TDD

Time Division Duplexing (TDD) frame structure is pre-

sented in Fig. 1. One of the main benefits of TDD is that

the ratio between the downlink and uplink subframes can

be adjusted flexibly thus adapting the system throughput to

an operator demands. Of course, the whole operator network

should have the same ratio. Otherwise, the downlink data from

neighboring cells will cause severe interference to the uplink

data transmission in the other cell. The radio implementation

in TDD is simpler since there is no need to send and receive

simultaneously. It is enough to have a single radio interface

with a single encoding/decoding chain. This is particularly

important for subscriber stations because it simplifies the

hardware design and therefore makes the devices cheaper [8].

Fig. 1. TDD frame structure.

One of the drawbacks of TDD is a relatively small uplink

subchannelization gain, especially if the downlink sub-frame

is considerably larger than the uplink one. It may become a

limiting factor for many services and makes operation at the

cell edge much more challenging.

B. F-FDD

Fig. 2 presents the frame structure for Full Duplex Fre-

quency Division Duplexing (F-FDD). The uplink and down-

link subframes reside on different frequencies, where the

frequency bands do not need to be adjacent. This is also a

benefit of FDD modes and it means that an operator can use

two narrow frequency bands where TDD could use only one

of them. The downside of F-FDD is that subscriber stations

must be able to send and receive at the same time. This makes

the radio implementation more expensive. Also the antenna

design might become more complicated if the downlink and

uplink carriers reside at considerably different frequencies.

Because the frequency bands given to the operator are fixed,

it is impossible to change the ratio between the downlink and

uplink subframes. This is not a desired feature if the network

is used as a last-mile data connection where the traffic nature

is very asymmetric. However, even though a typical FDD

frequency allocation assumes two bands of the same size,

the WiMAX Forum system profile allows for having bands

of different size, e.g., 10 MHz for downlink and 5 MHz for

uplink. Nevertheless, it is less flexible than in the TDD system.

One of the tempting features of FDD in OFDMA is sub-

channelization gain. If a subscriber uses fewer subchannels, it

Fig. 2. F-FDD frame structure.

can use more power per a subchannel and thus increase the

received signal-to-noise ratio (SNR). A typical F-FDD system

with 5+5 MHz frequency bands has twice the number of slots

per subchannel when compared to a typical TDD system with

10 MHz frequency band. This means that subscribers in the F-

FDD system use less uplink subchannels for the same amount

of data as in TDD and thus might get better uplink throughput.

C. H-FDD

The introduction of the H-FDD duplexing mode aimed at

solving a few problems of F-FDD. To transmit and receive

simultaneously, a terminal must have two antennas with two

related radio processing chains. Theoretically, a terminal with

one radio chain might have announced itself as a one that can

either receive or transmit, but then the scheduling becomes

much more complicated [6]. The BS must ensure that down-

link and uplink bursts are not scheduled for the same terminal

at the same moment of time. The H-FDD divides each sub-

frame into two groups in such a way that downlink and uplink

transmissions occur at different moment of times. The group

1 downlink subframe and group 2 uplink subframe start the

frame. A subscriber station belongs logically to one of the

aforementioned groups.

Fig. 3. H-FDD frame structure.

There are a number of drawbacks in the H-FDD duplexing

mode. Firstly, due to the MAP messages transmitted in both

groups, the downlink overhead doubles. Secondly, there are

more gaps on the uplink carrier to allow a terminal to switch

from a transmitting to a receiving mode. From the network

point of view, H-FDD creates a need to implement and run a

few additional resource management algorithms that are not

present in other duplexing modes.

D. H-FDD Group Ratio

One of the key questions in the H-FDD system is how to

partition the H-FDD frame into two groups. The group ratio

plays a crucial role in the system performance as it allows for

achieving a subchannelization gain for stations that reside at

the cell edge.

A group ratio of 1:1 is the simplest solution for partitioning

the H-FDD frame. However, when compared to the TDD
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mode, it does not provide a significant gain since each group

has approximately 21 symbols. It is very close to the typical

TDD system configuration where symmetrical services are

supported. Of course, if the TDD system has a much larger

DL frame, then H-FDD starts to provide an additional gain.

Nevertheless, the gain is not as high as for the F-FDD system

where the UL subframe spans all the symbols. It is also worth

mentioning that the group ratio of 1:1 simplifies significantly

the scheduling process because all two groups are similar from

the resource allocation point of view.

An interesting approach is to have unequal group sizes in

the H-FDD system where the first group downlink sub-frame

is always of the smaller size. The first group is the default

group that new subscribers use. Having the uplink subframe

bigger in the first group means that stations joining the network

at the cell edge can benefit from subchannelization gain as

much as possible. At the same time, a group with a small UL

subframe might be allocated stations with a very good uplink

performance.

The biggest problem with an unequal group ratio is that

it imposes significant constraints on the BS scheduler. As an

example, if too many stations with a poor uplink performance

are assigned to group 2 that has a large UL subframe, then

the DL subframe may run out of resources. Similarly, if a

station with high uplink and downlink bandwidth requirements

is assigned to group 1, then the BS scheduler may fail to ensure

its uplink bandwidth needs. Due to a small UL subframe, an

UL allocation will span too many subchannels thus causing

problems at the cell edge.

We treat the H-FDD group ratio as a network design

parameter that an operator sets based on the environment and

supported services. In the following sub-section we assume

that it is fixed and does not change in the course of time.

E. H-FDD Group Balancing

The 802.16 specification[1], [2] or system profile[5] do

not say anything about how or how often the H-FDD group

balancing should be done. We have implemented two H-FDD

group balancing algorithms which, hence, will be referred to

as basic and adaptive fair.

In the basic algorithm the subscriber ratio between groups is

kept as close to 1:1 as possible. The subscribers’ SNR or type

of traffic etc. do not have any impact on the decision; neither

the H-FDD group ratio is taken into account. An uneven group

ratio means that the users in the group with a bigger UL

subframe will get more UL resources and vice versa. Since

the subscribers are selected randomly it probably means that

these users also get more bandwidth. An example of group

balancing for 10 subscribers with the basic algorithm can be

seen in Fig. 4(a). It is already evident that the basic algorithm

cannot provide a good fairness across all the stations. The only

achievable thing is a good fairness within a particular group.

The objective of the adaptive fair group balancing algorithm

is to provide a good fairness between all the subscribers in

two groups. Adaptive fair consists of two main stages. In

the first stage, the traffic direction in the cell is detected. If

most of the users have mostly downlink traffic, then downlink

fair balancing will be used, and if the traffic is mostly in the

uplink direction, then uplink fair balancing is utilized. In the

second stage users are sorted based on the SNR of detected

direction. Then, the users with the worst SNR are placed to

H-FDD group 1. The premise idea if this solution is that users

with bad SNR can benefit from the uplink subchannelization

gain since group 1 has a larger uplink subframe size. The

balancing between groups is based either on the uplink or

downlink fairness criterion so that the bandwidth for every

subscriber in the cell should be roughly same. An example of

group balancing done with the adaptive fair algorithm in the

downlink case is shown in Fig. 4(b).

In both cases the groups are balanced periodically. H-FDD

group switch information is passed to the subscriber in the

DL-MAP. When a subscriber changes the group it loses one

uplink subframe because information on UL-MAP message

always refers to the next frame. Thus, rapid switching impacts

negatively uplink performance and, in particular, the HARQ

functioning.

(a) Basic (b) Adaptive Fair - DL optimized

Fig. 4. Example of H-FDD group balancing

III. SIMULATIONS

A. Simulation environment & setup

Fig. 5 shows a network that we use in a simulation scenario.

It comprises a single BS controlling its sector, a FTP server

with which data is exchanged, and 32 subscriber stations. In

the uplink scenarios only uplink traffic is present; similarly,

there is only downlink traffic in scenarios where the downlink

performance is analyzed. The traffic model is the TCP full

buffer FTP transmission over the 802.16 BE connection. Thus,

regardless of the scenario, there is also traffic in the opposite

direction caused by the TCP acknowledgements. Each simula-

tion is ran 12 times and the application level data is measured

at a wired link between the FTP server and the base station.

TABLE I
SYSTEM LEVEL PARAMETERS.

Parameter Value

Reuse factor 1/3
Path loss model 802.16m urban macro cell
Fast fading Jakes model, K=0
Interference level DL/UL -157 / -159 dBm/Hz
Antenna technique SISO (1x1)
Antenna pattern BS/SS 3GPP / Omnidirectional
Antenna gain BS/SS 17 / 0 dBi
Antenna height BS/SS 32 / 1.5 m
Tx power BS/SS 5W(TDD), 2.5W(FDD) / 0.2 W
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Fig. 5. General Network Structure.

Even though we concentrate on simulations of a single

sector, we assume the presence of other cells that generate in-

terference. Table I provides information on the relevant param-

eters. We use the 802.16 UMa propagation [3] with the Jakes

fast fading model. For the sake of simulation simplicity, we

use a constant interference level. The BS and SS use different

antenna patterns, antenna heights. The BS preserves the same

transmission power density regardless of the duplexing mode,

i.e., 5W for the 10 MHz TDD frame and 2.5W for the 5 MHz

FDD mode DL sub-frame. The SS maximum transmission

power is 0.2W, whereas the instantaneous transmission power

is governed by the BS power control algorithm.

TABLE II
TDD/F-FDD/H-FDD PHY PARAMETERS.

Parameter TDD F-FDD H-FDD

Center frequency 2.5 GHz

PHY OFDMa

Cyclic prefix length 1/8

Frames per second 200 (5 ms/frame)

Long preamble 1 symbol

Bandwidth 10 MHz 5+5 MHz

FFT 1024 512

TTG+RTG 296+168 PS 0+168 PS

DL/UL subchannels 30/35 15/17

DL/UL subcarrier alloc. DL PUSC / UL PUSC

OFDM symbols 47

DL/UL symbols 22 / 24 46 / 45 18+28 / 27+18

DL slots 330 345 135+210

UL slots 280 255 102+153

Ranging backoff start/end 1/15 0/15

Ranging transm. opport. 2 1

Request backoff start/end 3/15 2/15

Request transm. opport. 8 4

The 802.16 network parameters are given in Table II

(duplexing mode specific PHY parameters) and Table III

(common MAC level parameters). In FDD, there are two

5 MHz bands that impact a choice for the number of FFT

points, which ensures the same sub-carrier spacing also for

TDD that spans one 10 MHz band. It explains the number

of subchannels we have in DL and UL directions in different

duplexing modes. The TDD DL/UL ratio is chosen in such

a way that the number of slots is comparably the same as in

the FDD modes. Fig. 6(a) shows number of slots, symbols

and subhannels for TDD. For H-FDD, an unequal group ratio

is utilized to benefit from the UL subchannelization gain.

Fig. 6(b) clarifies the number of symbols, subchannels, and

slots used in F-FDD mode and Fig. 6(c) in H-FDD mode. It

must be noticed that there are unused symbols in the uplink

sub-frame in FDD modes due to the UL PUSC structure that

mandates to use 3 symbols per one uplink slot.1 It is also

worth mentioning the initial ranging and bandwidth request

parameters. Since there are two independent groups in H-FDD,

the number of transmission opportunities per each H-FDD

group is reduced two times and the backoff parameters are

adjusted accordingly.

(a) TDD

(b) F-FDD

(c) H-FDD

Fig. 6. Number of slots, symbols and subchannels used in the simulations.

The BS runs the throughput-fair scheduling algorithm, a

simple, yet efficient, solution that is capable of allocating slots

based on the connection QoS requirements and bandwidth

request sizes. It is based conceptually on the deficit round-

robin; details of the algorithm are presented in [10]. The reason

we did not choose the proportional-fair scheduler [7], which

may improve the overall spectral efficiency, is the fact that

it tends to decrease fairness, thus making an overall analysis

more challenging. In the H-FDD mode, the BS scheduler runs

two independent scheduling entities that are responsible for

resource allocation in both H-FDD groups. Furthermore, the

1The real 802.16 system may benefit from those leftovers and use them
for other purposes, such as UL sounding. Another option is to allocate there
an UL ranging/request channel that should not be aligned on the 3 OFDM
symbol boundary.
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TABLE III
COMMON MAC PARAMETERS.

Parameter Value

DL/UL channel measurements preamble / data burst

Channel report type / interval CQICH / 20ms

Channel measurements filter EWMA, α = 0.25

UL Power Control Closed loop

Link adaptation model target FEC BLER, 10−1

H-FDD group balancing algorithm Basic / Adaptive fair

H-FDD group balancing interval 500 ms

MAP MCS QPSK1 2

Compressed MAP ON

sub-MAPs OFF

CDMA codes 256

ranging+periodic ranging 64

bandwidth request 192

handover –

Fragmentation/packing ON

PDU size 140 B

CRC ON

ARQ feedback standalone

ARQ feedback types all

ARQ feedback interval 20 ms

ARQ block size / window 16 B

ARQ window 1024

ARQ block rearrangement ON

ARQ deliver in order ON

ARQ timers

retry 100ms

block lifetime 500ms

Rx purge 500ms

BS scheduler takes as two independent parameters a preferred

number of bursts that should be allocated in the DL and UL

directions. It allows for studying the performance of duplexing

modes under different scheduling configurations.

In addition to the scheduling algorithm, it is crucial to

mention basics of the UL power control module because

the specification does not define an exact algorithm. We

implemented a simple closed-loop power control that works in

coordination with the BS scheduler. Firstly, every time the BS

scheduler makes an UL allocation, it ensures that an SS power

budget is not exceeded. If the BS scheduler allocates small UL

data grants, then the UL power control increases gradually

SS transmission power to benefit from the subchannelization

gain. As opposed to that, if the BS scheduler tends to allocate

larger UL data grants, the UL power control instructs an

SS to decrease the transmission power per a sub-carrier so

that an SS can transmit in more subchannels. All the UL

power control commands are carried in the DL broadcast FPC

management message. All the SSs also report periodically their

UL transmission power values via signaling headers.

The MAC level retransmission mechanism is ARQ, param-

eters of which are tuned based on our previous research on

the ARQ mechanism in the 802.16 networks [12]. The ARQ

mechanism also governs the target FEC block error rate of

10−1 that is used in the link adaptation module [9]. Even
though our simulator supports so-called sub-MAPs that can

improve dramatically the performance [13], we decided to turn

them off as they also may impact fairness.

While running simulations, we consider a few cases with

a different number of preferred bursts per a sub-frame. As is

presented later, it helps to explain a difference between TDD

and FDD performance and uplink subchannelization gain.

B. TDD & F-FDD
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Fig. 7. Downlink spectral efficiency for different duplexing modes. TDD
bars have been scaled up to match the slot count of F-FDD and H-FDD.
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Fig. 8. Uplink spectral efficiency for different duplexing modes. TDD bars
have been scaled down to match the slot count of F-FDD and H-FDD.

First we analyze the difference between TDD and F-FDD.

Fig. 7 shows the downlink spectral efficiency for F-FDD and

TDD. For both duplexing modes the spectral efficiency gets

worse when there are more bursts per a subframe. This is

because more bursts means that there are more entries in

DL-MAP which creates additional overhead. Also with TCP

traffic it means that more TCP acknowledgements are sent in

the uplink direction, which also increases the UL-MAP size

residing in the DL sub-frame. So, regardless of the duplexing

mode, the BS scheduler can benefit from the full-buffer traffic

by allocating only a few downlink bursts. Downlink fairness

for 32 bursts can be seen in Fig. 9(c) and for 4 bursts in

Fig. 10(c). It can be seen that there is no fairness difference

between TDD and F-FDD. Furthermore, the BS scheduler can

achieve a good fairness in the downlink direction even for a

few data bursts.

Fig. 8 shows the uplink spectral efficiency for F-FDD and

TDD. It can be seen that with both duplexing modes the
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Fig. 9. Duplexing mode comparison throughput and fairness CDFs - 32 bursts per frame.

performance improves when the number of the bursts per

frame increase. This is due to increased subchannelization

gain. F-FDD gets the biggest gain already with 16 bursts per

frame because there are 17 subchannels in the uplink sub-

frame in F-FDD. It means that there is roughly one subchannel

per subscriber where it can concentrate all transmission power.

With TDD there are 35 subchannels in the uplink direction,

which means that TDD still benefits significantly when the

number of bursts is increased from 16 to 32. With 32 bursts

per frame the performance difference between TDD and F-

FDD is not big. Also it has to be remembered that in the

uplink direction more bursts add to the MAP message size

but MAP message is carried in the downlink subframe. The

MAP message sizes are not measured here but it is clear

that MAP messages are smaller with 16 uplink bursts than

with 32 uplink bursts. F-FDD can therefore benefit from full

subchannelization gain with less MAP message overhead than

TDD. Uplink fairness for 32 bursts can be seen in Fig. 9(d)

and for 4 bursts in Fig. 10(d). With 4 bursts per subframe there

is no difference between TDD and F-FDD. With 32 bursts per

subframe F-FDD is providing better fairness than TDD.

C. H-FDD Group Balancing Algorithms

In this subsection we analyze the difference between two

proposed H-FDD group balancing algorithms. Fig. 7 shows

the downlink spectral efficiency for basic and adaptive fair H-

FDD group balancing algorithms. In all the cases the basic

algorithm provides better spectral efficiency than adaptive

fair. This can be explained by the bad fairness which is

seen in Fig. 9(c) and Fig. 10(c). The basic balancing assigns

randomly 16 subscribers to the first group and 16 to the second

one. The downlink subframe of the first group is smaller

than the downlink subframe of second group which means

that there are fewer slots per subscriber in the first group.

This phenomenon can also be seen from throughput CDFs in

Fig. 9(a) and Fig. 10(a).

In the uplink direction the difference between basic and

adaptive fair is similar to that in downlink. Spectral efficiency

for basic is better (Fig. 8) but fairness (Fig. 9(d) and Fig. 10(d))

and throughput distribution (Fig. 9(b) and Fig. 10(b)) are

worse. The uplink contention mechanism is equalizing the

difference between the two groups with basic balancing so
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Fig. 10. Duplexing mode comparison throughput and fairness CDFs - 4 bursts per frame.

it is not as clear as in the downlink case.

D. H-FDD Adaptive Fair, TDD and F-FDD

Because H-FDD with adaptive fair group balancing can

provide good fairness, we compare it to the other duplexing

modes. In the downlink direction H-FDD with adaptive fair

balancing does not reach the spectral efficiency of F-FDD or

TDD, which is seen in Fig. 7. This is because H-FDD has

more overhead from MAP message headers. Still, Fig. 9(c)

shows how fairness with H-FDD adaptive fair is almost as

good as with F-FDD and TDD.

In Fig. 8 it can be seen that in the uplink direction with

4 and 8 bursts per frame the H-FDD has a better spectral

efficiency than F-FDD or TDD which is explained by worse

fairness. With 16 bursts F-FDD gets the full benefit from sub-

channelization gain and has the best efficiency while H-FDD

and TDD perform equally. With 32 bursts TDD benefits from

subchannelization gain and outperforms H-FDD.

IV. CONCLUSIONS

In this paper, we have analyzed the different duplexing

modes in the IEEE 802.16 wireless system. In addition, we

have considered the H-FDD specific features, such as group

ratio and group balancing, and analyzed two ways to balance

users between the H-FDD groups.

The simulation results show that, as expected, there is no

big difference in performance between the TDD and FDD

modes in the downlink direction. In the uplink direction, F-

FDD gets the full benefit from subchannelization gain already

with a fewer number of bursts per a frame. In general, longer

uplink sub-frame makes cell edge performance better under F-

FDD. H-FDD has the worst performance, mostly due to two

groups that introduce a number of small transmission gaps

and increase the DL signaling overhead. While comparing

proposed H-FDD group balancing methods, one can notice that

the basic H-FDD balancing algorithm always achieves better

spectral efficiency than the adaptive fair balancing, which is

explained by bad fairness. The adaptive fair balancing can

achieve as good fairness as TDD and F-FDD except the uplink

direction with 4-8 bursts per frame. At the same time, the

spectral efficiency is 0-10% behind of TDD and F-FDD when

fairness is similar.

There is no simple choice between TDD and F-FDD since
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they both have their benefits. TDD has an adjustable DL/UL

ratio and F-FDD can utilize better the uplink subchannelization

gain. However, it is usually the case that an operator does

not select the duplexing mode freely, but rather adapts to

available frequency bands. Then, if the F-FDD subscriber

stations are not available or they are too expensive, H-FDD

must be used. It is worth mentioning that the scheduling for

H-FDD is more complicated which creates a burden for the

network side. Furthermore, bidirectional traffic mixture will

create additional fairness problems. Still, we have shown that

in simple cases fairness can be guaranteed with the proposed

adaptive fair balancing where H-FDD has only slightly worse

spectral efficiency than TDD or F-FDD.

In the future we plan to study how the H-FDD group ratio

can be adjusted jointly with the H-FDD group balancing.

Also, delay sensitive traffic will be analyzed by studying VoIP

capacity with different duplexing modes.
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ABSTRACT

The IEEE 802.16 technology defines several link level mech-
anisms to retransmit erroneous data. In this paper we com-
pare the performance of the ARQ and HARQ mechanisms
in the IEEE 802.16 networks. Our simulations results show
that in general HARQ provides a better performance. How-
ever, ARQ can compete successfully with it due to a smaller
signaling overhead. Furthermore, since ARQ does not re-
quire a dedicated uplink signaling channel for the acknowl-
edgments messages, it results in better resources utilization
in the uplink direction.

Keywords

IEEE 802.16 WiMAX, ARQ, HARQ, NS-2

Categories and Subject Descriptors
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1. INTRODUCTION
IEEE 802.16, called WiMAX, is a standard for the wire-

less broadband access network [1] that can provide a high-
speed wireless access to home and business subscribers. It
supports applications and services with diverse Quality-of-
Service (QoS) requirements. The core components of a 802.16
system are a subscriber station (SS) and a base station (BS).
The BS and one or more SSs can form a cell with a point-to-
multipoint (PMP) structure. In this case, the BS controls
the activity within a cell, resource allocations to achieve QoS
and admission based on the network security mechanisms.

A major concern in any wireless communication system
is the control of transmission errors caused by channel noise

Permission to make digital or hard copies of all or part of this work for
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not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
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MSWiM’08, October 27–31, 2008, Vancouver, BC, Canada.
Copyright 2008 ACM 978-1-60558-235-1/08/10 ...$5.00.

so that error free data can be delivered to the user. Mod-
ern broadband wireless systems provide a number of mech-
anisms to achieve the error-free data transmission. In par-
ticular, IEEE 802.16 provides two mechanisms: automatic
repeat query (ARQ) and hybrid automatic repeat query
(HARQ). Both two mechanisms are available in the OFDMa
PHY, which serves as a basis for the mobile 802.16 net-
works [2]. Both ARQ and HARQ rely on an integrity check
to detect channel errors, and uses a retransmission process
to retransmit lost (i.e., missing or corrupted) data. How-
ever, unlike ARQ that works as a part of the upper MAC
layer, HARQ requires a more complicated signaling to re-
port ACKs and request retransmissions.

In this paper we provide an accurate comparison of ARQ
and HARQ mechanisms in IEEE 802.16 networks by means
of extensive network simulations. The comparison of ARQ
and HARQ mechanisms has not been studied thoroughly
yet. In most cases, authors either compare different HARQ
flavors or compare HARQ against non-ARQ data transmis-
sion by means of link level simulations. While the link level
simulations provide an accurate link performance estima-
tion, usually they are not capable of accounting for the
system level overhead or even higher level transport pro-
tocol behavior. We combine the link level simulation re-
sults with the 802.16 network simulations where we have
a complete MAC implementation with upper layers. Since
our module is based on the NS-2 simulator, there is also
an accurate modeling of transport protocols. To compare
ARQ and HARQ, we conduct the TCP data transmission
because it is usually the case that the real-time UDP based
services, such as VoIP, either rely upon HARQ or do not use
any retransmission mechanism at all asking the link adapta-
tion model to choose a more robust modulation and coding
scheme (MCS). Another reason for using TCP is that it is
much more sensitive to packet drops.

The rest of this paper is organized as follows. Section
II considers theoretically the HARQ and ARQ mechanisms
and delves into the details of their functioning. Section III
presents the simulation results. Section IV discusses about
the results and outlines performance enhancements. Finally,
section V concludes the paper.

2. ANALYSIS OF ARQANDHARQMECH-

ANISMS
In subsequent subsections, we analyze theoretically ARQ

and HARQ mechanisms. We consider the following compar-
ison parameters:
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1. MAP messages (DL-MAP and UL-MAP), downlink
and uplink signaling overhead

2. MAC PDU overhead

3. PDU error rate

4. Scheduling constraints

For the sake of brevity we omit the detailed description
of ARQ and HARQ mechanisms. A good general overview
of ARQ and HARQ is given in [6]. Technical description of
ARQ with simulation results is presented in [13]. A detailed
description of HARQ mechanism with simulation results can
be found in [7, 5].

2.1 ARQ
The ARQ mechanism does not introduce any additional

MAP signalling overhead when compared to the non-ARQ-
enabled functioning. ARQ enabled data and the ARQ feed-
backs are transmitted at the MAC level as normal PDUs.
Thus, the MAP messages encode normal data bursts for the
ARQ-enabled connections. However, the MAC PDU over-
head is larger for the ARQ enabled connection. First, the
CRC-32 field must be added to each PDU. Secondly, the
size of the fragmentation and packing subheaders are larger
since they carry the ARQ block sequence number (BSN).
Finally, even if a PDU carries a non-fragmented SDU, the
fragmentation subheader (FSH) is still mandatory because
it encodes the ARQ BSN. It is also worth noting that the
typical ARQ connection should have a limited PDU size,
otherwise a connection may experience a poor performance
if large PDUs are constructed [9]. Fig. 1 presents a sam-
ple data burst with two MAC PDUs inside (for the sake of
clarify, a data burst is presented as a one-dimensional allo-
cation).

CRC-32GMH FSH

 data burst

MAC PDU #1

6 2 4

CRC-32GMH FSH

MAC PDU #2

6 2 4

Figure 1: ARQ PDU.

ARQ mechanism does not introduce significant constraints
for the BS scheduler. As mentioned above, the ARQ works
on the top of the basic MAC functionality. Thus, once the
BS allocates a data burst, the ARQ mechanism starts to uti-
lize it in excatly the same way as the non-ARQ connection
does. The only serious constraint the BS scheduler must ac-
count for is the ARQ block size. To avoid ARQ transmission
stalls, the minimum data burst size should be larger than
a single ARQ block size negotiated between the SS and BS
[11].

The only serious ARQ limitation is the absence of the
retransmission gain as in the case of HARQ. If there is a
high FEC BLER either due to the decreased channel con-
ditions or incorrectly working link adaptation model, then
subsequent retransmissions will experience the same drop
probability as the initial one. It is also important to note
that ARQ feedback messages can be dropped as any other
MAC PDU. Then, the resulting performance depends heav-
ily on the ARQ feedback intensity and ARQ retransmis-
sion timers [14]. At the same time, it is important to note

that the ARQ mechanism retransmits only erroneous PDUs,
while HARQ retransmits the whole data burst. Further-
more, ARQ retransmissions can use a different MCS than
the original transmission while HARQ is obliged to use the
same MCS for all retransmissions.

2.2 HARQ
The MAP signaling overhead introduced by the HARQ

mechanism depends a lot on how the scheduler allocates re-
sources. It makes sense to mention that in 802.16 networks,
HARQ data is allotted in a form of HARQ sub-bursts, where
a sub-burst is a one-dimensional entity that occupies slots
in the frequency-first order. Multiple HARQ sub-bursts can
be placed into one burst that is a two-dimensional alloca-
tion. If we assume that all the HARQ sub-bursts are located
in a single burst, then the MAP overhead is not large. Fig. 2
illustrates a data burst with several HARQ sub-bursts. Con-
versely, placing a HARQ sub-burst in an independent data
bursts creates a large overhead because the MAP message
has to encode a data burst and clarify the HARQ sub-burst
configuration, e.g., the number of slots, MCS, HARQ mode
etc.

OFDMa symbols

sub-burst
    #1

sub-burst
    #2

sub-burst
    #3

sub-burst
    #4

Figure 2: HARQ sub-bursts.

In addition to HARQ enabled data bursts, the MAP sig-
nalling overhead comprises information on downlink slots
to transmit ACKs for the uplink bursts, and uplink slots
for ACKs sent by SSs for the downlink bursts. Downlink
ACKs do not create a significant overhead – there is just a
bitmap, where each bit corresponds to a particular burst.
The uplink HARQ ACK channel is more demanding. Each
HARQ downlink sub-burst requires an uplink transmission
opportunity to transmit the HARQ ACK message. Though
a single UL ACK message requires only half of an uplink
data slot, the resulting overhead may reduce noticeably the
amount of available uplink resources. Besides, the HARQ
UL ACK channel is a two-dimensional uplink allocation that
poses additional constraints for the scheduler.

The MAC level PDU overhead is somewhat less or com-
parable to the ARQ mechanism. Firstly, the sender must
reserve 2 bytes at the end of HARQ sub-burst to include
the HARQ CRC-16 field. Though there is no need carry the
per-PDU CRC-32 field, there is the PDU sequence number
(SN) extended subheader that occupies 4 bytes.1 It should
be noted that the PDU SN is optional. However, it is antic-
ipated that it is turned on for most services. Otherwise,
PDUs can arrive in the wrong order to the upper MAC
causing SDU reassembly problems. Furthermore, if SDUs
are delivered in the wrong order to a receiver, it may result

1The extended subheader encoding and its type occupy 2
bytes, thus leaving 2 bytes for the sequence number field.
Another option is to use a short sequence number that needs
only 1 byte.
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in a decreased performance at the application level. Fig. 3
illustrates a HARQ sub-burst with one MAC PDU. It is
anticipated that there will be one MAC PDU per a HARQ
sub-burst because the whole HARQ sub-burst is retransmit-
ted if an error is detected. Though it is possible to have a
number of PDUs in a single HARQ sub-burst, it results in
a larger MAC overhead.

CRC-16GMH PDU SN

HARQ sub-burst

MAC PDU

6 4 2

Figure 3: HARQ PDU.

The HARQ mechanism introduces significant constraints
to the BS scheduler. While the initial HARQ transmission
can be of any size, the subsequent HARQ retransmissions
must be of exactly the same size. Taking into account two-
dimensional data allocations in the OFDMa frame, it is easy
to imagine the complexity of this problem. Furthermore, as
mentioned above, there is also the HARQ UL ACK channel
that must be placed in the uplink part.

As mentioned in the previous subsection, HARQ retrans-
mits the whole data burst when an error is detected. Since
large data bursts have a higher probability of being dropped,
the BS scheduler should consider making smaller allocations.
Such a requirement may conflict with certain scheduling
policies, such as proportional fair, where the scheduler tends
to allot slots when an SS has a good channel performance
or where large allocations are made at large time intervals.

2.3 ARQ on top of HARQ
This case combines properties of both the ARQ and HARQ

mechanisms. The reason an operator may resort to using
such a configuration is the fact that HARQ has a limited
number of retransmissions, whereas the ARQ mechanism
can retry until the ARQ block life timer expires. It creates
an appealing scenario for the TCP based services that suffer
from packet drops. If HARQ detects errors and copes with
retransmissions, then the ARQ levels sees a clear channel
thus resulting in small cumulative ARQ feedback messages.
The ARQ feedback overhead is very small in this case [13].
If HARQ fails, the ARQ mechanism can request a retrans-
mission by means of negative ACK, which can be encoded
efficiently by the cumulative+sequence feedback type [13].

To avoid double MAC PDU overhead caused by the HARQ
and ARQ mechanisms, it is possible to disable the PDU SN.
Indeed, to ensure a correct ordering of PDUs at receiver, it
is enough to use ARQ BSN. If a certain PDU is missing as a
result of failed HARQ transmission (or retransmission), the
ARQ mechanism will buffer all the subsequent ARQ blocks
and wait until a PDU with expected ARQ blocks is received.
It should be noted that it is possible to keep both PDU SN
and ARQ BSN. However, then the ARQ block rearrange-
ment must be disabled so as not to damage the PDU SN
numbering.

In any case, enabling both ARQ and HARQ mechanisms
results in the largest MAC overhead: there are CRC fields
in a HARQ sub-burst and in each MAC PDU, and the in-
creased packing/fragmentation subheaders due to the ARQ
BSN. Fig. 4 illustrates an example of the ARQ-enabled MAC

PDU carried in the HARQ sub-burst. Similar to the HARQ
case, there is one PDU that spans the whole sub-burst. At
the same time, the PDU has the FSH and CRC-32 field.

CRC-16GMH FSH

HARQ sub-burst

MAC PDU

6 2 2

CRC-32

4

Figure 4: HARQ PDU.

From the scheduling point of view, the majority of the
scheduling limitations come from the HARQ mechanism be-
cause ARQ works on top of it. At the same time, the ARQ
block size mandates implicitly the minimum HARQ burst
size that the scheduler should allocate.

3. SIMULATION RESULTS
To run simulations, we have implemented the 802.16 MAC

and PHY levels in the NS-2 simulator. The PHY implemen-
tation includes both OFDM and OFDMa. The MAC imple-
mentation contains the main features of the IEEE 802.16
standard, such as downlink and uplink transmission, con-
nections, MAC PDUs, packing and fragmentation, the con-
tention and ranging periods, the MAC level management
messages, and the ARQ mechanism. The ARQ implemen-
tation supports the ARQ blocks, the ARQ transmission win-
dow, retransmission with rearrangement, and all the ARQ
feedback types. The ARQ implementation also includes the
prioritization of the ARQ feedbacks and retransmissions. All
the related algorithms are presented in [13]. The HARQ im-
plementation supports Type I, i.e., chase combining (CC).

1 Gbps/2 ms

Base station

File server

SS

Figure 5: Network structure.

Fig. 5 shows the network structure we use in the simu-
lation scenarios. The simulation environment includes one
wired node that is connected with a high-speed link to the
BS. Such a choice is motivated by a desire to diminish any
impact the wired medium may have on the simulation re-
sults. Also, there are SSs each of which establishes one up-
link and downlink BE connection to the BS. Each SS also
establishes the basic management connection to exchange
the management messages with the BS. An SS hosts exactly
one FTP-like application that downloads data over the TCP
protocol from a wired node. The reason we choose such an
application type is that it tries to send as much data as pos-
sible thus utilizing all the network resources. At the same
time, the TCP protocol is very sensible to the packet drops
that can occur in the wireless part.

There is the BS controlling the 802.16 network, the pa-
rameters of which are presented in Table 1.2 They are the
2These parameters conform the WiMAX Forum recommen-
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Table 1: 802.16 network parameters.
Parameter Value

PHY OFDMa

Bandwidth 10 MHz

FFT 1024

Cyclic prefix length 1/8

TTG+RTG 464 PS

Duplexing mode TDD

Frames per second 200 (5 ms per frame)

OFDM symbols 47

DL/UL symbols 32/15

DL/UL subcarrier alloc. DL PUSC/UL PUSC

DL/UL slots 480/175

DL/UL channel measurements preamble / data burst

Channel report type / interval CQICH / 20ms

Channel measurements filter EWMA, α = 0.25

MAP MCS QPSK1/2

Compressed MAP ON

Ranging transm. opport. 2

Ranging backoff start/end 1/15

Request transm. opport. 8

Request backoff start/end 3/15

CDMA codes 256

ranging+periodic ranging 64

bandwidth request 192

handover –

HARQ Type I (CC)

HARQ channels 16

HARQ buffer size 2048 B (per channel)

HARQ shared buffer ON

HARQ max. retransmissions 4

HARQ ACK delay 1 frame

PDU SN ON (HARQ case)

OFF (HARQ & ARQ case)

PDU SN type long (2 bytes)

Fragmentation/packing ON

PDU size 140 B (ARQ case)

unlimited (HARQ & ARQ case)

CRC/ARQ ON

ARQ feedback standalone (ARQ case)

piggy-backed (HARQ & ARQ)

ARQ feedback types all

ARQ feedback interval 20 ms (ARQ case)

60 ms (HARQ & ARQ case)

ARQ block size 32 B

ARQ window 1024

ARQ block rearrangement ON

ARQ deliver in order ON

ARQ timers

retry 100ms

block lifetime 500ms

Rx purge 500ms

same except a few cases. First, we limit the PDU size for
a pure ARQ connection to avoid excess PDU drops. In the
case of ARQ on top of HARQ, we set a larger ARQ feedback
interval so that ARQ waits for HARQ to finish its retrans-
missions and disable the PDU SN to avoid the double MAC
overhead. Depending on a simulation case, the ARQ feed-
back messages are of slightly different format. If there are
pure ARQ connections, then the ARQ feedback messages
are transmitted in standalone PDUs to decrease their drop
probability. Otherwise, when ARQ works on top of HARQ,
it is more efficient to piggy-back them to PDUs with user
data. The HARQ parameters are in effect only when HARQ
is turned on.

The BS scheduler reserves two transmission opportunities
for the initial ranging purposes (as in real life, an SS has to
join the network in our simulator) and eight transmission
opportunities for the bandwidth request contention resolu-
tion. The backoff parameters are given in Table 1. The
distribution of the CDMA codes is also given in the table

dations [3].

(since we do not simulate any mobility, there are no CDMA
handover codes).

The PHY model is based on trace files gathered from the
link level multi-cell simulations with the reuse 1-3-3 factor.
There are uplink and downlink trace files that are chosen
randomly by stations and are read from a random starting
index. Then, the MAC PDU error generation follows the
IEEE 802.16m simulation methodology [4] and is based on
the MAC PDU size and FEC BLER, whereas the latter is
determined based on the current MCS and the SNR HARQ
PDU error generation also accounts for the HARQ retrans-
mission gain. To adapt to the varying channel, the BS runs
the link adaptation model with the target FEC BLER for
HARQ of 10−1.5 and for ARQ of 10−2 [10].

The downlink broadcast messages, such as DL-MAP and
UL-MAP, use a robust QPSK1/2 MCS; they are never dropped
in our simulations. The BS runs the scheduling algorithm,
details of which are presented in [12]. In a few words, if there
are only the BE connections, then the BS allocates resources
fairly between the SSs based on their uplink bandwidth re-
quest and downlink queue sizes. In addition, we apply the
ARQ aware scheduling to the BS scheduler. The BS HARQ
scheduler always prioritizes HARQ retransmissions over nor-
mal data.

To obtain confidence intervals, we perform each simula-
tion run 10 times with different initial random seed values.
Each simulation run lasts for 20 seconds.

3.1 Downlink performance
In this sub-section we compare the downlink performance

of ARQ and HARQ mechanisms. Since the downlink per-
formance depends a lot on how many data bursts the BS
scheduler allocates per a single frame, we conduct several
simulation cases where we vary that parameter.
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Figure 6: Amount of transferred data in the down-

link direction.

Fig. 6 presents the total amount of data transferred in the
downlink direction during the simulation run with different
retransmission mechanisms and number of bursts. As can
be seen from the figure, the confidence intervals indicate
that almost the same performance is achieved for a par-
ticular configuration regardless of an initial seed value. In
general, HARQ outperforms the ARQ retransmission mech-
anism which is especially the case for large data bursts. The
reason is that even though a large data burst has a higher
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probability of being dropped, the HARQ retransmission gain
helps when the same data is retransmitted. On the contrary,
ARQ suffers a lot because a significant amount of PDUs are
dropped when the channel quality declines. ARQ has a poor
performance when the downlink channel varies because the
BS link adaptation cannot track it as good as for the uplink
data. As a result, large ARQ data bursts are very vulnerable
to bad channel conditions and seldom channel reports. As
the burst size becomes smaller, both ARQ and HARQ im-
proves the performance. The reason is that smaller HARQ
bursts have a less probability of being dropped and a num-
ber of ARQ bursts exploit better the time-varying proper-
ties of the wireless channel. As can be seen from the figure,
when there are 4 data bursts per a frame, the best perfor-
mance can be achieved. Further increase in the number of
data bursts per frame results in better ARQ performance
due to the HARQ signaling overhead. Since the downlink
broadcast messages are transmitted in the downlink sub-
frame, the network wastes more resources on transmitting
the HARQ signaling information rather than sending the
actual data.

It makes sense to mention separately the performance of
ARQ on top of HARQ. As expected, it provides somewhat
worse results than HARQ due to the increased MAC level
overhead. At the same time, it outperforms ARQ when
HARQ provides better results. Thus, ARQ on top of HARQ
should be considered only in very particular cases, e.g., the
equipment does not support HARQ PDU SN and HARQ
receive buffer PDU ordering. Section 4 presents a few more
cases when a provider may resort to using such a configura-
tion.

3.2 Uplink performance
In this subsection we analyze the uplink performance of

HARQ and ARQ mechanisms. We consider exactly the same
simulation scenario as in the previous subsection, but all
the connections send data in the uplink direction. Since the
TCP connection tries to occupy all the available uplink re-
sources, it is a good way to estimate the uplink performance.
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Figure 7: Amount of transferred data in the uplink

direction.

Fig. 7 presents the total amount of data transferred in the
uplink direction from all the connections. The ARQ on top
HARQ behaves similar to the downlink case – its perfor-
mance is a little bit worse than HARQ. At the same time,

ARQ performance is much closer to HARQ and even out-
performs it when there are many data bursts per a frame.
The reason is that each downlink HARQ sub-burst needs a
dedicated uplink transmission opportunity to report ACK
or NACK. Thus, the more downlink connections a networks
has, the less resources remain in the uplink sub-frame. Even
uplink TCP transmission sends TCP ACKs in the downlink
direction thus requiring HARQ uplink ACK transmission
opportunity. For exactly these reasons ARQ performs bet-
ter. Even though ARQ does not have the retransmission
gain, it is capable of transmitting more data just because
the uplink sub-frame has more free slots.

It is worth mentioning a reduced performance when there
are 32 bursts per a frame. Since SSs use the CQICH chan-
nel to report downlink channel performance, each of them
requires a dedicated uplink allocation. Thus, the more sta-
tions we have, the less free slots remain for user data.

4. DISCUSSIONS
Based on the presented simulation results it is possible to

state that the ARQ mechanism can compete with HARQ. Of
course, still HARQ outperforms ARQ in most cases. A key
to the efficient HARQ functioning is a low signaling over-
head. Otherwise, the significant amount of HARQ signaling
data diminishes its gain over the ARQ mechanism. Thus,
the BS scheduler should consider a few useful mechanisms
that can reduce the HARQ overhead: packing of several
HARQ sub-bursts into one data burst and HARQ sub-maps
that allow for encoding different parts of the downlink MAP
messages with different MCSs. However, these mechanisms
can reduce the signaling overhead only in the downlink sub-
frame. HARQ mechanism creates a significant overhead in
the uplink sub-frame because each downlink HARQ sub-
burst needs a separate allocation in the HARQ ACK chan-
nel. Unfortunately, the IEEE 802.16 specification does not
provide any solution to alleviate this signaling burden.

To benefit from the best features of HARQ and ARQ
mechanisms, it is possible to exploit the fact the 802.16 con-
nections are always unidirectional. We can apply HARQ
only for the uplink connections: a) no HARQ ACK trans-
mission opportunity is necessary and b) HARQ helps to cope
with a low uplink transmission power and interference from
other cells. At the same time, by applying ARQ for the
downlink connections we eliminate a need to allocate the
HARQ ACK transmission in the uplink sub-frame. The
BS high transmission power and other mechanisms, such as
MIMO and beamforming, can mitigate absence of HARQ.

Another, and a more flexible approach, is to disable peri-
odically the HARQ mechanism. Unlike ARQ, the BS may
inform an SS that HARQ is disabled for a certain sub-burst.
Such a behavior requires that both ARQ and HARQ mech-
anisms are turned on simultaneously. As presented in sec-
tion 3, being configured correctly, ARQ on top of HARQ
provides almost the same performance as HARQ. If the BS
detects good channel conditions, then it can disable HARQ
on fly thus leaving only the ARQ mechanism that can cope
easily with random errors. Of course, this solution requires
quite a sophisticated algorithm at the BS side that can ac-
tivate and disable HARQ at right moments of time.

It is worth mentioning that we considered HARQ CC
scheme, while there is another Incremental Redundancy (IR)
mode that is supported by the IEEE 802.16 specification. It
is anticipated that IR scheme can provide a larger gain over
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HARQ CC and ARQ [5]. However, as presented in [8, 7],
the IR scheme provides a significant gain only with the mod-
erately varying channel; in the worst case it can have even
a negative gain.

5. CONCLUSIONS
In this paper, we have analyzed the ARQ and HARQ

mechanisms and presented their performance by means of
extensive network simulations. According to our results,
HARQ outperforms ARQ in the downlink direction because
the BS is not capable of knowing the exact channel per-
formance perceived by an SS. At the same time, ARQ can
outperform HARQ when there is a significant amount of
data bursts that create a large signaling overhead, especially
in the uplink sub-frame. Based on this, the BS scheduler
should consider placing only a limited amount of HARQ
sub-bursts per a single frame. Otherwise, ARQ can be a
more suitable option especially when the network has to
support symmetrical services. Since HARQ mechanism can
use two options for ordering the received PDUs – PDU SN
and ARQ BSN – we have analyzed both of them. As fol-
lows from the results, the HARQ PDU SN provides the best
results. At the same time, ARQ on top of HARQ results
only in marginal performance degradation and is a feasible
option especially when the ARQ mechanism is configured
properly.

Our future research will aim at optimizing the HARQ per-
formance and reducing its signaling overhead. Besides, fur-
ther improvements in the ARQ mechanism are possible.
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Abstract—The IEEE 802.16 standard defines the ARQ mech-
anism as a part of the MAC layer. The functioning of the ARQ
mechanism depends on a number of parameters. The IEEE
802.16 specification defines them but it does not provide concrete
values and solutions. This paper studies the key features and
parameters of the 802.16 ARQ mechanism. In particular, we
consider a choice for the ARQ feedback type, an algorithm to
build block sequences, the ARQ feedback intensity, a scheduling
of the ARQ feedbacks and retransmissions, the ARQ block
rearrangement, ARQ transmission window and the ARQ block
size. We run simulation scenarios to study these parameters and
how they impact the performance of application protocols. The
simulation results reveal that the ARQ mechanism and its correct
configuration play an important role in achieving reliable data
transmission.

Index Terms—IEEE 802.16 WiMAX, ARQ, NS-2

I. INTRODUCTION

IEEE 802.16 is a standard for the wireless broadband

access network [1] that can provide a high-speed wireless

access to the Internet to home and business subscribers. It

supports applications and services with diverse Quality-of-

Service (QoS) requirements. The core components of a 802.16

system are a subscriber station (SS) and a base station (BS).

The BS and one or more SSs can form a cell with a point-

to-multipoint (PMP) structure. In this case, the BS controls

the activity within a cell, resource allocations to achieve QoS

and admission based on the network security mechanisms. An

overview of the key 802.16 features is given in [6].

The automatic repeat request (ARQ) is the mechanism

by which a receiving end of a connection can request the

retransmission of MAC protocol data unit (PDU), generally

as a result of having received it with errors. It is a part of the

802.16 MAC layer and can be enabled on a per-connection

basis. The 802.16 specification does not mandate the usage

of the ARQ mechanism meaning that it is a provider and a

customer specific decision.

The 802.16 ARQ mechanism is controlled by a number

of parameters. The specification defines them but it does

not provide concrete values and solutions. The 802.16 ARQ

configuration parameters have not been studied sufficiently, es-

pecially by means of extensive simulations. In [7], an analysis
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of the ARQ feedback types is presented. However, the UDP

traffic, which is not sensitive to packet drops, is considered.

Furthermore, no algorithm to select the feedback is presented.

In [9], the ARQ mechanism is analyzed in the context of real-

time flows of small packets. Authors estimate the bandwidth

needed for the ARQ feedback messages. However, a simple

simulation environment is used that does not capture any of

the ARQ configuration parameters. This paper analyzes ARQ

parameters and studies their impact on the performance of the

ARQ mechanism. In particular, the following parameters are

considered: ARQ feedback type, scheduling of ARQ feedbacks

and retransmissions, ARQ feedback intensity, ARQ transmis-

sion window size, ARQ block size, ARQ block rearrangement.

Though the 802.16 specification defines the Hybrid ARQ

mechanism, we focus on ARQ because it is applicable to all

the PHY types.

This paper extends our previous research and simulation

work on 802.16 networks. In [13], [11], we presented a

scheduling solution for the 802.16 BS and extensions for

the ARQ aware scheduling. In [10], we analyzed the 802.16

contention resolution mechanism and proposed an adaptive

algorithm to adjust the backoff parameters and to allocate a

sufficient number of the request transmission opportunities.

The rest of the article is organized as follows. Section II

presents key features and parameters of the 802.16 ARQ

mechanism. We consider their impact on performance and

propose a set of solutions. Next, Section III presents a number

of simulation scenarios to study the ARQ performance. This

section also analyzes the simulation results. Finally, Section IV

concludes the article and outlines further research directions.

II. 802.16 ARQ MECHANISM

A. Basics of the ARQ mechanism

If ARQ is enabled for a connection, the extended fragmen-

tation subheader (FSH) or the extended packing subheader

(PSH) is used, which is indicated by the extended bit in the

general MAC header (GMH). Regardless of the subheader

type, there is a block sequence number (BSN) in the subheader

that indicates the first ARQ block number in the PDU. A PDU

is considered to comprise a number of ARQ blocks, each of

which is of the same constant size except the final block which

may be smaller. The ARQ block size is an ARQ connection

parameter negotiated between the sender and the receiver upon

a connection setup. It is worth mentioning that the ARQ block

is a logical entity – the block boundaries are not marked

explicitly. The remaining block numbers in a PDU can be

derived easily on the basis of the ARQ block size, the overall



PDU size, and the first block number. Precisely for these

reasons the ARQ block size is a constant parameter. Fig. 1

presents ARQ blocks with the fragmentation and packing

mechanisms. Block numbers are given with respect to the BSN

stored either in the FSH (see Fig. 1(a)) or PSH (see Fig. 1(b)).

block 1 block 2 block 3 block 4126

GMH FSH CRC

(a) fragmentation

block 1 block 2 block 1 block 1 block 2126 128 129

GMH PSH PSH PSH CRC

(b) packing

Fig. 1. ARQ blocks with packing and fragmentation mechanisms.

It is important to note that while the 802.16d specification

[1] defines an ARQ block size as any value ranging from 1

to 2040 bytes, the 802.16e specification [2] has limited it to

power of two values ranging from 16 to 1024 bytes, e.g., 16,

32, 64 and so on.

B. ARQ feedback types

To request a retransmission of blocks (NACK) or to indicate

a successful reception of blocks (ACK), a connection uses

ARQ block sequence numbers. In turn, the sequence numbers

are exchanged by means of the ARQ feedback messages.

The specification defines the following feedback types: a)

selective, b) cumulative, c) cumulative+selective, and d) cu-

mulative+sequence.

The selective feedback type acknowledges ARQ blocks

received from a transmitter with a BSN and up to four 16-bit

selective ACK maps. The BSN value refers to the first block

in the first map. The receiver sets the corresponding bit of the

selective ACK map to zero or one according to the reception

of blocks with or without errors, respectively. The cumulative

type can acknowledge any number of the ARQ blocks. The

BSN number in the ARQ feedback means that all ARQ blocks

whose sequence number is equal to or less than BSN have

been received successfully. The cumulative+selective type just

combines the functionality of the cumulative and selective

types explained above. The last type, cumulative+sequence,

combines the functionality of the cumulative type with the

ability to acknowledge reception of ARQ blocks in the form

of block sequences. A block sequence, whose members are

associated with the same reception status indication, is defined

as a set of ARQ blocks with consecutive BSN values. A bit

set to one in the sequence ACK map entity indicates that a

corresponding block sequence has been received without errors

and the sequence length indicates the number of block that are

members of the associated sequence.

When the ARQ feature is declared to be supported, a

transmitting side, i.e., a receiver of the ARQ feedbacks,

must support all the feedback types described by the 802.16

specification. The sender of the ARQ feedbacks has the ability

to choose whatever format it will use. The WiMAX Forum

recommendations [4] mandate the support of all the types

except the selective ACK.

32 blocks

MAP:1111110110000001

1 32

MAP:0100110110110001

BSN:6

Selective ACK

Cumulative ACK

Cumulative with Selective ACK

Cumulative with Block Sequence ACK

MAP:1011000000101001

16 22 

Seq: 101

Seq: 010 Seq: 101

28

1 2 6 1 1 1

2 2 1 2 1

BSN:1

BSN:6

BSN:6 Seq: 010

2

Fig. 2. Example of ARQ feedback types.

Fig. 2 presents an example in which every feedback type

is applied to the same set of ARQ blocks. Selective ACK can

acknowledge these 32 blocks in two maps. Cumulative ACK

cannot acknowledge all the blocks because there are negative

acknowledgements. Thus, only six blocks are encoded. Cu-

mulative+selective ACK can send both positive and negative

acknowledgements. However, since there should be 16 blocks

per one selective map, some blocks remain unacknowledged.

For this particular example, cumulative+sequence ACK can

acknowledge only 28 blocks; one message can hold four

sequence maps at most, whereas each map can have either

two or three sequences. This type does not work effectively

in this case because the block sequences are very short.

C. Choosing the feedback type

Each feedback type has its advantages depending on the

ARQ feedback transmission frequency, the error disturbance

patterns, and the computational complexity. From the imple-

mentation point of view, the selective feedback type does

not require much processing resources because a connection

simply puts information on the received blocks into the bitmap.

On the other hand, a connection should try to rely upon

the cumulative+sequence feedback type if resource utilization

is of greater importance. However, it is more complex in

implementation because block sequences must be detected.

It could form an obstacle for a low power and low capacity

mobile device.

In this section, we do not analyze the feedback types

from the implementation complexity point of view, but rather

propose an algorithm to choose an ARQ feedback type to

achieve a good resource utilization. Our algorithm is based on

the following assumptions: a) it is always more efficient to

send positive acknowledgements by means of the cumulative

type, and b) the sequence map can encode more blocks than

the selective one. Indeed, the cumulative type can encode

any number of ARQ blocks by using just one BSN number.

Consequently, four sequence maps, each of which can have

two sequences of 63 blocks, encode 504 blocks. If a map

contains three short sequences, each of which can keep up to

15 blocks, then 180 blocks can be encoded. The proposed



algorithm, simplified form of which is shown in Fig. 3,

comprises the following three stages:

Calculate the number of blocks with ACK

Construct the cumulative IE

Construct the selective IE

Construct the sequence IE Construct the selective IE

Enqueue a feedback

Enqueue a feedback

stage 1

stage 2

stage 3

Enqueue a feedback

Fig. 3. Algorithm to choose ARQ feedback types.

1) If there are positive acknowledgements in the beginning

of the ARQ transmission window, construct the cumu-

lative part. If there are no negative acknowledgements,

then a single cumulative feedback message is created.

2) If there are remaining negative acknowledgements (op-

tionally followed by positive and other negative ac-

knowledgements), which we cannot send by using the

cumulative part, then we have to choose a map type. To

make a decision, we construct the sequence maps and

calculate whether the selective maps can acknowledge

more blocks. The maximum number of blocks to ac-

knowledge selectively is 64 and it should be a multiple

of 16. As for the sequence part, there is a limit for a

sequence length and the number of sequences we can

send in one message. Eventually, we will have either the

cumulative+sequence or cumulative+selective feedback

type. As a choice is made, we ”attach” map(s) to the

cumulative part constructed at the previous stage.

3) Note that we can reach this stage in two cases. The first

one is when there are no positive acknowledgements

in the beginning of the ARQ transmission window

and there is no way to create cumulative, cumula-

tive+selective, or cumulative+sequence types. The sec-

ond case to reach this stage is when neither cumula-

tive+selective nor cumulative+sequence feedback types

encode all the blocks. Though it is a rare case it can

happen, because both the cumulative+selective and cu-

mulative+sequence types have technical limitations. It is

important to note that we cannot create and send several

consecutive cumulative+. . . feedbacks because the cumu-

lative part of the second message will re-acknowledge

positively those ARQ blocks that are acknowledged

negatively in the first message. Regardless of the sit-

uation, we just create as many selective feedback types

as necessary to acknowledge the remaining blocks. As

mentioned above, four selective maps can acknowledge

up to 64 blocks. It is important to note that due to the

clarifications in [3], it is feasible to construct and send

the cumulative+sequence feedback type when there are

negative acknowledgements in the beginning of the ARQ

window. It is possible to put out of the Tx window BSN

field in the cumulative part so that it is ignored at the

sender (receiver of the ARQ feedback). Such a solution

eliminates the need for the selective type when there are

errors in the beginning and improves the MAC overhead.

It is worth noting that the presented algorithm scales well

to the SS capabilities. If the selective type is not supported,

then stage 3 is never executed. If there is no support for one

of the cumulative types, then stages 1 and 2 are simplified.

Referring back to stage 2, it is worth mentioning an

algorithm to create sequences for the cumulative+sequence

ARQ feedback type. The specification does not define it thus

allowing alternative implementations. As mentioned before, it

is more complex in implementation because block sequences

must be detected and correct sequence lengths must be con-

structed. To simplify this process, the algorithm uses two steps.

On the first step, the algorithm parses all blocks and constructs

sequences without checking any lengths. On the second step,

the algorithm chooses sequence formats and, if necessary,

splits large sequences into smaller ones so that they conform

to the specification. The algorithm analyzes the current and

the next sequence length to decide which sequence format

should be used. As the sequence format is chosen, sequences

are put into a map. If the sequence length exceeds the technical

limit (63 for the format 0 and 15 for the format 1), then it is

truncated and the remaining part is written into the input list

so that it is processed at the next iteration. The simplified form

of this algorithm is presented in Fig. 4. The algorithm stops

when either all the sequences are processed or four maps are

built. If there are not enough sequences to fill a single map,

then zero lengths are put.

Format 0: 2 sequences per map Format 1: 3 sequences per map

Fig. 4. Algorithm to construct sequence maps.

As mentioned above, two sequence formats are available.

The algorithm uses a simple, yet powerful, condition to select

an appropriate sequence format:

Format =

{
0, (Si > 15) OR (Si+1 > 15),

1,
(1)



where Si is the ith sequence length. The idea behind (1) is

that it is more resource conserving to switch to the sequence

format 0 if either current or the next sequence is a large one.
Otherwise, it is more efficient to use format 1 to encode more
short sequences. As an example, Fig. 5 presents the input

sequences and constructed sequence maps (the first number is

the sequence status while a number in the square brackets is a

sequence length). As can be seen, the algorithm and proposed

conditions split efficiently sequences into the maps according

to the 802.16 specification.

0[65] 1[17] 0[3] 1[11] 0[4] 1[67] 0[40]

map #1 map #2 map #3 map #4
format 0 format 0 format 1 format 0

0[63] 0[2] 1[17] 0[3] 1[11] 0[4] 1[15] 1[52] 0[40]

Fig. 5. Input sequence lengths and built maps

To illustrate that the proposed algorithm selects efficiently

the required sequence format, we present two cases for the

same initial input sequences when only one particular format

is in effect. As can be seen from Fig. 6, both cases fail to

encode all the blocks (due to space limitations, only three

maps are presented for the sequence format 1).

map #1 map #2 map #3 map #4
format 0 format 0 format 0 format 0

0[63] 0[2] 1[17] 0[3] 1[11] 0[4] 1[63] 1[4]

(a) format 0 maps only

map #1 map #2 map #3
format 1 format 1 format 1

0[15] 0[15] 0[15] 0[15] 0[5] 1[15] 1[2] 0[3] 1[11]

(b) format 1 maps only

Fig. 6. Built maps (only one particular format).

The resulting computational complexity of the proposed

algorithm to construct sequence maps is O(2N). We need
to make two passes: the first one is to calculate the initial

sequence lengths and the second one is to split sequences

between the maps. The computational complexity of the

selective map is O(1).

D. Ordering of feedbacks and retransmissions

While sending normal packets, retransmissions, and ARQ

feedback messages, a connection should determine their order.

Indeed, as a scheduler at the BS allocates resources to a

connection, either uplink or downlink, a connection’s internal

priority mechanism should decide upon which message is of

more importance.

We propose to send first the ARQ feedbacks, then retrans-

missions, and finally the normal user PDUs. The reason we

assign the highest priority to the ARQ feedbacks is that they

do not require much space and they have a huge impact on the

ARQ performance. As a sender receives a feedback, it knows

the blocks that were received successfully and the blocks that

are to be retransmitted. The successfully transmitted blocks

can be removed from the retransmission buffer and the asso-

ciated resources are cleared (see section II-H). Furthermore,

the sender adjusts the ARQ transmission window that, in turn,

influences the performance, because a connection cannot send

more blocks than the ARQ window allows.

The reason we assign a higher priority to retransmissions is

that a receiver can reconstruct a MAC service data unit (SDU)

from fragments and forward it to the upper level only once all

the fragments are received. Furthermore, if the ARQ deliver in

order option is turned on,1 then a receiver is obliged to forward

SDUs in the same order in which a sender transmits them. This

means that even though a receiver reconstructs successfully an

SDU from all the fragments, it has to wait for all the previous

SDUs.
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Fig. 7. Queue structure to prioritize feedbacks and retransmissions.

The simplest way to organize these priorities is to introduce

several internal subqueues within a connection queue, as Fig. 7

illustrates. It is an extended version of the 802.16 QoS archi-

tecture considered in [5], [13]. Every time a PDU arrives to the

connection queue, it will be checked and depending on its type

it will be placed into an appropriate subqueue. When PDUs

are dequeued, the queue can check first the subqueue with the

ARQ feedbacks, then the subqueue with retransmissions, and

only then the subqueue with normal PDUs. In other words,

a connection queue implements internally the strict priority

queuing.

An appealing feature of this approach is that it is com-

pletely transparent to the BS scheduler. Everything the BS

scheduler needs to know to allocate resources is connection

QoS requirements, if any, and the queue size [13]. If there

are several internal subqueues, then the BS scheduler will be

informed about the aggregated queue size. It is especially the

case for the uplink virtual queues that are maintained through

bandwidth requests sent by SSs. An SS cannot inform about

the size of each subqueue but rather about the aggregated size.

When a connection is allotted slots, first it will send ARQ

feedbacks. If there are remaining bytes in a data burst, the

connection will send retransmissions, and only then normal

PDUs will be sent.

1It is anticipated that this option will be turned on for most services. Indeed,
there is no sense in turning this option off for the UDP based applications,
such as VoIP. The VoIP receiver will just discard packets that arrive in the
wrong order unless some sufficiently larger input buffer is utilized, which is
not typical for interactive applications. In the case of the TCP based services,
an absence of a packet can be treated as a packet drop. It will trigger a
retransmission of this packet though it can arrive later.



E. ARQ feedback intensity

Though IEEE 802.16 specification defines ARQ feedback

types, it does not specify how often a receiver should send

them. We considered the ordering of the ARQ feedbacks and

retransmissions in section II-D , however, it does not provide

an answer when a receiver should construct the ARQ feedback

message and place it into the output queue.

Intuitively, it is understandable that the ARQ feedback

intensity is a tradeoff between the MAC overhead and the ro-

bustness of the ARQ state machine. On the one hand, we may

delay sending ARQ feedbacks to decrease the MAC overhead.

On the other hand, failing to send the ARQ feedback on time

may result in a very bad performance because ARQ blocks

will be discarded by the ARQ timers. If the ARQ feedback

transmission period Tfeedback is less than the ARQ retry timer

Tretry, then the performance starts to decline because a sender

will retransmit the same data. If the feedback intensity is even

less than the ARQ block lifetime Tlife, then it may result in

a very poor performance due to the discarded ARQ blocks.

Based on that it is possible to propose the following inequality:

Tfeedback < Tretry < Tlife. (2)

Since the ARQ retry and life timers are the connection specific

parameters, the receiver can always adapt its ARQ feedback

intensity on a per-connection basis. Since it is usually the case

that the retry timeout is less than the life timeout, it is enough

to analyze the retry timer value to choose a suitable ARQ

feedback intensity.

It is worth mentioning that the ARQ feedback intensity

should not be very close to the ARQ retry timeout. The reason

is that the ARQ feedback message can be dropped due to the

failed checksum test, as any other PDU.

F. Standalone and piggy-backed feedbacks

While sending the ARQ feedback message, a connection

has an option whether to send it as a standalone message

or piggy-back it to a PDU with user data (see Fig. 8). The

former approach has somewhat larger MAC overhead of 12

bytes because the ARQ feedback resides in a separate PDU

with mandatory GMH and PSH headers, and the CRC field. At

the same time, the piggy-backed transmission is less reliable

when compared to a standalone message. The reason is that

being piggy-backed to a large PDU, the ARQ feedback has

a higher probability of being dropped [8] because the whole

PDU is discarded when an error is detected. If a sender does

not receive any feedback before the ARQ retry timer expires,

then correspondent ARQ blocks will be retransmitted. No need

to say that a loss of the ARQ feedback message will lead to

the retransmission of all ARQ blocks, even of those ones that

have been received correctly. As mentioned in section II-E,

if a sender does not receive any ARQ feedback before the

ARQ block life timeout, then blocks will be discarded com-

pletely. Thus, to achieve a more reliable transmission of the

ARQ feedbacks, it makes sense to rely upon the standalone

feedbacks.

block 1 block 20 129

GMH PSH PSH CRCfeedback CRC GMH

(a) standalone PDU

block 1 block 20 129

GMH PSH PSH CRCfeedback

(b) piggy-backed to a PDU with user data

Fig. 8. ARQ feedback transmission.

G. ARQ block rearrangement

While retransmitting a PDU, a connection may face a

problem that an allocated data burst is smaller than the PDU

size to be retransmitted. This may happen if the BS scheduler

allocates data bursts of different sizes, which is usually the

case for real-time Polling Service (rtPS), non-real-time Polling

Service (nrtPS), and Best Effort (BE) connections. Suppose,

that the BS allocates a data burst of three slots for the BE

connection and the latter sends a PDU that spans the whole

data burst. If this PDU encounters an error, the connection

will retransmit it. However, if the BS scheduler allocates later

a data bursts of two slots, there is no way to retransmit the

original PDU. Fortunately, the connection may rely upon the

retransmission with rearrangement that allows for fragmenting

the retransmitted PDU on the ARQ block size boundaries.

If there is a sufficiently small ARQ block size, then the

connection may construct a smaller PDU. As an example,

Fig. 9 shows the rearranged PDU presented in Fig. 1(a). There

are two PDUs with two blocks per each PDU.

block 1 block 2 block 1 block 2128126

GMH FSH CRCCRC GMH FSH

Fig. 9. Rearranged PDU.

In this subsection we do not focus on the optimal ARQ

block size, but rather consider a solution for a case where

a sender retransmission policy is not to use the ARQ block

rearrangement. The reason this functionality can be absent is

the fact that rearrangements involve much more complicated

actions with PDUs in the retransmission buffer when compared

to the PDU construction. A sender must keep a set of the

ARQ timers for each ARQ block. If the retransmission with

rearrangement is not implemented, then eventually a sender

can associate all those timers with a PDU, which requires

much less resources.2 Furthermore, the rearrangement requires

a sender to analyze a PDU and to search for block boundaries

on which that PDU can be fragmented.

It is important to note that this problem concerns merely the

uplink connections, because having the bandwidth request size,

the BS does not know whether it is one big PDU or several

smaller ones. In the case of the downlink transmission, the

BS can always look inside the queue. Besides, this problem

2Practically, a sender can associate a timer with a whole PDU even if
the ARQ block rearrangement is turned on. However, then it has to perform
quite complicated actions with ARQ timers when the retransmitted PDU is
partitioned into several PDUs because certain ARQ blocks are retransmitted
while the other ones remain in the output buffer.



would not be so critical if the BS knew that a connection

does not support rearrangements. However, there is no such

QoS parameter that would indicate it. On the one hand, the

BS can guess that a connection does not rearrange PDUs

by monitoring bandwidth request sizes and the number of

received bytes. On the other hand, a connection should not

rely much upon this functionality because it is not mandated

by the specification. Thus, the only safe way is to control the

maximum size of transmitted PDUs. It is not a complicated

task for the rtPS and nrtPS connections that should be always

allocated such a number of slots that their minimum bandwidth

requirements are ensured [13]. Thus, the maximum PDU size

can be limited by the minimum data burst size allocated by the

BS scheduler. The BE scheduling class is a more challenging

task since the BS scheduler can allocate a data burst of any

size. A connection may monitor allocated data burst sizes to

control the maximum PDU size. Another possible solution is

to send as large PDU as the size of one slot. However, such

an approach may be unacceptable due to the increased MAC

overhead and very small slot size of robust MCSs. As a result,

regardless of an approach taken, the BE connection, which

does not support retransmissions with rearrangements, should

avoid sending large PDUs.

H. ARQ transmission window and ARQ block size

At any time a sender may have a number of outstanding

and awaiting acknowledgements ARQ blocks. This number is

limited by the ARQ transmission window that is negotiated

between an SS and the BS during a connection set-up.

A sufficiently large ARQ window allows for a continuous

transmission of data. A connection can continue to send ARQ

blocks without waiting for each block to be acknowledged.

Conversely, a smaller ARQ window causes a sender to pause

a transmission of new ARQ blocks until a timeout or the ARQ

feedback is received. Though it may seem that a large trans-

mission window is always the best choice, it is worth noting

that a large transmission window leads to increased memory

consumption and processing load. Every ARQ block must be

stored in the retransmission buffer until a positive feedback is

received. Taking into account the largest ARQ block size of

1024 bytes and the maximum ARQ transmission window of

1024 blocks, it is possible to arrive at the conclusion that some

mobile and portable devices will not have enough resources

to handle this amount of data for each frame.

If we assume a continuous errorless data transmission, then

the maximum throughout a connection can achieve is limited

by the following expression:

S
ARQ

W FPS

DF
, (3)

where SARQ is the ARQ block size, W is the ARQ transmis-

sion window size, FPS is the number of frames per second

and DF is the delay factor. In the case of the downlink

transmission, the delay factor is always 1 because the BS can

allocate a downlink data burst whenever it wants. In the case of

the uplink transmission, the delay factor depends on PHY and

whether a polling is in effect. If the BS polls a connection in

every frame, then the delay factor is also 1. Otherwise, like in

the case of the BE connections, the delay factor is 2 for OFDM

and 3 for OFDMa PHY. The reason is that in OFDM PHY,

the uplink bandwidth request carries the request size, while in

the OFDMa PHY, special CDMA codes are used that do not

carry any request size. As a result, once the BS receives the

CDMA code, it puts a special uplink CDMA allocation where

an SS can transmit the request size.

The ARQ transmission window and the ARQ block size

parameters depend one on each other. On the one hand, a

connection may prefer to work with a small ARQ transmission

window that will result in a necessity of choosing a larger

ARQ block size because the throughput may be limited by

the transmission window size. A large block size requires less

resources because a set of the ARQ timers must be associated

with a single ARQ block at the sender and the receiver. At

the same time, a connection supporting the retransmission

with rearrangement may wish to work with a smaller ARQ

block size because that will provide a greater flexibility in

splitting large PDUs into several smaller ones. Furthermore,

the choice for the ARQ block size can be dictated by the device

peculiarities, such as the memory page size. These various

requirements introduce a cyclic dependency between these two

parameters.

We anticipate that the ARQ block size should be the

governing parameter, while the ARQ transmission window

size should be adapted. The reason is that the ARQ block

size has a set of discrete values, while the ARQ transmission

window can accept any value within the specified range.

III. SIMULATION

This section presents a simulation analysis of the 802.16

ARQ mechanism. To run simulations, we have implemented

the 802.16 MAC and PHY levels in the NS-2 simulator. The

implementation is called WINSE (WiMAX NS-2 Extension).

The MAC implementation contains the main features of the

802.16 standard, such as frames, bursts, downlink and uplink

transmission, connections, MAC PDUs, packing and fragmen-

tation, the contention and ranging periods, the MAC level

management messages, dynamic size of the MAP messages,

and the ARQ mechanism. The ARQ implementation supports

the ARQ blocks, the ARQ transmission window, retransmis-

sion with rearrangement, all the ARQ feedback types, and

the ARQ timers. The ARQ implementation also includes the

prioritization of the feedbacks and retransmissions, and the

algorithm to select the feedback type and to build block

sequences. The implemented PHY is OFDMa. The simulation

results for the OFDM PHY can be found in [13].

Fig. 10 shows the network structure we use in the simulation

scenarios. There is the BS controlling the 802.16 network, the

parameters of which are presented in Table I.3 To compare

results fairly, we run somewhat simplified PHY model with

a fixed signal to noise ratio of 2 dB, which corresponds to

QPSK3/4 MCS, and forward error correction (FEC) block

error rate of 1%. The downlink broadcast messages, such as

DL-MAP and UL-MAP, use a more robust QPSK1/2 MCS;

3These parameters conform the WiMAX Forum mobile system profile [4].
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Fig. 10. Network structure.

TABLE I
802.16 NETWORK PARAMETERS.

Parameter Value

PHY OFDMa
Bandwidth 10 MHz
FFT 1024
Cyclic prefix length 1/8
TTG+RTG 464 PS
Duplexing mode TDD
Frames per second 200 (5 ms per frame)
OFDM symbols 47
DL/UL symbols 26/21
DL/UL subcarrier alloc. DL FUSC/UL PUSC
DL/UL slots 416/245
MAP MCS QPSK1/2 (6 B/slot)
MCS QPSK 3/4 (9 B/slot)
FEC BLER 1%

Ranging transm. opport. 2
Ranging backoff start/end 2/15
Request transm. opport. 8
Request backoff start/end 4/15
CDMA codes 256
ranging+periodic ranging 64
bandwidth request 192
handover –

Fragmentation/packing ON
PDU size unlimited
CRC/ARQ ON
ARQ feedback standalone
ARQ feedback types all
ARQ feedback intensity 5 ms
ARQ block size 16 B
ARQ window 1024
ARQ discard ON
ARQ block rearrangement ON
ARQ deliver in order ON
ARQ timers
retry 50 ms
block lifetime 200 ms
Rx purge 200 ms

they are never dropped in our simulations. The BS runs the

scheduling algorithm, details of which are presented in [13],

[12]. In a few words, if there are only the BE connections,

then the BS allocates resources fairly between the SSs based

on their bandwidth request sizes. In addition, the ARQ aware

scheduling is deployed to the BS station scheduler [11].

The BS scheduler also reserves two transmission opportuni-

ties for the initial ranging purposes (as in real life, an SS has

to join the network in our simulator) and eight transmission

opportunities for the bandwidth request contention resolution.

The backoff parameters are given in Table I. The distribution

of the CDMA contention codes is also given in Table I (since

we do not simulate any mobility, there are no CDMA handover

codes).

The simulation environment includes one wired node and

ten SSs. Each SS establishes the basic management connection

to exchange the management messages with the BS. In addi-

tion, to exchange user data, an SS establishes one uplink and

downlink BE connection. An SS hosts exactly one FTP-like

application that downloads data from a wired node over the

TCP protocol. The reason we choose such an application type

is that it tries to send as much data as possible thus utilizing

all the network resources. At the same time, the TCP protocol

is very sensible to packet drops that can occur in the wireless

part. Each simulation run lasts for 10 seconds. The actual data

transmission starts at the 1.5th second of the simulation run

because first SSs has to enter the cell and register at the BS.

A. General ARQ results

In this simulation scenario we present general results con-

cerning the ARQ performance. Fig. 11 presents the downlink

throughput when neither ARQ nor errors are enabled. The

throughput is calculated at the upper MAC level of the SS

wireless interface, i.e., when the SS reconstructs original

packets from received PDUs. As can be seen, all the BE

connections have almost identical throughput. Since there are

no QoS requirements, the BS scheduler allocates resources

fairly between them.
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Fig. 11. Downlink throughput (no errors, no ARQ).

If we enable errors at the PHY level but keep the ARQ

mechanism disabled for the transport connections, then there

will be no smooth transmission anymore. As Fig. 12 illustrates,

there is quite a bursty downlink data transmission. Some SSs

even do not send data for some periods of time. Such a

behavior is explained by the fact that the receiver does not

test whether there is an erroneous PDU or not – it passes

all the reconstructed SDUs to the wired node. Thus, the

error detection and retransmission occurs at the transport layer

which affects greatly the throughput.4 It is worth mentioning

that Fig. 12 presents even somewhat optimistic results because

there is a small round-trip delay between the source subscriber

stations and the destination wired node. As it becomes larger,

the throughput would decline appropriately.

4Practically, a connection may include the CRC field into the PDU without
enabling the ARQ mechanism. It will prevent a receiver from forwarding
erroneous PDUs. However, a retransmission will still occur at the transport
level.
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Fig. 12. Downlink throughput (errors, no ARQ).

Fig. 13 shows the connection throughput when errors at

the PHY level and the MAC ARQ mechanism are enabled.

As follows from the figure, each BE connection achieves

a smooth data transmission. Since there are errors in the

PHY channel, the mean connection throughput is less than in

Fig. 11. Nevertheless, the ARQ mechanism ensures extremely

good resource utilization. The fluctuations are explained by

the fact that PDUs are dropped and retransmitted.
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Fig. 13. Downlink throughput (errors, ARQ).

Fig. 14 presents the simulation results when the ARQ

priority is absent, i.e., the ARQ feedbacks and retransmissions

are transmitted in exactly the same order as they are put into

the connection output queue. As can be seen from the figure,

there are bursty changes in the uplink connection throughput,

similar to the case when the ARQ mechanism is completely

disabled. As considered in II-D, failing to prioritize ARQ

feedbacks and retransmissions leads to a situation when the

sender does not receive immediately information on ARQ

blocks to retransmit thus resulting in a low performance.

Table II provides a comparison of these subcases by using

another criterion, the total amount of downlink data. The

amount of uplink data is much less and, due to the TCP

behavior, is proportional to the downlink data. As follows

from the results, an absence of the ARQ mechanism when

there are errors in the transmission channel (which is usually

 0

 100000

 200000

 300000

 400000

 500000

 600000

 700000

 800000

 0  1  2  3  4  5  6  7  8  9  10

D
ow

nl
in

k 
da

ta
 ra

te
 (b

ps
)

Time, t (s)

SS1
SS2
SS3
SS4
SS5
SS6
SS7
SS8
SS9

SS10

Fig. 14. Downlink throughput (errors, ARQ, no ARQ priority).

a case for the wireless networks) results in a very low resource

utilization. Table II also presents an interesting subcase when

the ARQ is turned on, but errors are turned off. Its purpose is

to show that ARQ introduces some overhead to the MAC level.

Finally, absence of the priority for the ARQ retransmissions

and the ARQ feedback messages decreases significantly the

overall performance.

TABLE II
AMOUNT OF TRANSFERRED DATA.

ARQ ARQ priority errors Downlink data (MB)

– – – 4.296√ √
– 4.097

– –
√

0.392√ √ √
3.718√

–
√

0.592

B. ARQ block rearrangement

In this subsection, we study the ARQ retransmission with

rearrangement. The network parameters are the same as pre-

sented in Table I. There are ten SSs that download from the

wired node through the BS. To demonstrate the ARQ block

rearrangement importance, we turn on/off this feature and

adjust the PDU size.
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Fig. 15. Downlink throughput (no ARQ block rearrangement, large PDU).



Fig. 15 shows the throughput of downlink transmission

when the ARQ block rearrangement is turned off. As can be

seen from the figure, uplink connection throughputs are not

smooth but rather change drastically. This is a result of the

insufficient size of the uplink data burst when a connection

retransmits a PDU. As explained earlier, while a connection

may transmit a large PDU, an attempt to retransmit the same

PDU may fail if the BS allocates later a data burst of a smaller

size.

If a connection does not support the ARQ block rearrange-

ment, then a possible solution is to use a smaller PDU size.

Fig. 16 shows the downlink throughput for exactly the same

case, but now all the connections have the maximum PDU

size of 108 bytes, the ARQ block rearrangement is turned off.
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Fig. 16. Downlink throughput (no ARQ block rearrangement, PDU size is
108 bytes).

If we compare Fig. 16 (small PDU, no ARQ block re-

arrangement) and Fig. 13 (unlimited PDU size, ARQ block

rearrangement), we may notice that the ARQ block rear-

rangement has an impact on the performance. Connections

can use large PDUs of any size thus decreasing the MAC

level overhead. At the same time, all the connection achieve

a smooth data transmission. It is noticeable that an average

connection throughput in Fig. 16 is less than in Fig. 13, which

is explained by the MAC overhead caused by the small PDU

size.

TABLE III
AMOUNT OF TRANSFERRED DATA.

Rearrangement PDU size (B) Downlink data (MB)√
unlimited 3.718

– unlimited 2.062
– 108 3.581

Table III also shows the amount of downlink data for this

simulation scenario. As follows from the results, a connection

should consider smaller PDU sizes if the ARQ block rear-

rangement functionality is not supported.

C. ARQ feedback intensity

In this simulation subcase, we study the impact of the ARQ

feedback intensity on the network resource utilization. The

network parameters are the same as in the previous simulations

scenarios, the only difference is that we use the ARQ block

size of 128 bytes. Otherwise, with a low ARQ feedback

intensity the ARQ transmission window may get full and the

transmission will stall. Also, the ARQ block lifetime timer is

increased to 1.3 seconds to prevent ARQ blocks from being

discarded when the low ARQ feedback intensity is in effect.
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Fig. 17. Total downlink data

Fig. 17 presents the simulations results for different ARQ

feedback intensity and ARQ retry timeout values. According

to Fig. 17(a), less frequent ARQ feedback messages allow

connections to achieve better throughput due to the decreased

MAC overhead. However, as the ARQ feedback transmission

interval value is close to the ARQ retry timeout value, the

MAC utilization starts to decline because a sender retransmits

the same data. If there are errors in the wireless channel, then

a lower ARQ feedback intensity results only in a marginal

improvement, as Fig. 17(b) shows. At the same time, the

MAC utilization starts to degrade even earlier than the ARQ

retry timeout value. The reason for this is that ARQ feedback

messages can be dropped, as any other PDU. Thus, a higher

ARQ feedback intensity introduces a redundancy into the ARQ

feedback mechanism – even if one feedback message is lost,

the next one will duplicate the information.

Based on the presented simulation results, it is possible to

arrive at the conclusion that the ARQ feedback transmission

interval must be at least two times less than the ARQ retry



timer. A higher ARQ feedback intensity results only in a

slightly increased MAC overhead. At the same time, it im-

proves the robustness of the ARQ feedback mechanism. More

results including the ARQ feedback intensity over the HARQ

enabled connections can be found in [14]

D. ARQ feedback types

In this simulation subcase, we study the ARQ feedback

types. The network parameters are the same as in the previous

simulations scenarios, the only difference is that we use differ-

ent ARQ block size values and the ARQ feedback transmission

interval is set to 40 ms.

TABLE IV
THE ARQ FEEDBACK TYPES STATISTICS.

ARQ
block
(B)

Feedback type percentage (%) Num.
of
msg.

Downlink
data
(MB)

Sel Cum Cum+ Cum+
sel seq

16 0 92.025 0 7.975 3586 2,769

32 0 91.910 0 8.091 3535 2,773

64 0 92.125 0 7.875 3543 2,769

128 0 91.556 0 8.444 3541 2,759

256 0 92.033 0 7.967 3477 2,817

512 0 92.312 0 7.688 3278 2,757

1024 0 90.547 0 9.453 2941 2,635

Table IV shows the results for these simulation runs.

The total number of ARQ feedback messages sent in each

simulation run and the percentage of each ARQ feedback

type are presented. As can be seen, neither selective nor

cumulative+selective feedback messages are sent during the

simulation runs. As explained earlier, it is almost always

more efficient to send acknowledgments by means of the

cumulative+sequence type that can encode more blocks than

the cumulative+selective. If there are only positive acknowl-

edgments, then the cumulative feedback type is used. As

follows from the table, the majority of the ARQ feedback

messages are of this type. As explained earlier, due to the

clarifications in [3], it is feasible to construct and send the

cumulative+sequence feedback type when there are negative

acknowledgements in the beginning of the ARQ window. It

is possible to put out of the Tx window BSN field in the

cumulative part so that it is ignored at the sender (receiver of

the ARQ feedback). Such a solution eliminates the need for

the selective type and improves the MAC level utilization.

It was anticipated that as we increase the ARQ block size,

the number of the ARQ feedback messages should decline.

As follows from Table IV, it is indeed so. It is also important

to note that the best performance is achieved for the ARQ

block size of 256 bytes. Smaller ARQ block sizes create a

larger MAC overhead, while larger ARQ block sizes result in

a higher PDU error rate [8] because the minimum PDU size

should be large enough to carry at least one ARQ block [11].

Besides, as mentioned earlier, large ARQ block size values

may prevent a connection from utilizing all the burst size

because the PDU is fragmented and retransmitted on the ARQ

block boundaries. If a connection uses a large ARQ block

size then it is less flexible in retransmitting PDUs. Thus, the

optimal ARQ block size is a tradeoff between the PDU error

rate and the number of the ARQ feedback messages, which

cause the ARQ overhead at the MAC level.

TABLE V
THE ARQ FEEDBACK TYPES STATISTICS.

ARQ
block
(B)

Feedback type percentage (%) Num.
of
msg.

Downlink
data
(MB)

Sel Cum Cum+ Cum+
sel seq

16 100 0 0 0 5639 2,680

32 100 0 0 0 3621 2,644

64 100 0 0 0 3382 2,356

128 100 0 0 0 3351 2,394

256 100 0 0 0 3411 2,758

512 100 0 0 0 3221 2,697

1024 100 0 0 0 2853 2,596

Table V shows the results where only the selective ARQ

feedback type is enabled. As expected, there are more ARQ

feedback messages, especially for small ARQ block sizes, such

as 16 bytes. If we compare the amount of transferred data in

Table V and Table IV, then we can arrive at the conclusion that

the selective ARQ feedback type does not result in a severe

performance degradation. Thus, being combined with larger

ARQ block sizes, it can be a valid choice for certain mobile

devices with limited computational resources.

E. ARQ transmission window

In this subsection we study the impact of the ARQ trans-

mission window on the throughput. The network parameters

are the same as in the previous simulations scenarios, the

only difference is that we vary the ARQ transmission window

and block sizes. There is only one SS, otherwise it would be

difficult to present an analysis of the throughput of all the

SSs. We run a separate simulation for each ARQ transmission

window value and ARQ block size. Since an SS throughput

fluctuates during a simulation run, it is averaged by using the

exponentially weighted moving average algorithm.

Fig. 18 presents the simulations results for this case with the

PHY errors turned off and on. The figure indicates that large

ARQ block sizes allow a connection to achieve its maximum

throughput even for small ARQ transmission window values.

Conversely, a small ARQ block value needs a large ARQ

transmission window to achieve a high throughput. In the

case of the errorless transmission, as the ARQ transmission

window grows, the throughput increases linearly regardless of

the ARQ block size. Of course, it grows faster for larger ARQ

block sizes. When the ARQ transmission window reaches a

certain value, its further growth does not have an impact on the

throughput because the latter is limited by the overall network

capacity. It is noticeable that regardless of the ARQ block size

value, there are several phases in how the throughput increases.

(see Fig. 18(a)). In the beginning, it grows very slow due to

the fact the stations have to take part in the uplink connection

resolution to send to the BS TCP acknowledgements and

the ARQ feedback messages. In this case, the throughput is

approximated accurately by (3) with the delay factor of 3.

When a certain point is reached, there is a continuous uplink

transmission due to the increased downlink traffic. Stations do

not take part in the uplink contention resolution anymore as
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Fig. 18. Downlink throughput and ARQ window.

they piggy-back their bandwidth requests to user data. In this

case, the throughput is approximated accurately by (3) with

the delay factor of 1. A similar behavior is observed when

there are PHY errors (see Fig. 18(b)). The only difference

is that throughput increases much slower due to the PDU

retransmissions.

Fig. 18 illustrates clearly that small ARQ transmission

window values may prevent a connection from sending data

even if it has slots allocated by the BS scheduler. Though it

is not a huge problem for the BE connections, one should

account for it if there is a QoS connection with the minimum

bandwidth requirements.

IV. CONCLUSIONS

In this paper, we have analyzed the performance of the

802.16 ARQ mechanism. We have shown that the ARQ

mechanism can improve significantly a performance of the

TCP based applications. Since a probability for an erroneous

transmission in the wireless channel is much higher when

compared to the wired medium, the ARQ mechanism should

be enabled for the TCP connections if a provider wants to

ensure better QoS and to maximize the network utilization.

Though we did not present simulation results for the UDP

protocol, it is clear that its performance would not be affected

by the absence of the ARQ mechanism because the UDP

transmission does not depend on packet drops.

We have proposed a solution on how to prioritize normal

PDUs, ARQ feedbacks, and retransmissions. The simulation

results have also revealed the importance of the ARQ block

rearrangement functionality. If an SS does not support it,

then an additional care must be taken. An SS should choose

smaller PDU sizes to achieve a smooth data transmission.

We have also demonstrated that a connection must choose

a sufficiently large ARQ transmission window size to utilize

the allocated resources. While large ARQ blocks can utilize

resources even with a small ARQ window, small ARQ blocks,

such as those of 16 and 32 bytes, require much larger ARQ

window. We proposed lightweight, yet efficient, algorithms to

select the ARQ feedback type and to build block sequences for

the cumulative+sequence feedback type. Besides, the selective

ARQ feedback type does not result in a severe performance

degradation; mobile devices with scarce computational re-

sources may rely safely upon it. If a receiver can adjust the

ARQ feedback intensity, then it better to rely upon a higher

ARQ feedback intensity to avoid retransmissions activated

by the ARQ retry timer. In any case, the ARQ feedback

transmission interval must not be less than the ARQ retry

timer.

Our future research works will aim to study the optimal pa-

rameters of the ARQ mechanism, which is especially the case

for the ARQ-enabled QoS connections. It is also important to

compare the results provided by the ARQ mechanism and the

HARQ mechanism available in the OFDMa PHY.
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Abstract

The IEEE 802.16 standard defines a wireless broadband technology called WiMAX. When compared with other wireless

technologies, it introduces many interesting advantages at PHY, MAC, and QoS layers. Heavy simulations are needed to

study the performance of IEEE 802.16 and propose further enhancements to this standard. Link-level simulations are not

always sufficient, while system-level simulators are not always accurate enough to capture MAC and transport protocol

details. We implemented an 802.16 extension for the NS-2 network simulator. It includes upper PHY modeling, almost all

of the features of the 802.16 MAC layer, as well as the QoS framework. This article describes the implemented features

and simulation methodology, while sharing our experience that can be used with other NS-2 modules. There is also an

overview of the past and ongoing research.
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IEEE 802.16 WiMAX, NS-2

1. Introduction

IEEE 802.16, also known WiMAX, is a standard for
the wireless broadband access network1,2 that can pro-
vide high-speed wireless access to home and business
subscribers. It can satisfy diverse quality-of-service
(QoS) requirements which makes IEEE 802.16 a scal-
able platform for many services.3 The core components
of a 802.16 system are a subscriber station (SS) and a
base station (BS). The BS and one or more SSs can
form a cell with a point-to-multipoint (PMP) structure.
In this case, the BS controls the activity within a cell,
resource allocations to achieve QoS, and admission
based on the network security mechanisms.

As any other wireless technology, IEEE 802.16
emerged from an enormous number of technical
contributions from various vendors. This technology
continues to evolve through technical corrections, best
practices, and more radical proposals. All of these
changes are supported by heavy simulations performed
by researchers and engineers at various architectural
levels. It is quite difficult, or even impossible, to
accept a contribution if it is not based on reliable simu-
lation results.

Traditionally, wireless network simulations are per-
formed with two different types of simulators. The first

type is the link-level simulator, in which a link between
a base station and a subscriber station is modeled with
many details. The output from these simulators is
usually a bit, block and packet error probability
under different parameters and conditions.

The second large group of simulators, which is
widely adopted by industry, consists of the system-
level simulators. They model a number of geographical
cells where base stations provide service to subscriber
stations. Usually, the system simulators do not model
all of the link-level aspects, but rather rely on the results
obtained from link-level simulations. Nevertheless,
their level of detail includes sub-carriers and a particu-
lar permutation type. System simulators are classified

1CTO, Nokia Siemens Networks, Espoo, Finland.
2Telecommunication laboratory, MIT Department, University of Jyväskylä,
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further as either static or dynamic. Static simulators
assume that subscriber stations do not move and the
whole system is modeled with several ‘‘snapshots’’ of
time, where the positions of stations are randomly dis-
tributed over the simulation area. In dynamic system
simulations, stations can move over the simulation area
performing network entries and handovers between the
base stations. Therefore, the dynamic system simulators
capture simulation results as a function of time. Their
only disadvantage is their high complexity and long
simulation running time.

A third option for wireless simulations is packet-
level simulators, such as NS-2.4 When compared with
the dynamic system simulators, the packet-level simu-
lators are very similar in terms of features provided.
However, protocol stacks and application behavior
are modeled more accurately. Many PHY aspects
are abstracted by means of simpler interfaces and
models. The packet-level simulators allow the access
service networks to be simulated because it is possible
to define a network topology where base stations, rou-
ters, gateways, and clients send or receive data. This
makes it possible to obtain true end-to-end simulation
results.

In this paper we present the 802.16 extension for the
NS-2 simulator, which is a dynamic packet-level simu-
lator. The 802.16 extensions on top of the NS-2 packet
core result in a simulator that combines the properties
of both the system-level and packet-level simulators
and allows us to concentrate on the application-level
performance and study truly end-to-end results.
Nevertheless, it is worth mentioning that the system-
level simulators are used to model PHY in greater
detail.

The rest of this paper is organized as follows.
Section 2 gives a brief overview of other NS-2 802.16
modules. Section 3 provides details of our 802.16 exten-
sion. We do not delve into specific implementation
details, but rather elaborate on simulation methodol-
ogy and the trade-off between complexity and simula-
tion time. Section 4 gives an overview of past topics
studied with our 802.16 module, while Section 5
presents an overview of ongoing research. Finally,
Section 6 concludes the paper.

2. Previous work

In this section we give a brief overview of existing
802.16 modules for NS-2 that we are aware of. We
refrain from any evaluation: our aim is to provide an
insight on typical features that other wireless broad-
band packet-level simulators may or may not have. A
more practical comparison and analysis of different
802.16 modules can be found in Bohnert et al.5

2.1. NIST module

NIST module is definitely one of the first 802.16 exten-
sions for the NS-2 simulator. Even though the project
was merely to study the inter-network handovers, its
results include also 802.16 MAC, handover, and sche-
duling extensions. The list of supported features as well
as the general description is given by Rouil.6 As a brief
summary: there is almost no proper PHY with a correct
error generation; there is a OFDM PHY emulation,
whereas WiMAX is based on OFDMa PHY; absence
of the ARQ mechanism makes it complicated to deploy
the error model; and the MAC level lacks several
important features, such as packing.

2.2. NDSL module

This module is a result of a joint work between Chan
Gung University and the Institute for Information
Industry. The module description and features are pre-
sented in Chen et al.7 Somewhat similarly to the NIST
module, it focuses mostly on MAC leaving the PHY
level unattended. However, the MAC-level operational
parameters correspond to the OFDMa PHY. In addi-
tion, the MAC-level implementation includes both
fragmentation and packing; special attention is paid
to the management messages and network entry proce-
dure. ARQ and HARQ retransmission mechanisms are
not implemented. Despite a good set of features, further
development of this module has stopped.

2.3. WiMAX Forum module

The WiMAX Forum has been developing its NS-2
802.16 extension that emerged from the NIST
module. Since this module is available only for the
WiMAX Forum members, only a brief overview is
given here. Unlike the module from NIST, it focuses
on OFDMa PHY and tends to emulate the PHY beha-
vior at a sub-carrier level. However, several important
PHY features, such as channel reporting and link adap-
tation, were not introduced. The MAC level lacks a full
support for ARQ; the HARQ retransmission is not
implemented at all. Unfortunately, the WiMAX
Forum announced that the development process will
stop and the future of this module is not clear.
Nevertheless, this module is very important in a sense
that this was one of the first attempts to introduce PHY
at the sub-carrier-level granularity.

2.4. INRIA NS-3 WiMAX module

This is an interesting 802.16 extension written for the
NS-3 simulator, a technical description of which is
given by Farooq and Turletti.8 The module focuses
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mostly on the MAC layer and, unlike many other mod-
ules, has support for features, such as scanning, initial
ranging, and network entry. At the same time, many
important MAC-level features are not implemented,
e.g., fragmentation and packing. Furthermore, the
absence of ARQ and HARQ retransmission mechan-
isms does not allow for the error-generation module to
be applied. The PHY layer is OFDM, whereas WiMAX
relies upon OFDMa.

2.5. Other modules

There is an 802.16 extension for NS-2 from the
Eurecom Institute. This is a relatively new module, fea-
tures of which are described by Msadaa et al.9 Even
though the authors present it as a novel module with
an integrated QoS architecture, it does not differ in
principle from the NIST implementation. The PHY
model is not revised at all and the MAC timing
works in accordance with OFDM PHY parameters.

There is also a module from KAIST University10

and 802.16 an extension for the NS-2 MIRACLE
framework.11

2.6. Pisa University 802.16d Mesh module

This module implements 802.16 Mesh that is an alter-
native to the PMP mode. However, the IEEE 802.16
working group discontinued the 802.16 Mesh mode
removing it completely from the IEEE 802.16 evolu-
tion.12 The absence of standardization and industry
support makes the competition with other ad-hoc tech-
nologies, such as 802.11s, quite complicated.

3. WINSE

3.1. Overview

WINSE is a WiMAX extension for the NS-2 simulator.
It was started as a small student project and then
evolved into a powerful simulation tool that several
companies now use to study MAC and QoS in the
802.16 system. Table 1 gives a short overview of fea-
tures supported in WINSE.

3.2. Core principles

Before delving into the technical details, it is worth
mentioning the core principles behind our 802.16
module.

. Preserving the existing framework. While introducing
the 802.16 extensions, we do not change the NS-2
core classes, but rather introduce functionality by
creating new ones. As considered in many papers,

the NS-2 core lacks many features and sometimes
suffers from a bad internal design. However, our
approach is that researchers should be able to com-
bine different modules on a common simulation
platform to study more complex scenarios. Radical
changes should be addressed by major revisions, e.g.,
NS-3.

. Cþþ modularity. This emerged implicitly from the
previous principle: there should be a class hierarchy
with well-defined class responsibilities. Figure 1
shows the UML diagram with the top-level classes
that constitute the core of our 802.16 module. Each
functional block is contained in an independent
Cþþ class that allows for further virtualization
and abstraction.

. OTcl modularity. The most critical and fundamental
Cþþ classes are mapped to the correspondent OTcl

Table 1. Features supported by WINSE

PHY OFDM and OFDMa PHY

(FUSC and PUSC)

FEC blocks

HARQ: Type I, UL ACK channel

Channel reports: REP-RSP and CQICH

Link adaptation

Closed-loop power control

MAC Duplexing modes: TDD, FDD, H-FDD

Zones: static and dynamic size adjustment

DL broadcast messages: DL-MAP,

UL-MAP, DCD, UCD

Compressed MAP, sub-MAPs

Connections: DL broadcast, basic

management, transport

PDU construction, fragmentation, packing

Bandwidth requests: standalone

and piggy-backed

ARQ: blocks, feedbacks, timers,

transmission window

Uplink contention: OFDM and

CDMA-based for OFDMa

Network entry

Handover: SS-initiated, automatic

& manual

Sleep mode: class I, II, and III

2-hop TTR non-transparent relays

QoS & scheduling UGS, ertPS, rtPS, nrtPS, BE

BS scheduler

SS uplink scheduler

Access service

network

ASN-GW

R4, R6, and R8 interfaces

ASN-anchored mobility
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classes. As can be seen from Figure 1, all of the
major classes are derived, either explicitly or impli-
citly, from TclObject. It allows a script designer to
change easily parameters and switch between differ-
ent modules just by selecting their OTcl class names.

. Balance between the PHY and MAC features. The
power of the NS-2 simulator is in the transport
and application level. It is unreasonable to go deep
into PHY modeling as it will significantly increase
the computational burden. We carefully selected the
PHY features to model and the ways to model them
to ensure that NS-2 does not turn into a link-level
simulator.

3.3. PHY layer

3.3.1. PHY abstraction. A properly designed PHY
level must introduce an abstraction that is general
enough to hide particular PHY details from other
architectural components, such as MAC and the sche-
duler. All of the 802.16 modules mentioned in Section 2
have PHY-specific MAC implementation resulting in
either an OFDM or OFDMa 802.16 simulator. Even
though the industry chose OFDMa PHY as a basis for
WiMAX networks, there are a number of OFDM
devices. Furthermore, an upcoming 802.16m PHY
also creates a need for supporting several PHYs
simultaneously.

Based on our experience, it is possible to provide
such an abstraction if the PHY layer exposes at least
the following parameters: duplexing mode, OFDM
symbol duration, zone parameters (a number of
OFDM symbols in a single slot and a number of chan-
nels in one symbol), TTG and RTG gaps, effective slot
size for each modulation and coding scheme (MCS).

Having this information, the MAC level can work
without knowing the particular PHY details. This
abstraction is also important for the BS scheduler. As
an example, our implementation has a common MAC-
level scheduler that works correctly on top of both
OFDM and OFDMa. As can be seen from Figure 1,
all of the core components have an association to the
WiMAXWirelessPhy class that abstracts particular
PHY sub-classes.

3.3.2. Effective signal-to-interference noise
ratio. One of the most critical issues for a packet-level
simulator is how to obtain a valid effective signal-
to-interference noise ratio (SINR). As we show later,
once the packet-level simulator has an effective SINR,
it can model upper PHY functionalities accurately, such
as protocol data unit (PDU) errors, HARQ operations,
channel reports, link adaptation etc.

Many NS-2 researchers and developers assume that
the NS-2 wireless framework already addresses all of
the necessary PHY aspects, and with 802.16 PHY it is
just a question of changing the existing parameters or
choosing slightly different models.13 Unfortunately,
NS-2 is far from capturing all of the necessary 802.11
PHY aspects.14 Its logical design corresponds to a
single-carrier case, to which path loss, and optionally
antenna and fading models are applied. In reality, both
802.1115 and 802.16 PHY rely upon the OFDM tech-
nology with multiple sub-carriers. This means that each
sub-carrier can experience a different path loss, fading,
interference and so on. On the one hand, in 802.11 and
in 802.16 OFDM PHY we can assume that all of the
sub-carriers have exactly the same behavior, thus work-
ing with a single carrier that will represent an effective
SINR. To some extent, it is a valid approach for 802.16
OFDM where a slot always maps to all of the sub-
carriers in the OFDM symbol; the same holds for
802.11. On the other hand, sub-carriers may have
quite different SINR values due to partially overlapping
bandwidth (a typical 802.11 case), a small guard
band or interfering cells (a typical 802.16 case).
Furthermore, the fast fading process is different for
each sub-carrier. Another important PHY aspect,
which NS-2 researchers usually do not account for is
the UL sub-channelization gain. Since an SS transmis-
sion power must be distributed evenly between all of
the UL allocation sub-carriers, the size of the allocation
has an impact on the received signal strength.

In practice, it is not very complicated to introduce
sub-carriers in NS-2. They can be modeled quite easily
over the existent Channel class without even changing
the core framework. On top of that, one can add path
loss, antenna pattern, shadowing/slow fading, fast
fading, etc. All of the related models and algorithms
are well known and defined.16,17 The problem is that
we need the effective SINR that is calculated based
on individual sub-carrier SINR values. The more sub-
carries we have, the more computational resources are
needed. The 802.16 OFDM PHY has 256 sub-carriers;
in 802.16 OFDMa, there can be up to 2,048 sub-
carriers, e.g., in a 20 MHz channel. Furthermore, in
OFDMa PHY, sub-carriers can be either adjacent or
distributed over the whole bandwidth. The problem
becomes even more computationally expensive if we
start to model multiple cells. It is not reasonable to
turn NS-2 into another link-level simulator as its
power is in accurate modeling of higher layers. It is
also worth mentioning that interference calculation
involves heavy computations. Even system-level simu-
lators use simplifications here.

Based on these considerations, a possible approach
is to obtain an effective SINR from trace files generated
with dynamic system simulators. It allows for a good
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trade-off between computational complexity and accu-
racy. However, this approach has obvious limitations.
The trace files are generated from a particular environ-
ment, particular node locations, particular traffic mixes,
loads and so on. As an example, it is impossible to
study the channel aware scheduling with SINR taken
from the trace files. Another scenario where an
approach with trace files fails is mobility. As an SS
moves across a simulation area, path loss, slow fading
and the interference level vary. Also, if relays are intro-
duced into the simulation scenario, both the signal
strength and the interference levels change.

Thus, an alternative solution is to have a simple
PHY model. To keep the trade-off between accuracy
and computational complexity, we calculate the effec-
tive SINR for a single slot and use the same value in all
of the slots that a received PDU comprises.
Furthermore, we assume the same path loss and slow
fading for all of the sub-carriers in a slot, only the fast
fading varies. Then, we use the exponential effective
SINR mapping (EESM) given by

SINReff ¼ �� ln
1

N

XN
i¼1

e�
SINRi

�

 !
, ð1Þ

where SINRi is an individual sub-carrier SINR, N is
the total number of sub-carriers, and b is an MCS-
dependent tuning parameter. As mentioned above, we
run EESM only for a single slot that always has 24 data
sub-carriers regardless of the permutation type.

To hide implementation details and abstract the core
PHY components in a particular way to obtain the
effective SINR, we derive new classes from the NS-2
Propagation class.

3.3.3. Path loss framework. One of the disadvan-
tages of the NS-2 PHY framework is the fact that the
same path loss model is assumed between all of the
communicating nodes. This is a valid approach for
simple scenarios where all of the nodes are the same
by nature, e.g., an ad-hoc network, or all of the nodes
exchange data only with a base station. Once we start
to model more complicated scenarios, such as relays, it
becomes evident that a more complicated framework
is needed. The reason is that there might be different
path loss models between a node, a relay, and a base
station.

We extended the NS-2 framework in such a way that
one can specify the default path loss model for all of the
nodes (for the backward compatibility) and, in addi-
tion, a different path loss model for a certain commu-
nication pair. The latter solution is used in relay
simulations to account for a different propagation
environment between a base station and a relay.

3.3.4. Slow Fading and Fast Fading. The slow fading
or shadowing reflects the fact that certain obstacles,
such as buildings, have an impact on the signal loss.
It is modeled as a fixed value that is generated
randomly once upon a simulation startup. Since sha-
dowing depends on a particular location, we generate a
so-called shadowing map that keeps slow fading values
for the whole simulation environment. Furthermore,
since an SS experiences different shadowing from dif-
ferent BS sites, an appropriate number of shadowing
maps is created. Figure 2 shows a sample map for a
small simulation area. All of the shadowing maps are
kept in the WiMAXTopography class which is derived
from the NS-2 Topography class.

In addition to the slow fading, one has to model the
fast fading that varies in the course of time. Along with
complicated models similar to that defined by 3GPP,18

one can use a simpler Jakes model that combines effi-
ciency and realistic behavior. Figure 3 illustrates the
fast fading component generated by using the Jakes
model with two different Doppler shift and K values.
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As can be seen, a higher Doppler shift and non-line-
of-sight (NLOS) conditions result in quite high channel
variations. For each transmitter–receiver pair, a sepa-
rate class instance is created that returns a different fast
fading value.

3.3.5. Error generation. The error-generation model
is responsible for answering a question whether a
received PDU is erroneous or not. To model it, we
account for the way 802.16 encodes and sends data.
Each data allocation, i.e. a burst, is an integer
number of contiguous slots. On top of that, slots are
grouped into forward error correction (FEC) blocks,
where the FEC block size depends on a particular
MCS. A PDU can start and end on any byte within a
data burst. All of these layers are presented in Figure 4.
Thus, to model errors correctly, we have to map a
received PDU to the FEC blocks it spans.

To accomplish a correct PDU to FEC block map-
ping, we instruct the PHY layer to build a FEC block
list whenever a new burst starts. Then, inside the
sendUp() function, we track the number of received
bytes so that whenever a new PDU arrives, we can deter-
mine the starting and ending FEC block. Once the list of
FEC blocks, to which the received PDUmaps, is known,
it is passed to the error-generation module. Each FEC
block carries information on its size and SINR. The
error generator applies the following formula

E ¼ 1�
Y
i

ð1� EiÞ, ð2Þ

where Ei is an individual FEC block error probability
determined based on the FEC BLER curves, as
Figure 5 shows.

It is important to note that FEC BLER curves pre-
sented in Figure 5 are not hardcoded but rather speci-
fied at the OTcl level. This allows easy switching
between different link-level simulation results and
coding schemes, e.g., convolutional coding and convo-
lutional turbo coding.

3.3.6. HARQ. The HARQType I, i.e. chase combining
(CC), implementation and modeling follows the 802.16
simulation methodology.16 Every time a new HARQ

retransmission is made, the FEC block SINR from all
of the previous (re)transmissions is summed and sub-
mitted to the error-generation module considered earlier.
The HARQ Type II, incremental redundancy (IR), is
more complicated to model with NS-2 without going
into coding and decoding details. One approach is to
model it on top of Type I as a positive or negative gain
based on retransmissions’ SINR.19–21 Another approach
is to have different FECBLER curves for the first retrans-
mission, for the second, and so on.22 Anyway, HARQ IR
mode is not so important for WiMAX networks as it is
not mandated by the system profile.23

In the case of UL HARQ transmission, the BS
always knows the burst reception status. In the case
of DL HARQ burst, an SS reports back the HARQ
status via the HARQ ACK channel. Once the BS sche-
duler knows the burst reception status, it can decide
whether to schedule a HARQ retransmission or con-
tinue with allocating data on the next free HARQ
channels.

Our HARQ implementation fully conforms to the
802.16 specification in a sense of supported and adjus-
table parameters. It is possible to specify the maximum
number of HARQ channels (16 by default), maximum
number of HARQ retransmissions (4 by default),
HARQ buffer mode (shared by default), and UL
HARQ ACK delay (1 frame by default).

3.3.7. Repetition factors. It is quite crucial to model
the repetition factors defined in the 802.16 specification.
The reason for this is that quite a few DL management
messages use MCSs with a repetition factor to ensure a
sufficient cell edge performance. Otherwise, an SS may
be out of service. The repetition factor is modeled simi-
larly to HARQ Type I. The received packet power is
just multiplied by the repetition factor and then passed
to the error-generation model.
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3.3.8. Channel Reports and Link Adaptation. When
the BS receives data in UL, it can always estimate the
channel to switch to a more suitable UL MCS in the
next frame. When an SS receives data, it has to estimate
the channel and report it back to the BS so that the BS
link adaptation can also choose a suitable DL MCS.
We support two reporting mechanisms: REP-RSP mes-
sages and the channel quality indication channel
(CQICH). While the former is available in both
OFDM and OFDMa PHY, it is less reliable because
REP-RSP is an ordinary MAC-level management mes-
sage that can be dropped easily. The CQICH channel,
which is defined only for OFDMa PHY, provides a
more robust way to report channel status.

The implementation of the REP-RSP message is
quite straightforward. Six-bit CQICH messages are
modeled with a special NS-2 packet type, the payload
of which carries the necessary information.

Once the BS scheduler link adaptation module (see
Figure 1) has information on all of the SSs DL and UL
SINRs, it can adjust MCS to achieve the target FEC
BLER for each connection. Refer to Section 4.7 for
more information.

3.4. MAC layer

3.4.1. Queue system. The general structure of the
queue system is presented in Figure 6. From the BS
point of view, the air interface is a bottleneck which
creates a need to buffer DL packets. Similarly, an SS
needs queues to buffer UL packets. To differentiate
between service flows and ensure QoS, each connection
is allocated a separate queue. In addition, the BS keeps
so-called UL virtual queues maintained through the
bandwidth requests transmitted by SSs.

Each transport connection is equipped with several
internal sub-queues where it keeps initial transmissions,

retransmissions, and ARQ feedbacks. The internal
priority queuing (PQ) scheduler ensures that first a con-
nection will send ARQ feedbacks, then retransmissions,
and only then normal PDUs. By default, a sub-
queue for initial transmissions relies upon a simple
drop tail method. Alternatively, some Active Queue
Management (AQM) mechanism can be applied
there. Refer to Section 4.3 for more information on
AQM in 802.16.

At the BS side, there is also a special DL queue
where the scheduler puts generated DL-MAP,
UL-MAP, DCD, and UCD messages. In addition, cer-
tain management messages, such as MOB_TRF-IND,
are also placed into this queue, as they are designated to
all of the SSs.

3.4.2. Support for duplexing modes. To support
different duplexing modes, e.g., time-division duplexing
(TDD), full frequency division duplexing (F-FDD)
and half frequency division duplexing (H-FDD), we
developed a scalable design for the MAC-level timers.
Figure 7 shows that there is a top-level timer that
elapses whenever a new frame should start. Then, a
burst timer ensures a transition from one burst to
another. Whenever a new burst starts, the MAC level
prepares PHY and resets certain MAC-level state
variables. The third level is a PDU timer that elapses
whenever data transmission (or reception) ends.

Figure 7 shows a simplified timer functioning for the
TDD mode where DL bursts are followed by UL
bursts. A transition from the DL sub-frame to the
UL sub-frame is done through the sub-frame timer
that elapses when the UL sub-frame starts. In the
FDD mode, two burst timers function in parallel to
support simultaneous data transmission and reception.
Of course, the sub-frame timer is not started at all. The
burst and PDU timers abstract the core MAC function-
ality from a particular duplexing mode.

3.4.3. Packet header suppression. The packet
header suppression is implemented in a simple way. A
script designer just specifies a constant suppression size.
Whenever a packet is placed in the queue, its size is
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decremented to emulate suppression. Then, when a
packet is passed to LL, the same constant size is
added back. This functionality can be enabled on the
per-connection basis thus providing a different number
of bytes to suppress, which may depend on the
traffic type.

3.4.4. Packing and fragmentation. While imple-
menting packing and fragmentation, we faced the big-
gest problems with the NS-2 framework. There is no
internal support for such a simple operation as frag-
mentation. This functionality must be implemented
on top of the NS-2 Packet class. Even worse is that a
bad Cþþ design of the Packet class prevents from
applying virtualization and abstraction. Packing
caused even bigger problems as it implies that several
NS-2 packets, or even packet fragments, are trans-
mitted as one entity. Our solution for packing is to
have a NS-2 packet with a special payload that keeps
all of the embedded packets or packet fragments.

3.4.5. ARQ mechanism. The ARQ mechanism does
not contain any NS-2 specific features. Since it works
on top of MAC, it is a straightforward implementation
from the 802.16 specification. Once the MAC level
detects missing ARQ blocks, it activates the ARQ
mechanism and informs the sender to retransmit data.
ARQ timers take care of situations when ARQ feed-
backs are lost constantly or when retransmission
attempts expire.

It makes sense to mention only one important opti-
mization that we use in the ARQ implementation.
Instead of creating and running ARQ timers for each
ARQ block that a PDU has, we associate them with the
whole PDU. This is an approach that also certain
WiMAX products use. Of course, special care must
be taken later when a retransmitted PDU is fragmented
or packed.

The ARQ mechanism implementation supports the
following features: ARQ blocks, ARQ block rearrange-
ment, ARQ feedbacks (standalone and piggy-backed),
ARQ window, ARQ timers (retry, block lifetime, Rx
purge), and ARQ discard.

3.4.6. Contention resolution. Depending on the
underlying PHY, the 802.16 contention resolution
works differently. Even though the top-level backoff
mechanism is identical to both OFDM and OFDMa
PHY, the former just sends a 6-byte PDU header
with the bandwidth request size. In OFDMa PHY,
there are 256 144-bit pseudo-orthogonal code division
multiple access (CDMA) codes. An SS sends first a
CDMA contention code; once the BS detects the
code, it allocates a special uplink CDMA allocation
where an SS can send a bandwidth request. All of

these differences are abstracted through the MAC-
level contention resolution class.

The collision in OFDM PHY is detected and
handled quite easily: if the BS detects transmission
and the previous transmission has not yet ended, then
all of the packets are dropped. The OFDMa PHY
uplink contention is trickier to model in NS-2 because
it is a tradeoff between accuracy and computational
complexity. When several SSs transmit CDMA codes
simultaneously, the BS tries to detect each of the trans-
mitted codes. Several approaches for modeling a
CDMA receiver in NS-2 are available.

1. Optimistic. A CDMA code is modeled with a special
NS-2 packet type, where the packet payload carries
just the CDMA code index. Since CDMA codes are
pseudo-orthogonal, we can assume that there is a
high probability that all of the transmitted codes
are detected. The only case when a code collision
occurs is when two or more identical codes are
sent. Thus, the BS CDMA receiver just analyzes
CDMA code indexes to decide whether they are
detected or not.

2. Simple. This receiver is similar to the previous one
with one addition: it tries to account for inter-code
interference based on the link simulation or other
simulation results.24 Even if two or more received
codes have different indexes, there is a chance that
a code is not detected.

3. Single-code correlator. This approach tries to model
the way the CDMA codes are transmitted and
detected by the CDMA receiver. The NS-2 CDMA
packet payload carries 144 bits. If there are several
codes sent during the same transmission opportu-
nity, then the received bit sequences are summed to
obtain a so-called interference pattern. Since each bit
is binary phase shift keying (BPSK) modulated,
there is a non-zero probability that its value changes
during transmission. Thus, a receiver models it by
applying the BPSK error curve to each bit. Then,
the BS CDMA receiver tries to detect individual
codes by applying the dot product operation and
comparing the correlator output to the predefined
threshold, e.g., 75%.25 Of course, this approach
does not account for the fact that codes may arrive
with different power levels. On the other hand, a
properly functioning UL power control algorithm
tries to ensure that received signal strength from all
of the SSs is approximately at the same level.

Depending on the simulation accuracy and speed, an
appropriate CDMA receiver can be chosen. As an
example, an accurate voice over IP (VoIP) delay ana-
lysis, where uplink ertPS connections rely upon the
contention, definitely requires a complicated CDMA
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receiver. On the other hand, a simple CDMA receiver
suffices for a basic analysis of the TCP performance
over 802.16.

3.4.7. Scanning and handover. In a simple single-
sector simulation, there is no need for the scanning
functionality as there is only one BS which an SS will
exchange data with. In this case, the SS is provided with
an explicit BS ID where the network entry must be
performed. Otherwise, in multi-cell or relay simula-
tions, an SS first listens for a DL channel and then
enters the network via the BS that has the strongest
DL signal. The scanning time is a configurable para-
meter; usually, 50–100 ms is enough to filter out the fast
fading component and obtain an average DL channel
performance.

Handover is a part of the basic MAC functionality
and includes support for all of the necessary manage-
ment messages to initiate and control the handover
process. Our implementation supports two basic hand-
over methods: manual and automatic. In the former
case, at a particular moment of time an SS is instructed
to handover to the specified BS. In a case of automatic
handover, an SS measures periodically DL preambles
from neighboring BSs and initiates a handover process
once the strongest neighboring BS signal strength
exceeds the hysteresis margin and stays for more than
time-to-trigger seconds. If for some reason the hand-
over fails, an SS falls back to the initial network entry
mode and starts to perform scanning. This allows us to
simulate large mobility scenarios containing multiple
BSs and random movement of SSs.

3.5. LL layer

The LL layer has the fewest extensions when compared
with MAC or PHY. Following the general principles,
there is a derived class that changes the behavior of the
virtual recv() function. Firstly, we disable Address
Resolution Protocol (ARP) because it does not make
much sense in the 802.16 PMP mode. Second, the LL
layer has to stamp a packet with a correct CID so that
the queue system can place it into a correct queue.
Practically, the NS-2 LL layer performs functions of
the 802.16 convergence sublayer. This functionality is
identical for an SS and BS as both of them have to
classify incoming packets. The current implementation
classifies packets based on the following parameters: (a)
source address, (b) destination address, and (c) flow ID.
The reason we also account for flow ID is that we have
to differentiate between incoming packets that belong
to different applications from the same node. If they
belong to different application types, e.g. VoIP and
BE, then they should be placed into different connec-
tion queues to obtain an appropriate treatment. On the

other hand, by not specifying the flow ID we will put all
of the incoming packets into one connection queue,
which is also a valid case. A script designer decides
which option to use.

3.6. QoS and scheduling

The internal QoS architecture of our 802.16 module
does not differ significantly from QoS architectures pre-
sented in other papers and 802.16 implementations.7,26

Thus, for the sake of brevity, we focus only on the
distinctive features that we adopted in our module.

3.6.1. BS scheduler. We omit the description of the
BS scheduler details as more information is given in
Section 4.1. However, we mention briefly that to
study different schedulers in 802.16, we introduced a
common interface between the BS MAC and the BS
scheduler, as shown in Table 2.

The input parameters are the status of the DL phy-
sical and UL virtual queues (see Figure 6) that are
maintained and managed by the MAC layer. In addi-
tion, we also pass HARQ ACKs because they arrive at
the BS via the MAC level. The result of the scheduling
decision is two lists with DL and UL bursts for the BS
MAC. The scheduler also constructs the DL-MAP,
UL-MAP, DCD, and UCD messages that the BS
MAC transmits later to all of the SSs.

3.6.2. SS uplink scheduler. The SS uplink scheduler
is as important as the BS scheduler. The reason is that
once the BS makes an UL allocation, it is per a whole
SS, not per an individual connection. Then, it is the SS
responsibility to partition this UL allocation between
multiple transport connections, if any. Such a solution
aims at reducing the signaling overhead and allowing
an SS to gain a better control on the allocation size,
which can start and end at any byte within the burst.
Figure 8 shows an example of how an UL burst can be
shared between several connection types.

The default uplink scheduler in our implementation
is PQ. Its simple yet efficient design allows for support-
ing triple-play services at mobile terminals. In other
words, first the uplink scheduler allocates space for
the management data, if any, then UGS, then ertPS

Table 2. BS scheduler interface

Input Output

DL queue sizes DL burst list

UL queue sizes UL burst list

HARQ ACKs DL-MAP, UL-MAP, DCD, UCD
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(e.g., VoIP), then rtPS (e.g. video), and then nrtPS
(e.g. Web) with BE.

Of course, the PQ scheduler cannot address more
complicated and general cases when, as an example,
there are several nrtPS connections with diverse QoS
requirements, such as the 802.16 CPE that serves a
small local network. To experiment with different
uplink schedulers, we developed a common interface
that allows abstracting from a particular allocation
algorithm (see Table 3). The input parameters are
time, UL allocation size, and the queue sizes. Output
information consists of a list with UL allocation sizes
that tell how many bytes each connection may occupy.
It is the MAC-level responsibility to enforce this
decision.

3.6.3. Uplink power control. The uplink power con-
trol mechanism is as important as the link adaptation
and the scheduling. On the one hand, it is possible to
avoid implementing the uplink power control by
assuming that an SS uses a certain fixed transmission
power. On the other hand, since an SS has a limited
transmission power, the BS can instruct the SS to
increase or decrease its power to ensure efficient func-
tioning at both the cell edge and cell center.

Since the uplink power control algorithm is not
defined by the IEEE 802.16 specification, we provide
here details of a simple closed-loop algorithm that
works in a coordinated way with the BS scheduler.
There are a few basic principles:

1. Ensure that the uplink signal-to-noise ratio (SNR) is
higher than QPSK1/2 by increasing SS transmission
power. While increasing the transmission power,
make sure that the SS power budget is not exceeded.
Furthermore, the algorithm also ensures that an
SS can always transmit at least within two sub-
channels.

2. Lower SS transmission power if the uplink SNR is
higher than that needed to support the highest uplink
MCS, e.g. 64-QAM 5/6. It allows an SS to occupy
more UL sub-channels and thus transmit more data.

In addition, the BS scheduler provides hints to the
power control module regarding the UL allocation size.
In particular, the power control module tries to
decrease the transmission power if it notices that the
scheduler tends to allocate larger UL data grants. On
the other hand, it increases the transmission power if an
SS can transmit within more sub-channels than a typi-
cal UL data grant occupies. However, the aforemen-
tioned principles always override the decision made
that is based on a hint from the BS scheduler.

3.7. 802.16j multi-hop extensions

Multi-hop extensions27 were added recently to the base-
line 802.16e specification and allow for deployment of
various relay types with different operational modes.
In this paper we refrain from describing all of the
802.16j technical details, a good overview of the key
802.16j features can be found in Peters and Heath’s
work on Multihop relaying.28

The key concept behind implementing a scalable
support for the multi-hop functionality is a zone.
Being part of the basic 802.16 specification, it allows
the DL/UL sub-frame to be partitioned into smaller
logical parts by using the time division concept.
Originally, this approach was introduced to support
different permutation types within the same sub-
frame, e.g., PUSC, FUSC, AMC. In the 802.16j exten-
sions, a zone also specifies whether it is used for
communication with SSs or with relay stations (RSs).
Figure 9 shows the TDD frame with access and relay
zones in the DL and UL sub-frames.

The WINSE module supports two-hop non-trans-
parent time-division transmit relays as a main solution
for the coverage extension problem.29 Transparent
relays, which are used merely for the throughput
enhancement within a cell coverage area, are left for

BS Tx

access zone

DL UL

access zonerelay zone relay zone

BS

RS

BS Tx BS Rx BS Rx

RS Tx RS TxRS Rx RS Rx

Figure 9. TDD frame with access and relay zones.

Table 3. Uplink scheduler interface

Input Output

Time UL allocation list

UL allocation size

UL queue sizes

Slots

UL burst

UL allocationsVoIP Video Other data

Figure 8. UL burst partitioning.
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the next stage. Even though the specification allows for
more than two hops, such a possibility is not supported
due to the resulting system complexity;30 the same
approach is also taken in other technologies, such as
3GPP LTE-A relays.31 As a result, there is no need to
support more than one DL/UL relay zone in the 802.16
frame. Further WINSE development may include a
support for an unlimited number of hops.

3.7.1. PHY, MAC, queue system. Since the 802.16j
specification does not define any new PHY features,
we rely upon the PHY concepts and principles described
earlier. The only enhancement we introduced is a set of
propagation models defined by the 802.16j simulation
methodology.32 All of the other PHY mechanisms,
such as channel measurements, reporting, and link
adaptation, are exactly the same as for SS and BS.

Obviously, the MAC level has the largest number of
extensions. Owing to the scalable architecture, the RS
MAC level is a combination of the BS and SS function-
ality, as Figure 1 illustrates. Indeed, RS behaves like a
full-featured BS while scheduling resources for its
access link, sending and receiving data there. At the
same time, the RS node behaves like an SS when it
follows the scheduling decision made by BS on the
relay link.

The queue system is identical to the MAC-level
queue with one small extension: it is capable of buffer-
ing both the DL and UL PDUs, because depending on
the channel conditions RS may have to buffer both DL
and UL traffic.

3.7.2. Scheduling. Scheduling was one of the most
challenging tasks while implementing support for
802.16j. In addition to providing resources for SSs, as
in a basic 802.16 network, the BS has to allocate slots
on a relay link to exchange data with RSs. To accom-
plish this task, we introduced the concept of scheduling
group, where each group is an independent set of
resources managed by BS. Referring back to Figure 9,
DL and UL relay zones form a separate scheduling
group, whereas DL and UL resources for an access
link belong to a different scheduling group.

In addition to the DL and UL scheduler that assigns
resources on the RS access link, the RS node has to run
a so-called UL allocation scheduler. Similarly to SS, BS
grants an UL allocation to a whole RS by using its
basic management CID; it is RS responsibility to
share it between all of the associated stations. In
Section 3.6.2, we presented the architecture of the SS
UL scheduler and described a simple resource alloca-
tion mechanism based on PQ. Even though it suffices
for an SS, it is not flexible enough for the RS node. The
biggest obstacle is that due to the PQ nature, one BE
TCP connection can easily monopolize all of the

resources. Instead, we implemented a PQ-RR scheduler
that prioritizes management, UGS and ertPS connec-
tions by using strict priorities. Connections that belong
to the remaining classes, i.e. rtPS, nrtPS, BE, are shared
with a round-robin scheduler. Such a scheme combines
simplicity and efficiency assuming that the BS UL sche-
duler accounts for the QoS requirements of the RS
connections and allocates sufficiently large UL grants.

3.8. Routing

While working in the PMP mode, packets are always
exchanged between SSs and the BS belonging to the
same cell: there is no way an SS can communicate
with another one bypassing the BS. As a result, there
is no need for an ad-hoc routing protocol because all of
the forwarding information becomes available during a
connection set up. Thus, we rely upon the NOAH
module that just disables ad-hoc routing.

3.9. Tracing

Following one of the core principles, we rely upon the
trace format provided by the NS-2 framework. We do
not change the trace file format as it will break existent
scripts or start to conflict with other extensions.
However, there is 802.16-specific information that one
would like to see in the trace file for further analysis and
testing.

3.9.1. 802.16-specific MAC fields. The NS-2 wire-
less trace file format defines four -Mxxx fields, the con-
tent of which is specific to a particular MAC level. We
redefine them to include 802.16-specific information, as
shown in Table 4. The -Mt field always have the same
value, 802.16, which allows differentiation from other
MAC types. The -Mc field keeps the CID value. It helps
to differentiate between several connections belonging
to the same SS or just track down a particular connec-
tion. The -Mm field specifies the management message
type if a transmitted PDU belongs to the management
connection. Having the management message type in
the trace file, one can gather plenty of important infor-
mation. As examples, there are network entry delay
(the time between the first RNG-REQ and the last

Table 4. New trace fields

Field Description

–Mt 802.16

–Mc CID

–Mm management message type

–Mb bandwidth request size
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REG-RSP messages), connection setup delay (the time
between the first DSA-REQ and the last DSA-ACK
messages), handover delay (the time between the first
MOB_MSHO-REQ and the last REG-RSP messages),
and so on. The -Mb field specifies the bandwidth
request size of a standalone or piggy-backed bandwidth
request.

3.9.2. Burst entry. Even though the NS-2 trace file
contains information on all of the transmitted PDUs,
sometimes it is not enough to analyze the resulting
802.16 behavior. First, the NS-2 format does not pro-
vide enough -Mxxx fields to display other useful infor-
mation, such as MCS or the HARQ (re-)transmission
status. Second, 802.16 data transmission occurs in a
form of a data burst that comprises one or more
PDUs. Thus, we also add a support for a so-called
‘‘burst’’ entry.

Figure 10 shows the format of the ‘‘burst’’ entry that
appears in the trace file whenever a new burst starts.
The entry includes information on a burst direction, its
index, type, e.g. data burst or a contention region, CID
and ACID values, burst MCS, size in slots and bytes, as
well as the HARQ status for the HARQ-enabled data
burst. It allows statistics to be gathered, such as MCS
distribution, burst size distribution, distribution of
HARQ retransmissions, etc.

3.9.3. Contention entry. We add a special ‘‘c’’ entry
to the trace file. It specifies when an SS takes part in the
uplink contention resolution. The reason we need this
entry is that when the SS starts the uplink contention, it
may defer for a number of frames due to the backoff
start value. As a result, the first bandwidth request is
sent after the actual uplink contention has begun. Thus,
the ‘‘c’’ entry helps to measure the medium access delay
accurately. Since the SS performs the uplink contention
on behalf of all of the connections it has, the format of
this entry is very simple, as shown in Figure 11. There is
time when a contention starts, SS node ID that origi-
nates the contention, and BS node ID to which the
contention request is sent.

3.9.4. Drop reason. There are many reasons why a
packet can be dropped inside the MAC layer. We rely
upon the existing NS-2 drop reasons (see Table 5) to
put appropriate information in the trace file.

3.10. Access network

Along with the 802.16 radio interfaces, the performance
of the WiMAX network is affected by the wired part. In
fact, wired network components, such as access service
network gateway (ASN-GW) and connectivity service
network (CSN) node (see Figure 12), may play a crucial

role during network entry, connection setup, and hand-
over processes because the BS contacts them at various
stages.33 Failing to model the access network, one can
obtain too optimistic results. Apart from time needed
to send a signaling message and wait for a response,
there are also delays that may come from the user data
preempting management traffic inside the access
network.

Access network modeling combined with 802.16
PHY and MAC is a perfect task for a simulator, such
as NS-2, where wired networking has been present for a
long time. In addition, NS-2 provides a good frame-
work to develop new protocols, in particular signaling
protocols.

We already developed an extension to the WINSE
module that aims at adding support for the 802.16
access network entities in the NS-2 simulator. Our pri-
mary goal is to support R4, R6, and R8 interfaces to

Base station

Base station

ASN-GW

ASN-GW

CSNR8

R6

R6

R4

R3

R5

R1

CSN

Figure 12. WiMAX access network components.

Table 5. Drop reasons

Drop reason Description

IFQ The queue is full

ERR Packet error

COL Uplink contention collision (OFDM only)

RET Contention attempts exceeded

NRTE No classification rule

b -t <time> -Hs <bs id>
-Bd <direction> -Bi <index> -Bt <type>
-Bc <cid> -Ba <acid>
-Bm <MCS> -Bs <size slots> -Bb <size bytes>
-Bh <HARQ status>

Figure 10. Format of the burst entry.

c -t <time> -Hs <ss id> -Hd <bs id>

Figure 11. Format of the contention entry.
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obtain more accurate results for network entry and
handover procedures. The description of the module
is given by Mendieta34 with simulation results pre-
sented by Hytönen et al.35

4. Research done with WINSE

In this section we give a brief overview of past and
ongoing research topics where the WINSE module
is used.

4.1. Scheduling and resource allocation

Scheduling and resource allocation was the first
research topic studied with the WINSE extension.36,37

It was shown that the classical fair resource allocation
is applicable but is too complicated for the 802.16 net-
works, where the basic allocation unit is a slot of a fixed
size and duration. Nevertheless, a simpler yet efficient
algorithm is possible that is based conceptually on the
round-robin approach. At the same time, there were
proposed extensions that allowed the 802.16 service
class, QoS parameters, UL bandwidth request or DL
queue size to be accounted for. The simulation results
showed that the proposed scheme satisfies all of the
QoS requirements, protects service flows, and ensures
fair resource allocation across the BE connections.
All of our subsequent research papers relied upon the
proposed scheduler that was adopted easily for
the OFDMa PHY. Its simple but scalable nature
also allowed introducing an extension for ARQ38 and
a support for the HARQ scheduler.

Owing to a highly modular internal architecture,
other schedulers, such as proportional fair, were stu-
died with the WINSE module.39

4.2. Uplink contention performance

Even though the 802.16 system is based on the demand
assigned multiple access (DAMA) concept, there is still
an uplink contention created by connections that are
either not polled regularly, e.g., nrtPS, or are not polled
at all, such as BE. The ertPS class can also take part in
the uplink contention if so allowed by the BS.
Previously,40 we studied the 802.16 uplink contention
resolution and proposed a scheme about how to adapt
dynamically backoff start/end parameters, and the
number of the contention transmission opportunities.
Furthermore, we also showed41 that by adjusting dyna-
mically the uplink contention parameters one can
achieve a good tradeoff between resource utilization
and delay requirements of the VoIP connections.

Another 802.16 feature to achieve the tradeoff
between delay guarantees and resource utilization is
multicast polling. A study was performed42 to research

the applicability of it with VoIP connections. It was
shown that the multicast polling can be used to provide
a maximum delay guarantee and even several separate
delay limits for separate connection types. As a conti-
nuation of the uplink contention and VoIP topics, we
also compared different resumption mechanisms in
OFDMa PHY.43

Our recent paper studied the OFDMa PHY CDMA
contention code performance and how they can be opti-
mized for future broadband wireless systems.24

4.3. AQM

From the SS and BS point of view, the 802.16 network is
a bottleneck because it is highly anticipated that a wired
connection behind BS (or SS working as a gateway) will
always be higher than themaximum achievable through-
put on the air interface. Thus, the queue sizes tend to
grow, especially when spectrum efficiency declines. We
studied44 AQM mechanisms in which it is possible to
apply to 802.16 to reduce queuing delays. The results
showed that when applied to the BS DL queues, the
AQM mechanism is capable of reducing TCP delays.

4.4. Optimal PDU size

While transmitting data, incoming packets, i.e. SDUs,
are fragmented or packed into PDUs, the size of which is
not governed by the specification. On the one hand, the
probability of erroneous MAC PDU increases when the
PDU size grows. On the other hand, a small PDU has a
larger overhead. We studied45 the optimal MAC-level
PDU size under different channel conditions. We
showed that it is possible to find the optimal PDU size
if we know the channel conditions. Because the 802.16
system has an advanced link adaptation mechanism, the
error probability is known and the optimal PDU size can
be selected. It was also shown that if the error probabil-
ity is unknown, then it is better to rely on smaller PDU
sizes of around 100–120 bytes.

4.5. ARQ

The ARQ retransmission mechanism is available in all
of the major PHYs of the 802.16 system and plays a key
role in improving the system performance, especially the
application-level throughput. We previously studied46

the properties of the 802.16 ARQ mechanism and pro-
posed solutions on how to choose an ARQ feedback
type, and how to prioritize feedbacks, retransmissions,
and normal PDUs. We showed the importance of the
ARQ block rearrangement and a correctly set up ARQ
transmission window. We also analyzed the impact of
the ARQ feedback intensity in the case when ARQ
works standalone and on top of HARQ.47
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We also studied48 the performance of the ARQ
mechanism with the real-time VoIP traffic. We argued
that even though HARQ is considered to be a better
candidate for VoIP, it is possible to tune the ARQ
algorithm so that all of the VoIP performance require-
ments are met.

4.6. ARQ and HARQ performance

Along with ARQ, the 802.16 OFDMa PHY provides a
possibility to run the HARQ retransmission mechan-
ism. We previously49 made a preliminary comparison
of these two mechanisms and also studied ARQ on top
of HARQ. Even though, as expected, HARQ outper-
forms ARQ in most cases due to a retransmission gain,
there are cases when ARQ provides a better perfor-
mance due to less signaling information.

4.7. Link adaptation thresholds

We have analyzed the link adaptation model and MCS
transition thresholds for the IEEE 802.16 BS.50 We
have shown that the optimal transition threshold for
the ARQ connections is between 10�2 and 10�2.5,
while for the HARQ-enabled connections it is from
10�1.5 to 10�2. It fully conforms to the theoretical
expectations that HARQ should outperform ARQ
due to the retransmission gain. An interesting outcome
of the paper is that the optimal thresholds depend on
the number of data bursts per frame. It requires a coor-
dinated function between the BS link adaptation model
and the scheduler.

4.8. Sub-MAPs

One of the performance bottlenecks of the 802.16
system is DL broadcast control MAP messages that
specify data grants in the DL and UL sub-frames. To
reduce the signalling overhead, the 802.16 standard
introduces so-called sub-MAPs. However, similar to
the scheduling, the algorithm to build sub-MAPs is
not defined by the specification. We proposed51 an effi-
cient and computationally friendly algorithm to build
sub-MAPs and presented that by means of extensive
simulations that sub-MAPs can improve significantly
the spectral efficiency of the system. We analyzed52

the impact of sub-MAPs on the VoIP capacity.
According to the results, the VoIP capacity can be
improved up to 100%.

5. Ongoing research topics

In this section we provide some simulation results of
our ongoing research topics, which are a comparison of

different duplexing modes in 802.16 and 802.16j relay
performance.

5.1. TDD versus F-FDD versus H-FDD

In this section we present simulation results for differ-
ent duplexing modes that our simulator supports. We
consider the TDD and FDD, where the frequency divi-
sion is further classified into full mode and half-duplex
modes. In the half-duplex mode, the 802.16 DL/UL
sub-frames are partitioned into two groups to support
stations that cannot transmit and receive
simultaneously.

In the simulation scenario, there is a single BS sector
and 32 SS that are placed randomly in the BS serving
area. There are two separate simulation cases. In the
DL case, each SS downloads over the FTP BE TCP
connection and in the UL case, all the SSs upload
data. In each simulation case, we vary the number of
bursts per sub-frame, both DL and UL, to present how
it impacts the final system performance. Each simula-
tion lasts for 10 seconds and is run 12 times with a
different random seed value.

Table 6 presents the PHY parameters for this simu-
lation. It is worth mentioning that the 10 MHz fre-
quency band used in TDD is partitioned into two
5 MHz bands used by DL and UL carriers in FDD.
Further, depending on the FDD mode, either all of the
OFDM symbols are used for transmission or they are
partitioned into two groups in the H-FDD mode. The
TDD DL/UL ratio is chosen in such a way that
the number of slots for DL and UL sub-frames is as
close to FDD as possible. Also note that the
uplink contention resolution parameters are slightly
adjusted for H-FDD to account for the fact roughly
two times less SSs reside in each H-FDD contention
group. Table 7 presents the common MAC-level
parameters that do not depend on a particular duplex-
ing mode.

Figure 13 shows the DL and UL spectral efficiency
for the considered duplexing modes. It can be seen that
in the DL case the spectral efficiency decreases as the
number of bursts grows. This is explained by the
increased MAP message overhead when more bursts
are scheduled per single sub-frame. Also H-FDD
always has a larger overhead when compared with the
other duplexing modes, which explains its worse spec-
tral efficiency.

In the UL direction, the FDD duplexing mode is as
good as TDD and even better. The reason for this is the
better UL sub-channelization gain for FDD. Owing to
a longer UL sub-frame size in FDD, an SS can transmit
more data in one sub-channel when compared with
TDD. In addition, an SS can focus its transmission
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power on a fewer channels, thus having a more efficient
MCS. This is seen clearly from the spectral efficiency
figure. In fact, all of the duplexing modes improve as
the number of bursts increases, but F-FDD is perform-
ing better. The reason why H-FDD outperforms
F-FDD and TDD with four and eight bursts per
frame is because the BS scheduler is less flexible in
assigning resources for SSs that are associated with
different H-FDD groups. This increases the spectral
efficiency at the cost of fairness. More simulation
results with a description of the H-FDD group balan-
cing algorithm can be found in Martikainen.53

5.2. 802.16j Non-transparent relays

Figure 14 shows the relay simulation scenario. It is
assumed that there is a single BS controlling its
sector. To serve an area denoted by a dashed line, an
operator may deploy additional BSs to cover two more
sectors denoted by dotted lines. However, a more cost
efficient solution might be to deploy a few relay
nodes,54 as shown in the figure. For the sake of brevity,

we compare a case with a single BS and a case with the
BS and RS nodes.

Table 8 presents the key parameters used in the simu-
lation. We consider DL TCP transmission over the BE
connections as it is a good way to analyze the resulting
system throughput and the spectral efficiency. It is worth
mentioning that to study the relay performance, we con-
sider different fixed DL relay zone sizes, i.e. two, four,
and six OFDM symbols. The UL zone size is also fixed
and has the constant size of three symbols. Unlike the
BS, RS uses an omnidirectional antenna, has a lower Tx
power of 5 W, a smaller antenna height and gain. We
assume the sub-urban macro-cell scenario and thus
choose the 802.16m SMa propagation model for an
access link and 802.16j TypeD model for the relay
link. The latter is used for the above rooftop line-of-
sight communication between a RS and a BS. The
retransmission mechanism is ARQ working in the end-
to-end mode. In other words, RS does not take part in
the ARQ signaling and just forwards received data. The
interference modeling accounts for the fact that the BS

Table 7. Common MAC parameters

Parameter Value

DL/UL channel measurements preamble/data burst

Channel report type/interval CQICH/20ms

Channel measurements filter EWMA, �¼ 0.25

UL Power Control Closed loop

Link adaptation model target FEC BLER, 10�1

H-FDD group balancing algorithm Adaptive fair

H-FDD group balancing interval 500 ms

MAP MCS QPSK1_2

Compressed MAP ON

CDMA codes 256

Rangingþperiodic ranging 64

Bandwidth request 192

Handover —

Fragmentation/packing ON

PDU size 140 B

CRC ON

ARQ feedback Standalone

ARQ feedback types all

ARQ feedback interval 20 ms

ARQ block size 16 B

ARQ window 1,024

ARQ block rearrangement ON

ARQ deliver in order ON

ARQ timers

Retry 100ms

Block lifetime 500ms

Rx purge 500ms

Table 6. TDD/F-FDD/H-FDD PHY parameters

Duplexing modes

Parameter TDD F-FDD H-FDD

Center frequency 2.5GHz

PHY OFDMa

Cyclic prefix length 1/8

Frames per second 200 (5 ms/frame)

Long preamble 1 symbol

Bandwidth 10MHz 5þ5MHz

FFT 1,024 512

TTGþRTG 296þ168 PS 0þ168 PS

DL/UL subchannels 30/35 15/17

DL/UL subcarrier alloc. DL PUSC/UL PUSC

OFDM symbols 47

DL/UL symbols 22/24 46/45 18þ28/27þ18

DL slots 330 345 135þ210

UL slots 280 255 102þ153

BS/SS Tx power 10/0.25 W

BS/SS antenna 3GPP/omni

BS/SS antenna gain 17/0 dBi

BS/SS antenna height 32/1.5 m

Path loss .16m UMa

Ranging backoff start/end 1/15 0/15

Ranging transm. opport. 2 1

Request backoff start/end 3/15 2/15

Request transm. opport. 8 4

Sayenko et al. 39



Table 8. 802.16 network parameters

Parameter Value

Center frequency 2.5GHz

PHY OFDMa

Bandwidth 10 MHz

Duplexing mode TDD

Frame duration 5 ms

CP length 1/8 symbol

TTGþRTG 296þ168 PS

OFDM symbols 47

DL/UL symbols 30/15

DL/UL relay zone size 2, 4, 6/3 symbols

DL/UL subcarrier alloc. DL PUSC/UL PUSC

Channel report type/interval CQICH/20ms

Channel measurements DL/UL preamble/data burst

Channel measurements filter EWMA, �¼ 0.25

MAP MCS QPSK1/2 Rep6. . . QPSK1/2

Compressed MAPs ON

sub-MAPs ON, maximum 3

BS/RS/SS Tx power 10/5/0.25W

BS/RS/SS antenna 3GPP/omni/omni

BS/RS/SS antenna height 32/12/1.5m

BS/RS/SS antenna gain 17/5/0 dBi

A-link/R-link path loss .16m SMa/.16j TypeD

A-link/R-link fast fading K factor 0/9 dB

Ranging transm. opport. 2

Ranging backoff start/end 1/15

Request transm. opport. 8

Request backoff start/end 3/15

CDMA codes 256

Rangingþperiodic ranging 64

Bandwidth request 192

Handover —

PDU size 140 B

Fragmentation ON

ARQ feedback standalone

ARQ feedback types all

ARQ feedback intensity 20 ms

ARQ block size 64 B

ARQ window 1024

ARQ discard ON

ARQ block rearrangement ON

ARQ deliver in order ON

ARQ timers

Retry 100ms

Block lifetime/Rx purge 500ms
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Figure 13. Spectral efficiency (TDD bars are scaled to match

the number of slots count in H-FDD and F-FDD): (a) DL; (b) UL.

ISD 1.5 km

1.3 km
1.1 km

1.3 km

Figure 14. Simulation scenario.
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and the non-transparent RS transmit simultaneously,
thus impacting each other.

To gather statistically reliable results, we ran 20 dif-
ferent simulations, where each simulation run con-
tained 30 nodes placed in random locations. Each
simulation run lasted for 10 seconds. It must be men-
tioned that we did not put SSs close the BS as they
experience very good SNR there and thus are not so
interesting for this relay study.

Figure 15 presents the DL spectral efficiency for a
case when there is only the BS (the leftmost bar) and
three cases with relays and different DL relay zone sizes
(two, four, and six symbols). As can be seen, relays
improve the spectral efficiency: the more resources a
relay link has, the better the average spectral efficiency
becomes because SSs, which are close to RSs, can ben-
efit from a good link between BS and RS.

Toprovide a better insight on the relay performance, we
also present the DL throughput cumulative distribution
function (CDF) in Figure 16. It shows that relays improve
performance, but there is a certain number of SSs that has
worse throughput. The reason is that these SSs reside in
very bad channel conditions, e.g., at a cell edge or BS/RS
coverage area intersection. Their performance gets worse
due to the increased interference level whenwe deploy non-
transparent relays. In addition, throughput values become
more diverse because certain SSs experience very good
channel conditions if they are close to RS.

In addition to the spectral efficiency, we present
results for the DL SDU delay. The delay is calculated
as the time from the first transmission of SDU or its
first fragment until the reception of the whole SDU
at the receiving end after possible retransmissions.
Figure 17 shows that RS nodes can improve signifi-
cantly the DL delay. It is anticipated that with a
higher DL throughput we can spend less time on trans-
mitting an SDU and/or retransmitting its fragments.

As a small summary, relays indeed improve the
overall system performance at the expense of the
overall throughput fairness that is quite difficult to
achieve in the multi-hop environment. Furthermore,
non-transparent relays increase the interference level
that have a negative effect on the performance of SSs
that reside in very bad channel conditions. The relay
zone sizes must be set up carefully as they control the
trade-off between the system performance and fairness.
For the simulation scenario presented above, the DL
relay zone size of four symbols is a good compromise
between the increased spectral efficiency and decreased
throughput fairness.

A deeper analysis is given in Sayenko et al.55 for a
more challenging case with NLOS communication
between a RS and a BS.

6. Conclusions

In this paper we have presented WINSE, the 802.16
module for the NS-2 simulator. We introduced
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a support for the upper PHY level, MAC, QoS and sche-
duling, as well as the basic support for the access service
network. Our implementation has demonstrated that
NS-2 can be used to model complicated wireless broad-
band technologies, such as IEEE 802.16 and its multi-hop
extensions. We have used the WINSE module in many
research papers where we studied the MAC and QoS
aspects of the IEEE 802.16 system. A number of technical
contributions have also been submitted.

Based on our experience, it is possible to state that a
truly powerful and scalable NS-2 module should not
aim at a particular solution, but rather provide as
many abstractions as possible to allow for different
alternative implementations without changing the
main core. The presented 802.16 module is an example
of how it is possible to abstract from a particular PHY,
BS scheduler, SS UL scheduler, contention resolution
mechanism, etc. A highly modular architecture must
also allow for flexible testing of various radio resource
management algorithms. It creates unlimited possibili-
ties for future research in areas, such as 802.16m.56
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Abstract—This paper presents extensive dynamic simulations
of the non-transparent in-band relays working in the distributed
scheduling mode. The simulation results show that in-band relays
can improve noticeably the spectral efficiency without acquiring
an additional radio spectrum. Also, packet transmission delays

become smaller. An important outcome of the dynamic simula-
tions is that it is very crucial to choose a correct relay zone size
where the base station and relay nodes exchange data. Otherwise,
throughput fairness of the whole system declines. It indicates an
importance of the relay zone size adjustment algorithm that the
base station must run.

Index Terms—IEEE 802.16j, relays, scheduling, NS-2.

I. INTRODUCTION

The very high data rate demands for wireless communi-

cation systems create a need for more fundamental enhance-

ments, other than just increasing the transmission bandwidth

or introducing higher order modulation and coding schemes.

Along with technologies, such as MIMO and cooperative

multi-point transmission, relaying is seen as a quite promising

solution [1].

There are a number of reasons why a provider would

decide to deploy a relay instead of a full-featured base station.

Firstly, a relay does not need any connection to the mobile

access network wired backhaul. As a result, a relay can be

deployed to a location where the wired connection does not

exist at all or where it is too expensive and/or complicated

to install. It is worth noting that not all the base stations are

connected directly to the wired medium; quite many of them

use microwave links to forward data via other sites. However,

a microwave link needs a larger site, requires a strong line of

sight (LOS) path and needs a license to use the microwave

spectrum. What is also important is that there is no standard

for microwave links, meaning that a provider has no choice but

to deploy equipment from the same vendor on both microwave

link endpoints. When compared to a full-featured base station

site, relays are faster and simpler in deployment and may

even use omni-directional antennas, which simplifies a lot the

hardware design and reduces the cost. Even though this paper

does not consider all the design options, it is necessary to

mention that a relay can integrate the system module with an

antenna thus getting rid of a feeder cable where a considerable

power loss occurs. It is also worth emphasizing that a transition

to the relay networks consists purely of a software upgrade of

the base station that is backward compatible with the legacy

network and terminals.

At the moment, there are two major wireless technologies

where multi-hop relays have gained a significant interest from

vendors and operators: 3GPP LTE-A [2], [3] and IEEE 802.16j

extensions [4] of the baseline 802.16 system [5], [6]. In this

paper, we refrain from comparing these two technologies, but

rather limit ourselves to IEEE 802.16j as a more mature so-

lution for the multi-hop communication. In any case, relaying

concepts are very similar in these technologies and we believe

strongly that results obtained from the IEEE 802.16j system

can be applied to 3GPP LTE-A relays, and vice versa.

To promote deployment and usage of relays, we need

extensive simulation results that can indicate clearly perfor-

mance gains, as well as possible disadvantages. Due to the

overall system complexity, it is often the case that researchers

either rely upon pure theoretical approach or use simple static

simulators that account only for the path loss and do not

consider dynamics of the whole system, not mentioning any

related system and management overhead. At the same time,

many dynamic simulators adopted for relay purposes simulate

the PHY and MAC levels without capturing the transport and

application level performance. However, an accurate modeling

of higher layers becomes quite important in the multi-hop

environment due to delays, packet drops and retransmissions

that may cause easily performance degradation. Furthermore,

there is a non-trivial amount of signaling and management

information passed between the base station and relay, which

also consumes system resources.

In this paper, we present the performance analysis of the

802.16j non-transparent in-band relays working in the dis-

tributed scheduling mode. We elaborate more on our choice

for this relay type in Section II. We use a dynamic system

simulator that accounts for PHY, MAC, and for the radio

resource management algorithms, such as scheduling and link

adaptation. On top of that, we run transport protocols to simu-

late accurately the application level performance. We focus on

the performance analysis of relay solutions and abstain from

cost analysis or optimal relay deployment. Research results on

these topics can be found in [7], [8].

The rest of this paper is organized as follows. Section II



provides a brief overview of 802.16j relays, available con-

figuration options and related challenges. Section III presents

the simulation results for the non-transparent in-band relays

working in the distributed scheduling mode. Finally, section IV

concludes the paper.

II. IEEE 802.16 RELAYS

For the sake of brevity, we will not divulge into extensive

description of the relaying functionality defined in 802.16j.

The technical specification is given in [4] and a good technical

overview is presented in [9]. However, it is worth to mention

available relaying options. From the viewpoint of the spec-

trum usage, relays can be either in-band (TTR) or out-band

(STR). From the viewpoint of the downlink (DL) management

signaling, they can be either transparent or non-transparent.

These combinations also define the possible scheduling modes

– either centralized or distributed – that are summarized in

Table I.

TABLE I
AVAILABLE RELAY MODES IN 802.16J.

transparent non-transparent

in-band (TTR) centralized centralized/distributed
out-band (STR) – distributed

Hence, following the 802.16j terminology, BS will refer to

the base station, while MR-BS will denote multi-hop relay BS;

RS stands for the relay station.

There is a strong motivation to consider the non-transparent

in-band relays working in the distributed scheduling mode.

Firstly, an in-band relay reuses the existent spectrum instead of

requiring a new frequency band. Thus, it is an appealing option

for operators that do not have or cannot acquire additional

radio resources. Secondly, a non-transparent relay can enhance

both coverage and throughput, while a transparent relay can

improve only throughput within the existent cell boundaries.

Finally, the distributed scheduling mode makes scheduler

implementation simpler and allows for reusing an existent BS

software at RS without implementing a complicated central-

ized scheduling. It also makes the overall scheduling process

faster because both MR-BS and RS schedulers work as two

independent entities.

Fig. 1. Non-transparent in-band relay frame structure.

For the sake of further clarity, Fig. 1 presents the frame

structure of the non-transparent in-band relay. The relay zone

is a one where the MR-BS and RS exchange data. It must

be noted that both BS and RS transmit simultaneously in

the DL access zone to the associated subscriber stations (SS)

thus mutually interfering. A similar situation occurs in the

uplink (UL) access link when SSs associated with RS and BS

start to interfere with each other. Thus, the non-transparent

relays reuse the existent spectrum at the cost of increasing the

interference level.

III. SIMULATION

A. Simulation environment

We use the 802.16 extension to the NS-2 simulator called

WINSE, detailed description of which is given in [10]. On

top of that, we provide a support for two-hop non-transparent

in-band relays as a main solution for the coverage extension

problem [11]. Even though the specification allows for more

than two hops, such a possibility is not supported due to the

resulting system complexity [12]; the same approach is also

taken in other technologies, such as 3GPP LTE-A. As a result,

there is no need to support more than one DL/UL relay zone

in the 802.16 frame.

The non-transparent RS node runs the same radio resources

management mechanisms as a normal BS does, e.g., schedul-

ing [13], channel estimation, link adaptation [14] etc. The

scheduler is a throughput fair one that is based conceptually

on deficit round robin. Even though the proportional fair

scheduler might provide a better spectral efficiency [15], we

choose the throughput fair scheduler to show the impact of

relaying on the throughput fairness.

B. Simulation results

Fig. 2 shows a simulation scenario. It is assumed that there

is a single BS controlling its sector. To serve an area limited by

a dashed line, an operator may deploy additional BSs to cover

two more sectors denoted by dotted lines. However, a more

cost efficient solution might be to deploy a few relay nodes,

as shown in the figure. It is understandable that deploying

additional BSs will bring a better performance at the expense

of increased deployment cost: installation and support of two

macro BS with microwave links or wired backhaul connections

will cost more than three RS nodes [8]. Thus, for the sake of

brevity, we compare a case with a single BS and a case with

the MR-BS and RS nodes.

Fig. 2. Simulation scenario.



The choice for the number of RSs was motivated based on

the cost analysis in [8] that stated that it is better to have a

few high-power RS nodes rather than a number of very low-

power ones. While placing three RS nodes, we account for the

MR-BS directional antenna gain and its coverage area. While

RS3 is placed at the MR-BS main antenna lobe direction,

RS1 and RS2 are placed closer to the MR-BS and to the cell

edge. Furthermore, since MR-BS and the non-transparent RSs

interfere with each other, we do not put the RS nodes too close

to the MR-BS to avoid mutual interference. The final RSs

coordinates were tuned after a few simulation runs. However,

we do not claim in this paper that they are the optimal ones.

TABLE II
802.16 NETWORK PARAMETERS.

Parameter Value

Center frequency 2.5 GHz

Bandwidth 10 MHz

PHY OFDMa

Reuse factor 1/3

Duplexing mode TDD

Frame duration 5 ms

CP length 1/8 symbol

TTG+RTG 296+168 PS

OFDM symbols 47

DL/UL symbols 30/15

DL/UL relay zone size 2, 4, 6 / 3 symbols

DL/UL subcarrier alloc. DL PUSC / UL PUSC

Channel report type / interval CQICH / 20ms

Channel measurements DL/UL preamble / data burst

Channel measurements filter EWMA, α = 0.25

Link adaptation model target FEC BLER, 10−1

Antenna technique SISO

BS / RS / SS Tx power 10 / 5 / 0.25 W

BS / RS / SS antenna pattern 3GPP / omni / omni

BS / RS / SS antenna gain 17 / 5 / 0 dBi

BS / RS / SS antenna height 32 / 7 / 1.5 m

access / relay link path loss .16m SMa / .16j TypeA

access / relay link fast fading K factor 0 / 0 dB

DL MAP MCS QPSK1/2 Rep6. . . QPSK1/2

Compressed MAPs ON

sub-MAPs ON, max. 3

Ranging transm. opport. 1

Ranging backoff start/end 0/15

Request transm. opport. 2

Request backoff start/end 1/15

CDMA codes 256

ranging+periodic ranging 64

bandwidth request 192

handover –

PDU size 140 B

Fragmentation ON

ARQ feedback standalone

ARQ feedback types all

ARQ feedback intensity 20 ms

ARQ block size 64 B

ARQ window 1024

ARQ discard ON

ARQ block rearrangement ON

ARQ deliver in order ON

ARQ timers

retry 60 ms

block lifetime/Rx purge 500 ms

Table II presents the key 802.16 parameters used in the

simulation, which conform to [16]. We consider the DL FTP-

like continuous TCP transmission over 802.16 BE connections,

where the IP level service data unit (SDU) size is 1000 bytes.

It is a good way to analyze the resulting application level

throughput and the spectral efficiency. Of course, there is also

UL traffic caused by the TCP protocol functioning. It is worth

mentioning that to study the relay performance, we consider

different fixed DL relay zones size (see Fig. 1) of 2, 4, and 6

OFDM symbols. The UL zone size is also fixed and has the

constant size of 3 symbols.1 Unlike the MR-BS, RS uses an

omni-directional antenna, has a lower Tx power of 5W and

a smaller antenna height. The motivation is that a lower Tx

power requires a simpler and a less expensive amplifier chain.

The omni-directional antenna simplifies the design and the

installation efforts. Furthermore, an omni-directional antenna

at the RS node allows for communicating efficiently to any

SS around the RS node.2

We assume the sub-urban macro-cell scenario and thus

choose the 802.16m SMa propagation model for an access

link and the 802.16j TypeA model for the relay link [17]. The

latter one is for the NLOS communication between MR-BS

and RS nodes because otherwise, an operator might deploy

a microwave link between two BS sites. The interference

modeling accounts for the fact that the MR-BS and the non-

transparent RSs transmit simultaneously thus impacting each

other. The interference from the neighboring cells is also taken

into account assuming the reuse 1/3 factor and full load traffic.

The fast fading is generated based on the Jakes model with

the K factors given in Table II assuming an SS speed of 1 m/s.

The MAC level retransmission mechanism is ARQ working

in the end-to-end mode. In other words, RS does not take part

in the ARQ signaling but just forwards received data. The

ARQ parameters are tuned based on our previous research on

the ARQ mechanism in the 802.16 networks [18]. The ARQ

mechanism also governs the target FEC block error rate of

10−1 that we use in the link adaptation module [14].

To gather statistically reliable results, we ran 20 different

simulations, where each of them contained 30 SSs placed in

random locations. Each simulation run lasted for 10 seconds,

which is enough for the TCP protocol to stabilize.

Fig. 3 shows the simulation area with SS locations and

their associations to the MR-BS or RS node, as indicated by

different symbols. As anticipated, an SS associates itself to RS

if it observes a stronger DL signal strength coming from the

RS node. Note that Fig. 3 accumulates 600 different locations

from all the simulation runs. Of course, if there is only a single

BS node, then all the SSs in Fig. 3 are associated with it.

Fig. 4 presents the DL application level spectral efficiency,

i.e., the one that excludes any PHY or the MAC level manage-

ment data. We present the minimum, average, and maximum

values for a case when there is only the BS (the leftmost

bar) and three cases with relays and different DL relay zone

sizes (2, 4, and 6 symbols). As can be seen, relays improve

the spectral efficiency: the more resources a relay link has,

the better an average spectral efficiency becomes because SSs,

1DL relay zone size must be a multiple of 2 OFDM symbols due to the DL
PUSC permutation type. Similarly, the UL relay zone size must be a multiple
of 3 OFDM symbols due to the UL PUSC structure.
2A possible solution is to have two antennas at the RS node: a directional

one to exchange data with MR-BS and an omnidirectional one to commu-
nicate with associated SSs around RS. This solution is more complicated
in implementation and requires more installation efforts due to the antenna
direction and tilting.
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Fig. 3. Simulation area with SS locations.

which are close to an RS, can benefit from a good link between

BS and RS.

To provide a better insight on the relay performance, we

also present the mean DL connection throughput CDF in

Fig. 5. The mean throughput is calculated individually for each

connection after each simulation run. Firstly, it is noticeable

that without relays there are SSs that have no service at all

because they are out of the BS coverage area. Once we deploy

relays, all the SSs are able to transmit at least at some rate.

Secondly, Fig. 5 shows that the DL relay zone size of 2

symbols results in a situation when there are SSs that have

a lower throughput when compared to the baseline scenario.

As explained later, this is due to the fact that a small DL relay

zone size becomes a bottleneck.

Fig. 6 presents an analysis of the throughput fairness.3 Of

course, if there is only the BS node then it can ensure quite

a good fairness because the BS scheduler has a complete

control over resource allocation on the access link. Once we

deploy RSs, everything the MR-BS scheduler can do is to

3We use the fairness index defined in [19], which is a CDF of the
normalized per user throughputs. An absolute fair throughput allocation yields
a vertical line with the x coordinate of 1.
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control resources for the relay link, but not the way the RS

node will allocate resources between connections on its access

link. It can be seen that relays with working in the distributed

scheduling mode decrease the throughput fairness, especially

in case of a badly configured DL relay zone size.
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Fig. 7 provides a different view on throughput and fairness.

Similar to Fig. 3, this figure aggregates results from all the

simulation runs and presents the throughput distribution over

the simulation area under different DL relay zone sizes. As can

be seen from Fig. 7(a), a case when only the BS is deployed

results in a low but quite fair throughput distribution over

the simulation area. However, cell edge areas have no service

at all. If we deploy RSs with a small DL relay zone size

(see Fig. 7(b)), then the RS nodes can offload the MR-BS,

thus providing a higher throughput to SSs associated with it.

However, a small DL relay zone size results in a considerably

lower throughput of SSs associated with the RS nodes because

the MR-BS to RS link becomes a bottleneck. As we increase

the DL relay zone size, we can see that SSs associated with RS

nodes start to transmit at much higher throughput, increasing

the overall system spectral efficiency. Once the DL relay zone

size equals 6 symbols, the throughput fairness starts to decline
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because now the DL access zone has become a bottleneck.

Fig. 7 also presents the impact of the non-transparent

relaying and, as a result, increased interference level on the

throughput distribution. In Fig. 7(a), low throughputs are ob-

served at the cell edge where distance increases and directional

antenna gain becomes smaller. In Fig. 7(b)-Fig. 7(d), low

throughputs are observed at the cell edge and places where

signal strength from the MR-BS is as strong as the cumulative

interference coming from all the RS nodes. Thus, the fact

that the non-trasparent relays create additional interference

introduces more challenges for the network planning.
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In addition to the spectral efficiency and fairness analysis,

we present results for the DL SDU delay. The delay is

calculated as a time from the first transmission of SDU or

its first fragment till the reception of the whole SDU at the

receiving end after possible retransmissions. Fig. 8(a) shows

that RS nodes can improve significantly the DL delay. It is

anticipated that with a higher DL throughput we can spend

less time on transmitting an SDU and/or retransmiting its

fragments. At the same time, Fig. 8(b) illustrates eloquently



that while decreasing delays on average, relays also increase

the delay for certain packets. If there is only the BS in a

cell, then a certain amount of packets have a delay of less

than 5 ms. These are unfragmented SDUs that are delivered

to SSs without a retransmission within a single frame. Once we

introduce RS nodes, we add an additional transmission hop,

thus increasing the overall transmission time. Even though it

is not a significant delay for non-critical data, such as BE

TCP, it might be noticeable for VoIP traffic, especially if

more than two hops exist. As can be seen from Fig. 8(b),

the switching point is around 20. . . 40 ms, which is a typical

frame generation rate of many VoIP codecs.

Based on the presented results, it is possible to state that

the relay zone plays quite a crucial role. It can be treated

as a parameter that controls the tradeoff between the overall

system spectral efficiency and the throughput fairness. For the

simulation scenario considered, the DL relay zone size of 4

symbols is a good choice: the spectral efficiency is almost

two times higher and the fairness is satisfactory. Of course, a

different number of SSs, their location, and/or traffic pattern

may yield a different optimal configuration.

It is worth noting that the presented simulation results meet

the initial requirements for the relay performance set in [20].

In particular, the 95 percentile throughput CDF is 1.5 times

larger than the baseline scenario with a single BS. Even though

BE traffic delays are not mentioned explicitly in [20], the 95

percentile delay CDF also indicates a noticeable improvement.

Furthermore, if relays are deployed to places with a high user

concentration or a LOS link between MR-BS and RS nodes

exists, then even a better gain is anticipated.

IV. CONCLUSIONS

In this paper, we have run complex dynamic simulations of

the 802.16j non-transparent in-band relays working in the dis-

tributed scheduling mode. According to the simulation results,

relays indeed improve the overall system performance even

despite the NLOS link between MR-BS and RSs and the fact

that the non-transparent RS nodes and the MR-BS interfere

with each other and the MR-BS has to allocate its resources

for the relay communication. At the same time, the overall

complexity of the whole system makes it quite complicated to

achieve simultaneously a high throughput and fairness across

all the access links in the system. Furthermore, the balance

between the spectral efficiency and fairness depends heavily on

the DL relay zone size over which the base station exchanges

data with relays. Thus, the relay zone sizes must be set up

carefully and adjusted dynamically to control the tradeoff

between the system performance and fairness. In turn, this

creates a need for fast and reliable signaling mechanism to

orchestrate relay zone sizes. We believe strongly that the

presented results can be reused in the 3GPP LTE-A technology

that has the relay concepts similar to IEEE 802.16j.

Our future research topics will aim at analyzing the VoIP

capacity of the relay systems where a continuous bi-directional

data transmission and tight timing requirements pose even

more challenges.
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