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verbal mistake could be read as an indicator of a repressed idea
about sexuality or death. Although he acknowledged Meringer's
linguistic explanations, he did not regard them sufficient. It
followed that Meringer sharply attacked him in Aus dem Leben der
Sprache (1908). Their mutual hostilities went on until the final
paper of Meringer on the subject in 1923, to which Freud did not
reply (see also Cutler and Fay 1978).

Freud's (1901) explanations may seem overly psychoanalytic
today. What is relevant in Freud's work, however, is that he shows
a holistic view of errors, as opposed to the narrow linguistic view
of Meringer and also, as opposed to the views of contemporary
psycholinguistics. Freud was fully aware of the fact that human
interactions have a larger context than that of the verbal utterances
spoken:

I almost invariably discover a disturbing influence in addition
which comes from something outside the intended utterance; and
the disturbing element is either a single thought that has remained
unconscious, which manifests itself in slips of the tongue and which
can often be brought to consciousness only be means of searching
analysis, or it is a more general psychical motive which is directed
against the entire utterance.

(Freud 1901, from the English translation, reprinted in Fromkin ed.
1973:52)

Freud was not concerned, as both Meringer and the present-
day psycholinguists, with the intended verbal utterance only. In that
he recognized how non-linguistic matters actually affect the
process of verbal and vocal interaction as well. That is, Freud - as a
non-linguist - clearly saw that the human communicative process
is more than the transmission of the verbal message.

Furthermore, Freud also saw that errors could not be
attributed to one cause only, and that they were, as a rule,
generated by multiple causes. This had been observed also by Wundt
(1900) in his Vilkerpsychologie. Although Freud readily recognized
the linguistic factors, such as the influence of the sound
environment, he argued for language-external associations as
well, and essentially, Freud's ideas are fairly close to the view of
the present thesis. Let us take one example of a verbal slip and its
holistic, multiple cause explanation.

(8) ...tuli heti sellanen kevyt olut..olo..
I had immediately a light lager...feeling"
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A Freudian line of research is represented in few
psychoanalytically oriented papers (see eg. Timpanaro 1976).
Freud is discussed, from a linguistic point of view, in Ellis (1980),
and from semiotic point of view, in Harris (1986). Freudian (or
what linguists call Freudian, which means primarily taboo) effects
on the speech errors have also been studied in elicitation
experiments (see eg. Motley 1980; Motley 1985). Some
psychologists, however, working with the cognitive failures seem
to acknowledge Freud's point to a certain extent. Reason and
Mycielska (1982:172-184), for example, discuss Freudian slips in the
framework of the Pandemonium theory of cognitive psychology.

Slips of the tongue - the mentalist revival. After the
beginning of this century, a lengthy pause followed in research
activities in this area. Slips of the tongue were not studied much
during the antimentalist era in psychological and linguistic research
(ie. psychological behaviorism and linguistic structuralism).
Research was not properly revived until after Fromkin's (1971)
influential paper and her first collection of papers (Fromkin ed.
1973) on the subject. From then on, psycholinguists of the
transformational-generativist persuasion began an attempt of
proving the constructs of TG grammar as psychologically real (as in
eg. Fromkin 1971; Fay 1980). Thus slips of the tongue were one
source of so-called external evidence, which was supposed to
“provide us with a 'window' into linguistic mental processes"
(Fromkin 1973:44).

A major exception in the Generativist Era analysis of the
slips of the tongue is Charles Hockett's paper that first appeared in
1967 (printed also in Fromkin ed. 1973). Hockett (1973) criticises the
fundamental assumptions that are present in generative
psycholinguistics, one of them being the sharp distinction between
competence and performance. Hockett's (1973) criticism, which
was well ahead of its time is to a great extent compatible with the
ideas that will be discussed in the present thesis.

1973 and after. The present research is rather active and
divided into various slightly different approaches. Research that
has been done by British scholars, such as Laver (1973; 1980a;
1980b) or Boomer and Laver 1973), clearly relies more on phonetic
and neurolinguistic theories, for example, than the US tradition
which has clearer connections to theoretical linguistics.

Experimental research that leans towards motor processes
on speech production is also represented by such scholars as
Mackay (1969; 1970a;1970b;1972;1978), Motley (1973; 1980) or Baars
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what is linguistic (and therefore: what is linguistic science) are a
good example of the myopic view that formalist psycholinguists
have taken. Ambiguous errors, for example

can simply be dropped from the corpus. Errors are, after all, plentiful
- like London buses, there'll be another one along in a minute.
(Cutler 1988:219)

The errors that do not simply seem right (the ‘'non-linguistic'
ones, for example) or that are not "perfect illustrations of the
operation of a particular mechanism in production” (Cutler
1988:219) are openly dismissed. This is one manifestation of the
spirit of Chomskyan (psycho)linguistics: it is impossible to introduce
counter-examples if these can always simply be dismissed as ones
'‘which do not count' or 'are not perfect' (for similar criticism
against TG theory, see eg. Botha 1987). The result has been the
unquestioning acceptance of categories, definitions and
assumptions, and the fact that only prototypical slips of the tongue
are studied in an apriori linguistic framework. As even Cutler
(1988:219) admits, the recent work on slips of the tongue "has
shown some symptoms of paradigm imprisonment".

The linguistic emphasis, however, ignores one central fact
about spoken language. This is the complexity of the system that is
involved in the production of spoken utterances. The internal
complexity involves parallel and intertwining processes, which are
both perceptual and motor by nature, which can be run in both an
automatic and non-automatic manner and which involve both
external social and internal cognitive processes. All these (non-
linguistic) factors contribute whenever people slip in their speech,
and there is no reason for their exclusion. Slips of the tongue are
not purely 'linguistic": they are best seen and analyzed in terms of
‘multiple causation’, and as a result of several coinciding factors. A
surface level phenomenon of speech (such as a slip of the tongue)
should not be interpreted in terms of simple linguistic causation, as
is the case when we analyze it in terms of a breakdown or
malfunction of one particular linguistic process.

As obvious, my discussion will be close to an approach that
Cutler (1988) finds non-profitable for science, as error phenomena
seemed to offer a meaningful object of analysis as such. Thus it
followed that both ambiguous and non-linguistic cases were
considered. The result can indeed be characterized as a 'theory of
speech errors'. The research procedure involved feedback that was
given by the actual data, and which could not be easily dismissed.
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The target (9a) is an idiom which means that 'you can look
anything from both sides' (literally: 'there are two ends in every
sausage'). In this case a dispute about which of the above utterances
was actually said arose between the speaker (viz. the present
author) and her two colleagues. Thus, there is always the
possibility of something being either a slip of the tongue, a
misperception or a misinterpretation.

It is also possible, and even probable, that certain slips of the
tongue are more difficult to detect than others. For example, slips
of the tongue on the phonetic or phonotactic level may be hard to
detect. Wells (1951/ 1973:86) declared in his first 'First Law of Slips
of the Tongue' that a slip is "practically always a phonetically
possible noise”, by which he meant that slips of the tongue never
introduce non-native sounds or sound combinations. One
explanation for this phenomenon is to assume that speakers so
carefully monitor their productions on a phonological level in order
that no such errors can slip through (Cutler 1982:11). The other
possibility is that it is the hearer who is not able to hear expressions
that deviate from his/her phonological system, as has been
suggested by Hockett (1973:98). One possible example of this in the
corpus is the very small number of vowel harmony errors. On one
hand, this might be due to the fact that they do not often occur, but
it is also possible that they are not detected in normal rapid and
fluent spontaneous speech.

Hence, the accuracy and reliability of the data also depends
on the hearer/observer. The inability to hear 'phonologically
deviant' utterances, for example, can be related to the results
gained in psycholinguistic experiments: both misprints in texts and
deliberate mistakes in test material of a perceptual experiment (eg.
'shadwoing’) are often 'edited’ by the subjects, so that the subjects
tend to see and hear the correct forms, not the erroneous ones (for a
summary in eg. Clark and Clark 1977:210-220).

One additional problem that is present in the collection of
spontaneous data has not been discussed much. Slips of the tongue
are usually collected by linguists and psychologists. Thus the
informants are, by a good chance, either (psycho)linguists or his/her
family members or colleagues. This is for the reasons discussed
above: the collector can discuss and jot down the slips more openly
with family and friends. It is, however, an additional bias.
Generally, the informants are by no means what we might regard
as linguistically naive. In fact, it could be claimed that they are quite












3 THE ONTOLOGY OF ERROR

A slip of the tongue is usually defined as a deviation, and when
there is a deviation, there must be a norm (or a target ) from which
it deviates. The central question is where the the norm lies: is it a
certain linguistic representation or a rule internalized by the
speaker? This is what is basically argued in present-day
psycholinguistics. My argument is that what psycholinguistics
discusses as internal rules and entities are based on external
descriptions of language structures and on social norms about
correctness. It will be suggested that actual speakers go by 'rules'
(or processes) that are quite different from those proposed by
linguists. In the following I discuss how social linguistic norms
developed, how they were turned into scientific norms of linguistics
and finally, into alleged mental facts.

3.1 Norms of language: The social history

Linguistics has a long, if somewhat implicit tradition of normativity
(for the concept of norm, see eg. Bartsch 1987) . Both the purity of
language and the correct way of speaking and writing have been a
centre of interest in both Greco-Roman and Islamic traditions.
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Nationalist ideas also resulted in pressures for linguistic purism,
and foreign linguistic influences were opposed in order to
emphasize national identity and independence. Lexical borrowings
from other languages were rejected, Finnish bases were used to
invent new lexical items, and archaic Finnish words were applied
to new concepts. Words and structures borrowed from Swedish, for
instance, were seen as language errors. But even the nationalist
movement could not oppose what it saw as cultural development
and progress. That is why puristic tendencies were sometimes
overruled by the pragmatic demands. Foreign borrowings were
readily accepted in 'learned words', which were hailed as signs of
Western civilization (see Dufva 1992).

But language errors were also defined using language-
internal criteria, one of which is regularity. A good example is the
first person plural form of Finnish verbs, which is still different in
everyday spoken language and normative grammars. The majority
of people obviously learn the spoken (eg. me luetaan, 'we read’)
first, and the the written (eg. me luemme, 'we read’) only after that.
The spoken form, however, was defined as a language error until
very recently, and perhaps still is in some cases. The persistence of
the official (written) norm obviously derives from the need of
regularity, which is not purely linguistic, but also social.

Speech errors. The language guardians, such as the Finnish
scholars and teachers from the 19th until mid 20th century, carried
out a conscious mission: they worked towards what they considered
as good standard language, and they openly admitted it. The
definition of language errors was closely related to the need of one
national standard, which also would enhance the national unity.
Linguists, on the other hand, usually claim that their work is
'descriptive’. Now we may ask what the linguistics is actually
descriptive of? I will argue that contemporary linguistics is
descriptive of such language, which does not actually exist, and the
notion of language is idealistic, since various elements of spoken
language are simply dismissed from linguistic analysis.

One dismissed area is that of so-called speech errors (see eg.
Clark & Clark 1977:263; Goldman-Eisler 1968). Slips of the tongue
constitute one subcategory of speech errors (see eg. Fromkin ed.
1973). Other subcategories include silent pauses, filled pauses (eg.
'uh’), repeats, false starts, corrections, interjections (eg. 'oh’) and
stutters. This whole implausible category acts as an argument for
the view that I have presented above: the elements of spoken
language, which will not fit into the description of language' are
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(16) onks toi Tuula Pekan pikkuveli? (pro sisko, sisar )
'is Tuula Pekka's brother?' (pro sister)

Thus it is obvious that potential slips and errors in the speech
flow are detected by the hearer (who may well be the speaker
him/herself), and that here we deal with aposteriori knowledge.
Sometimes the detection of faults is unambiguous and easy, while
in some cases more information is needed in order to ensure what
the speaker really attempted to communicate.

(17) md luin tota Mika Waltaria (Mark Twainia )
‘as I was reading that Mika Waltari novel' (pro Mark Twain)

In example (17), the speaker refers to an (incorrect) novelist.
The hearer, in order to know whether this is a slip, must share a
certain amount of background knowledge. An utterance like this is
grammatically correct and seems pragmatically appropriate, but it
still is a slip. The hearer, however, may not identify such utterances
as slips. The recognition of faults (whether errors, mistakes or slips)
depends not only on the utterance itself, but also on various other
factors, such as the amount of background they share.
Furthermore, hearers do not judge utterances in terms of linguistic
correctness only, but also in terms of adequacy, appropriacy, or
relevance.

In addition, hearers also make hypotheses about the reasons
for the detected faults. Further criteria in the distinction between an
error and a slip are thus the hearer's estimation on the competence
of the speaker, and on the permanence of the error in case.
Malapropisms (see also chapter 8.3.) are a good example of the
problems that are present in this estimation. Malapropisms which
are confusions between two words that sound similar can be typical
for the speaker's idiosyncratic vocabulary, but they can also be
passing lapses. When a particular malapropism is observed,
however, it is obvious that its categorization as a slip vs. error,
depends on the relations between the speaker and the hearer.
Children's word choices are more readily classified into the
permanent error category, while adult misuses may be counted as
temporary slips. Thus the following examples of children's speech
(18,19) would be classified as language errors:

(18) laitetaan ne donitsit (pro damaskit )
'let's put the doughnuts on' (pro 'tights’)






49

their own competence or correctness of their lexical choice. The
following example (24), which is a blend of two words irrallaan and
valtoimenaan , pragmatic synonyms for 'dishevelled', produced a
considerable amount of afterthought and consultation of a
dictionary, before the speaker could decide, whether this was a real
word.

(24) irtoimenaan (pro irrallaan/valtoimenaan )
'dishevelled'

It may be especially typical for lexical blends that they 'seem
probable’, and that speaker's intuition is not reliable in their
judgement. Similarly, speakers often hesitate in a judgement of a
phrasal or idiomatic blend, as the speaker in the following example
(25). The target expression is sokerina pohjalla 'last but not least'
(literally: 'as the sugar at the bottom'), but the idea of 'cream'
intrudes in his utterance, probably as an influence from such
phrases as ‘créme de la créme’ or as an association between cream
and sugar (in the coffee).

(25) kerma pohjalla (pause) -eikds sitd niin sanota? (in hesitant voice)
'And then there's the cream at the bottom. Isn't that the expression?’

Frequently, one cannot know what speakers know, and
whether some expression is a permanent or passing feature in
his/her repertoire. Thus it is difficult to decide whether harmaa
ankanpoikanen 'a grey duckling' (from 'an ugly duckling' and 'a
little grey sparrow’) is the speaker's permanent or temporary
idiom.

But the permanence vs. transience of a particular error is
also a problematic issue. Slips are sometimes defined as transient
errors (see eg. Mackay 1970; Laver 1973:132), while 'language
errors' are seen as permanent. Knowing what particular cases are
transient, and what are permanent is a complex issue. Many
incorrect utterances of children, for example, usually classified as
errors, may in fact be unique cases. When a correction is offered by
an adult, the child may never use the form again. Finally, particular
slips may obviously become permanent and habitual for a given
speaker. Several informants of the present corpus reported a
tendency to repeat a particular mistake. The following are
examples of slips that had become habitual:


















4 LANGUAGE IN SPEECH: THE FINNISH
SLIPS OF THE TONGUE

Slips of the tongue are usually discussed in terms of universal
processes. Universalist view that is habitually present in
contemporary psycholinguistics assumes that the underlying
processes of speaking are similar in different languages. This may
not be the case. On the contrary, it can be argued that the structure
of a particular language influences the ways in which speech
production and perception are processed. This is in accordance with
Lehtonen (1981) who argues that marked differences in language
structures might evoke different processing strategies, and suggests
that differences that can be found between the structures of Finnish
on one hand, and Germanic languages on the other hand, may
result in different kinds of cues for perception.

This view supports the notion that particular languages use
universally available strategies in a way that is partly determined
by the structure of this language. This view is also supported by
research results, which indicate that the tip-of-the-tongue
strategies of Finnish speakers are different from those used by
English speakers, so that, for example, the word-final cues seem to
be more prominent for Finnish speakers (see Dufva 1985). Thus, it
may be that all languages are not spoken and heard by similar
means and processes, and further research on the area of
contrastive psycholinguistics is to be strongly urged (cf. Dechert
1983; see also MacWhinney and Bates 1989).
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are expected to learn it later than that of quantitative (Laaksonen
and Lieko 1988:46). The new loan words do not conform to the rules
of the qualitative gradation and thus the process applies only to
older native words (see Yli-Vakkuri 1976). Slips that involve
qualitative gradation, as in the examples (45,46,47) are not
uncommon in my corpus.

(45) aikaisemmat tiedonsa WEAK (pro tietonsa) STRONG
'his earlier information'

(46) rikit nendstd STRONG (pro rdit ) WEAK
‘the snot out of your nose'

(47) se on mun poydilld lepdnny STRONG (pro levinny ) WEAK
'it's been lying on my table'

No consistent tendency towards either the 'strong' or the
‘weak' choice was apparent in the corpus. In addition, no tendency
was observed for the older native words to adapt to the rule that
inhibits qualitative gradation. It is possible that these slips are
caused by the presence of two frequent potential actualizations of
one word form and thus could be classified as 'morphophonological
blends'. The rich system of Finnish derivation and inflection
involves a frequent and habitual variation between the 'strong' and
‘weak' forms. Thus a Finnish speaker habitually uses in his/her
speech a multitude of morphological variations that are derived
from the same stem. One particular verb, or one particular noun
always involves several inflected and/or derivative forms which
employ either the strong or the weak form. It might be simply the
existence of this net of variation that may cause the speakers to slip.

Often, however, these slips seem to involve also a pragmatic
choice between two possible expressions, in which two alternative
forms (strong or weak) would be possible. The following example,
for instance, is motivated by the existence of two morphological
forms in the language system, but also by the fact that the speaker
has a pragmatic choice between a conditional (hiipisin) and an

(48) md hiivisin WEAK (pro hiipisin) STRONG
'I would creep'

The quantitative gradation, on the other hand, produces
remarkably fewer slips, which, in addition tend to occur in personal
names, as in (49). One possible explanation for the rarity of
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quantitative gradation slips is that here 'morphological’ and
‘phonological’ processes coincide. As argued above, it is possible
that the quantity pattern is so resistant to distortions, that it affects
also the morphological gradation process.

(49) Lotta+n STRONG (pro Lota+n WEAK)
‘Lotta’s'

One more factor to be considered here is dialectal variation.
In many areas, speakers habitually use a geminate consonant
where you would expect, in standard Finnish, a single one, and in
addition, the gradation rules as such differ somewhat in dialects.
This makes the interpretation of the quantitative gradation slips
more still difficult. Clearly, however, it would be an interesting
area of research to study the interrelations of phonology,
morphology and dialectal variation in closer detail.

There might be found, however, a slight tendency to favour
the strong form instead of the expected weak one in inflections, and
here, we might deal with a possible linguistic change. People
habitually inflect some names with the strong form, such as
Stockalle /stokkalle/ 'to Stockmann' (a department store), which is
pronounced with a geminate instead of a single consonant (cf.
Laaksonen and Lieko 1988:46). This tendency might be applied to the
inflection of names in general (as in 49), and, perhaps, also to other
words.

Furthermore, there were some interesting morpho-
phonological errors in the corpus, which seemed to indicate false
analogy. Speakers sometimes 'double the gradation', as in (50). The
actual paradigm for the verb does not involve /t/ -/d/ variation, but
a variation between /tt/ and /t/.

(50) ei sadu (pro ei satu)
it does not hurt'

Above, the speaker obviously makes a false analogy, and
compares the present production to verbs that do involve /t/-/d/
variation (eg. puutuu: ei puudu 'gets numb' 'does not get numb").
Thus the speaker only moves one step forward, so to say, in
'weakening' the consonant (see also Niemi and Laine 1992 for a
similar explanation). The same underlying process seems to
underlie the slip that was committed by a child (5yrs) in the example
(51):
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(79) tekiessdin (pro tehdessdin)
‘when he made'

(80) teketiin (pro tehddin)
'we make'

(81) mind tehdin (pro tein)
'T made'

These partly reasonable, partly odd productions are thus
predictable. Words that are lengthy concatenations of suffixes also
seem to be experientally awkward, and the complexity of their
production may be signalled by external hesitation, or within-word
pauses. The following remark (82) was made by a child after a slow
production of a remarkable sequence of suffixes, but adults may
stumble in their production as well.

(82) kene+lle+kd+hidn+kd... olipa vaikee sanoo! STEM+ALL+QUESTION
PART.+CLITIC+CLITIC
'I wonder who is it to... boy, that was difficult!"

Contrary to usual arguments, it can be suggested that
internal processes involved in the production of utterances may
require different kinds and degrees of potential. All processes are
thus not carried out with equal capacity and fluency: some might be
fast and automatic, while others demand more processing capacity
and possibly even conscious consideration. The morphosyntactic
system of Finnish, as such, may be an example of an experientally
complex system, and it is not surprising that the complexity may
occasionally manifest as mislanguage. In addition, the voicing of
plosives, as an unestablished feature, might serve as an example of
a phonological process that requires an increased amount of
processing capacity.

Thus it is evident that the role of a particular language in the
occurrence of slips, and also in the production of speech in general
deserves a closer scrutiny. The amount of regularity, the degree of
complexity, and the consequences of these for an individual speaker
have hardly been considered. Emphasis on the universal has
neglected those issues that are crucial for the study of experiental
language.

The final point that arises from the above discussion is that
external slips, mistakes and errors can only be partly attributed to
the properties of a particular language. As argued above, one
external slip is - almost without an exception - motivated by



72

several factors. The structure of a particular language system and
the processes its speakers employ are one factor, but slips may be
further motivated by diverse contextual factors, and factors
involved in cognitive processes in general. In the following, I will
discuss the role of the psychological forces in the generation of slips
of the tongue.



5 PSYCHOLOGY: UNIVERSALS OF
SPEECH

Above, slips of the tongue were discussed from the point of view of
a particular language, and it was suggested that the
psycholinguistic processes involved in speaking might differ in
languages. It is obvious, however, that speaking necessarily
involves much that is universal in vein. The following chapter is a
discussion of these universal elements that can be found in the
psychology of speaking.

5.1 Attention

One of the most central concepts in the description of speaking is
attention. In order to speak, one has to attend to what one's doing,
and it can be reasonably argued that slips of the tongue obviously
have much to do with resources of attentiveness. However, it is far
from being evident what attention actually is. William James
(1890:403-404) describes it as follows:

..it is the taking possession by the mind, in clear and vivid form, of
one out of what seem several possible objects or trains of thought.
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The exact nature and ontology of 'monitoring' is more
problematic. Is it conscious, for example? Conscious awareness,
according to Laver (1973) is not necessary for the monitoring
process, and this would also seem to be the case when we look at
some of the corrections present in the speech. The speakers correct
their 'false starts', for example, without any apparent thought
given for the correction. As a matter of fact, the repairs of these
'disfluencies' seem rather 'fluent’, to use a paradoxical expression.
In some cases even a correction of a word choice at least appears to
be unconscious. It could be suggested that monitoring is a process
that is not normally conscious, but which can, when needed, be
easily lifted into a person's consciousness. This would also be in
accordance with the notion of attention as developed above.

Another question is, what the relation of monitoring is to
other mental processes that are going on when we speak. Is it an
independent system for troubleshooting only, or is it identical with
a more general major planning or managing function that is
concerned with behaviour in general or the spoken interaction in
particular, as Laver (1973:141) suggests. Or, is monitoring
connected to attention or possibly identical with it? Monitoring
certainly bears marks of the use of a supervisor type of knowledge,
since it is able to check the correctness or inadequacy of speech in a
fairly fast and reliable manner, and it could also be claimed that it is
also a potentially conscious device. Although it is certain that
speakers do not 'consciously' look for errors in their own speech,
that is what they (‘unconsciously') do. Again, they can easily become
aware of their slips even if they normally would not notice them.
Thus it could be suggested that monitoring actually is an attentive
device that watches the spoken interaction in case of the
appearance of diverse faults, and thus it necessarily also connects
to the explicit knowledge about the norms of language and
interaction.

If we consider how monitoring is done practically, we deal
with a much clearer issue. Speakers have several feedback systems
functioning whenever they speak (see eg. Hardcastle 1976), and
thus feedback of the possible successes and failures is given through
several channels. For example, speakers have fast central feedback
channels available: they know what they are going to do, before
these things have changed into actions. Moreover, they have the
kinaesthetic feedback, and tactile feedback channels that give them
information about the movements they are making. They are also
able to hear what they say through acoustic feedback. The
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5.3  Automatons or controllers?

Conventionalization and automatization. I discussed above the
notion of attention as a sort of primary force with the help of which
we sort out the relevant from the irrelevant from a mass of events.
It can also be hypothesized that it is the attention that monitors the
different processes and strategies employed in the spoken
interactions. In this chapter I discuss the role that the concepts of
skill, routine, habit and automatization have in the spoken
interactions, and ultimately, how they relate to attention.

It was Shiffrin and Schneider (1977) who introduced the
concepts of controlled and automatic processes into the
psychological research. They argued that at the beginning any
processing demands effort and attention to be paid to even the
smallest movements and minor decisions. This initial controlled
processing also tends to be serial in nature. Therefore, this mode is
necessarily slow and error-prone, and it is the practice and increase
in skills that make the controlled processes more rapid and
accurate. Then it becomes possible to produce longer sequences of
movements and make faster decisions. The tasks have become
automatized and then several tasks can be easily run on parallel.

Thus Shiffrin and Schneider (1977) see the change from the
controlled mode to the automated one as a qualitative change,
which takes place during the learning process. When the skills
increase, the demands from system capacity diminish.
Nevertheless, it is evident that although skills can be practised,
there are always certain limits that cannot be over-reached, or
removed by practice, such as the speed of neural inductance or the
rate of the cognitive comparison process (see eg. Shiffrin and
Schneider 1977; Schneider and Shiffrin 1977).

Ultimately any actual complex tasks of everyday life, such as
speaking, are mixtures of automatic and controlled processes.
What precisely is automatized, or can be automatized in language,
has not been discussed much in linguistics (see, however, eg. Givon
1989), although it has been approached from the point of view of
second language learning (see eg. Bialystok 1991; Lehtonen 1990).

Conventionalization in language. Both theoretical linguists
and psycholinguists seem to rely on the notion that speakers
generate their expressions via the rules of their internal linguistic
grammar. Speaker's creativity, that is one of the attractions of the
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conceptualization of the objects and relations of the world, and the
realization of the function of the communicative system.

The whole process, from the very beginning, and also when
words are introduced, is a dialogue. The child and his/her caretaker
share a format of doing things (Bruner 1985), and the child is only a
part of a language acquisition system that consists of not only the
learner, but also of his/her environment. Mothers and fathers
carefully, although not necessarily consciously, guide the child so
that s/he is able to move one step forward whenever she is ready.
Thus, the process is also a functional dialogue of meanings, and
functional dialogue of learning, not only, and not primarily a
formal one of conversational turns in a proto-conversation.

What we arrive at is that a description of interaction has to
be dialogical. The essence of dialogicality as a philosophical and
practical approach can be summarized in the assumption that
human interaction cannot be studied in vacuo (see eg. Markova and
Foppa eds. 1990), which is precisely what has been done when the
social element was excluded from psycholinguistics. On an
ontological level, the spoken word has to exist in dialogue: there is
simply no other reason for its existence. Speech is also a dialogue
on a practical level: for any speaker, there is a hearer (even if s/he
be an imaginary one). But dialogism involves also an
epistemological point of view: knowledge is not an individual
property, but something which develops as a product of several
minds in interaction. The various indications of dialogism for the
study of (psycho)linguistics are discussed below.

The talking heads: the conduit metaphor of communication.
Contemporary psycholinguistics envisages the process of speaking
as a speech chain. The idea of speech chain was first presented by de
Saussure (1966:11), who discussed speaking as a circuit in which the
mental facts are transmitted from the mind of one individual to that
of another one. Most later models of speaking have also employed
this basic idea (for a discussion of speech production models, see
Dufva 1989). Speakers are supposed to generate propositions,
which they intend to communicate to some other person. The
propositions are turned into verbal language, or sentences, which
are encoded into motor patterns that produce articulatory
movements, which, again, generate certain kinds of sound waves.
These sound waves are sent to the addressee - by the air- and
his/her hearing mechanism receives the message, mediates it to the
brain, which, respectively, decodes and interprets the proposition
intended.
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The models employ 'the conduit metaphor' of
communication (Reddy 1979). In this metaphor, communication is
seen as a process in which messages are objects that can be
transferred from one location (the speaker's mind) into another (the
hearer's mind). The speaker, the message, and the hearer are seen
as independent and isolated components of the speech chain that
can be studied irrespective of each other. Thus speaker and hearer
are seen as two distinct language processors which transmit and
receive independent monologues. Serious criticism can presented to
counter this view (see eg. Farr 1990:30), and there are those, who
with Linell (1988:43) think that the conduit metaphor is "thoroughly
misleading"” in the description of face-to-face interaction. Some
objections concerning this metaphor are discussed below.

When considering actual everyday conversations, it seems
evident that speakers do not actually have pre-speech clear-cut
propositions, such as those envisaged in the speech chain metaphor.
As Linell (1988:46) remarks "speakers speak not only in order to be
understood, but in order to understand what they themselves say
and think". Ideas may be developed in parallel with the production
of the utterance, and it is not uncommon that ideas will be modified
and altered during a sequence of utterances. The speaker does not
usually send something that is already complete and fulfilled.

Such development of an idea may also be carried out in close
negotiation with the other interactant. Meanings, messages, and
interpretations develop during the process of interaction in the co-
operation between the persons involved (see eg. Rommetveit 1988).
People who are involved in the same interaction 'negotiate
meanings' (a concept first introduced by William James, nowadays
in frequent use in conversation analysis; see eg. Hakulinen 1989).
Thus the message is not sent but negotiated in co-operation
between the speaker and the hearer. This means that meanings can
not be detached from the person who made the utterance, from the
current context, or indeed from a wider cultural context. Meanings,
as Bakhtin emphasized (see eg. Volosinov 1930/1973:102-103), are
always dialogic.

Secondly, the same external utterance may consist of several
different messages, aimed at different persons, or layered on
different levels. Thomas (1991) has discussed this inherent
complexity of messages. To take an example, it is obvious that
speakers can be intentionally ambivalent. Speakers may aim, in one
speech act, at a different interpretation for different receivers, for
example. When a dentist says: "We'll just pop a little filling in there"
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Actual speakers are also persons, and thus they will have
different experiences, beliefs and attitudes. This affects what they
say, and how they say it. Thus, speakers, as described in the present
thesis, are not 'neutral' or 'universal' speakers that produce their
linguistic utterances 'in vacuo'. They are persons who speak a
particular language in a particular situation for a given purpose.

This view of the speaker also leads to the conclusion, that for
any speaker there is also a hearer: in actual interactions as in a
more abstract sense. For any speaker, there is also an addressee or
an audience. The Self speaks to the Other, both in a philosophical
sense, and in a physical sense in actual interactions. This means that
the interaction between the speaker and the hearer cannot be
interpreted in any other terms than those of a system, or relation,
or process which takes place between them. Any communication is
other-related (see eg. Graumann and Herrmann 1989; Krauss and
Fussell 1989). And as Luckmann (1990:53) notes, the other (or the
audience) "has systematic rather than...fortuitous consequences for
the linguistic aspects of the dialogues". This effect is reflected in
such obvious pragmatic choices as conversational topics and
registers, or in the amount of verbal information required. Other-
relatedness, which is usually also ignored in psycholinguistics, is
discussed in eg. Graumann and Herrmann (eds. 1989).

What is argued above, also seems to have consequences for
linguistic study as a whole. Language, says a modern linguist,
echoing de Saussure, is a social phenomenon. After saying that, a
theoretical linguist, but often also a psycholinguist, does not refer to
the social and cultural environment at all. Language - in theoretical
linguistics but also in psycholinguistics - is discussed as if it has little
or no bearing on any actual individual, situation or even on any
particular language. Those areas appear to be reserved for the
research on, for example, sociolinguistics or second language
research, where it is regarded as legitimate to study real languages
and real speakers. It thus appears curious that the field of
psycholinguistics has been so theoretical and myopic in orientation.

The avoidance of social realities must, at least to some
extent, be attributed - perhaps paradoxically - to de Saussure. In
drawing the distinction between synchronic and diachronic, and
putting the emphasis on synchrony, de Saussure took the decisive
step towards the abstraction of 'language’, both from its roots and
its environment. From then on, it was possible, and indeed
necessary, to discuss 'language’ "which did not correspond to any
real moment in the historical process of becoming" as Volosinov
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nature. Thus an interaction is always also a social network of
expressions and impressions.

Social interactions may be smooth and successful, but also
problems may occur to varying extents. In the following I discuss
those failures in the expressions and impressions of social
messages, which the speakers themselves have recognized as
failures, and experienced as unintentional acts. The examples come
primarily from the corpus of interaction slips (=ISD), collected by
Maarit Valo and the present author (see also Heikkinen and Valo
1985; Dufva and Valo 1990). Normally, slips of the tongue have only
a marginal meaning in social and relational communication
between people. Commonly they may not be noticed at all, and if
they are noticed, they may be politely ignored. Sometimes, for
various reasons, the messages fail on a social level, and the persons
involved may feel they either have insulted their interactant, or
made a blunder themselves. These social failures range from
serious faux pas to minor misdemeanours.

Face of the self. Goffman (1956) argues that any social
interaction is a stage performance, in which people see themselves
as actors on stage. While we are 'on stage', we take more pains to
manage the impressions that we believe we create. Our behaviour
is more relaxed when we are with no audience at all, or with a non-
threatening audience. When on stage, we hope that the face we put
on, is also accepted by our audience, and thus we aim at a certain
self-presentation. Sometimes, however, something we
(accidentally) do is in obvious contradiction with our conscious
impression management. In the following I discuss some slips that
result in the experience of losing one's face.

Sometimes speakers aim at more sophisticated a self-
presentation than they are capable of managing. This might be the
case if a novice tries to give an impression of being an expert on a
given area. Children, adolescents and novices of a particular social
sphere are often keen on showing their competence, even if, in
reality, they lack the skill to do so. These attempts often seem to
result in slips that are judged as more serious, offensive or amusing
than those of an expert. The first example (111) is a slip in 'good
manners'.
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is used at the end of a face-to-face interaction, and 'Kuulemiin!’
(‘Hear from you!') is used to end a telephone call. Several examples
of their misuse are found in the corpus of interaction slips. Thus the
mere existence of two possible choices may motivate these
substitutions.

(133) A person is leaving a shop, saying: Kuulemiin! 'Hear from you'!
(1SD)

The incorrect selections, however, are usually further
motivated by some additional factor.

(134) A schoolpupil meets his teacher on an afternoon, and says: Huomenta!
Good morning!
(ISD)

In the above example, the speaker selects an expression
which is incorrect considering the time of the day. This is not merely
a formal confusion, however. The choice is triggered off by the
presence of the addressee, whom the speaker usually meets in the
morning. Therefore it is highly probable that the speaker acted on
the basis of this habitual cue, and ignored the exceptional
circumstances.

In addition, external factors such as high frequency and/or
recent use of the phrase may increase the probability of
misplacement. A frequently or recently repeated phrase may be

introduced into a inappropriate situation, as in examples (135) and
(136).

(135) A person answers the telephone at home with a phrase she
customarily uses at work: Perdseindjoki communal office.
(ISD)

(136) A salesperson at a photographer's has repeatedly answered the
telephone with the customary name of the shop. When a customer appears,
she looks him straight in the eye and says: Ville's Photo Shop.

(ISD)

These misplacements of phrases are very similar to the
lexical slips discussed in chapter8.3. The difference is that these are
longer sequences: whole turns, lines or utterances that are
triggered off by a misleading cue.

I started with the argument that a theory of speech will have
to work with the reality in which the speech occurs. One recognition
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innate systems that are specialized in one input domain. Language
is one of these modules, and vision, for example, is another.

My own arguments speak for a theory of speech in which the
notion of autonomous language is rejected. Instead, a complex
network of parallel cognitive, motor and sensory functions is
offered. In that, the present approach is much closer to the views of
cognitive linguistics than the autonomous linguistics approach. The
study of the social and cultural contexts of language and the
research on the relations between linguistic and other cognitive
abilities is emphasized throughout the writings of George Lakoff
(see eg. Lakoff 1987; 1991). The goal of the ‘cognitive commitment’,
according to Lakoff (1991:54), is to "make one's account of human
language accord with what is generally known about the mind and
brain from disciplines other than linguistics".

The generative or formalist schools, which adhere to the
notion of autonomous language, make a sharp distinction between
linguistic and non-linguistic fields (as eg. psychology). When Cutler
(1988:210), for example, discusses the slips of the tongue research,
she argues that the study of the "operations involved in the
production of utterances" is psychological, not linguistic, and that
these operations are supposed to be of little interest for linguistics.

In opposition, it can be argued that it is essential for the
theories about speech, but also, those about language, to discuss
such factors which plainly contribute to the external speech. Thus
what we can observe in external speech, or what can be subjected to
introspection in mental speech are of interest for psycholinguistic
theories as well. Only a holistic analysis of the phenomena of
speech will tell us what is relevant for its theory. An analysis of
spoken interaction as a whole serves to show how research done
both on the cognitive, phonetic and social sphere should be seen as
relevant for the study of 'language’. Only when we have a holistic
picture of the whole scene, can we start looking at the laws of
language’. Above, I have argued for the relevance of the social
element in the production of utterances, and in what follows I will
try to show that the internal 'linguistics' could be reduced into
basically 'non-linguistic' processes.

Verbal and non-verbal. Another area which has often been
dismissed from linguistic study is that of nonverbal behaviour.
Again, we deal here with dualistic rationalist values. Descartes,
and the tradition of Cartesian philosophy (Chomsky being one of
most eminent Cartesians), emphasized the difference between man
and animal, and saw verbal language as a species-specific
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written. It is simply not identical with thought (a notion of
conceptual sphere) or with utterance (a notion of spoken language).

There are certainly similarities between thought, utterance
and sentence. There are such qualitative differences in them,
however, that it is simply not justified to consider them as different
degrees of one underlying proposition only. Thus, utterances are
spoken primarily for the ear, for a present listener, and for
situational reference. Sentences, on the other hand, are written for
the eye, for a non-present receiver and for a more generalized
reference (see eg. Linell 1982). The structure of a sentence is
therefore necessarily different from that of an utterance, and this
should also be recognized in psycholinguistic research.

Nevertheless, sentence has been the centre for linguistic
inquiry since the 'Chomskyan revolution', and since then, there
have been few attempts to do without the notion of sentence in
theoretical linguistics. Sentence was also triumphantly brought into
psycholinguistics by the generative school. "What was missing was
sentence” wrote Gough and Diehl (1978:247) about the pre-
transformational studies that were focussed on semantic and
lexical issues. From then on, psycholinguistic experiments were
made in order to verify the linguistic hypotheses.

The experimental research concerned with speech
processing was -and is - as a rule focussed on literary sentences.
The following sentences, for example, are random samples picked
from psycholinguistic experimentation:

The butcher is smarter than the baker.

He caught the rabbit before he jumped the stream.

The ballerina captivated a musician during her performance.
The child gave the mother the cat.

Cynthia saw that Joe put the key under the doormat.

It can be pointed out that these sentences are not likely to
appear in spoken conversations. One might guess that these
'‘prototypical' and 'complete' sentences that illuminate a
linguistically interesting point appear primarily in foreign language
textbooks and linguistic tasks. From the point of view of
interaction, they are poor. Real speakers work on the principle of
co-operation and on the assumption that their hearers are able to
interpret their environment and make inferences. From an
interactional point of view, there is no need to speak in the
informative and descriptive sentences that are grammatically
'complete’, such as one so often sees in experiments, and
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variation is described as 'mistaken’, 'illogical’, 'unfinished',
‘elliptic’, or 'deviant' .

This is the argument of Itkonen (1989) who advocates the
notion of sentence in a critique of conversational analysis. He
argues that such terms as ellipsis or deviation must imply the
existence of the canonical form of the sentence. Deviation must be a
deviation from something, and this something must be a 'correct’,
'full' sentence. What Itkonen (1989) fails to see is that 'deviation'is a
conventional name, given within a particular tradition of
linguistics. When a linguistic tradition bases its concepts on the
notion of a canonical sentence, there is hardly another alternative
to name a variant that does not correspond to the ideal of complete
and correct.

Nevertheless, also spoken utterance can be chosen as the
reference point of analysis. If utterance is the 'unmarked' norm,
then other types of expressions, which appear in genres and
modalities like writing and drama, could be called, for example,
‘elaborated utterances'. In doing this, we have made a simple trick
of turning things the other way round. 'Sentences' are now
removed from linguistic phraseology, and we can talk about
‘utterances’ and explain how these utterances can be developed and
modified into 'elaborated utterances'. This view also places the
sentences out of the human mind and puts them back into the
realms of written language and social values which is where they
belong.

It has to be noted that it is not impossible for speakers to
speak in sentences. It is one of the effects that written language has
on our spoken acts, and spoken utterances can certainly resemble
written sentences. The feedback effect of writing into speech was
noted also by McLuhan (1964:162) who wrote that literacy "has
flattened out educated speech till it is a very reasonable acoustic
facsimile of the uniform and continuous visual effects of
typography".

Linguistics is done by people who are often highly educated,
and equally often highly sophisticated language users and
analyzers. All linguists are competent speakers and writers of what
Jacob May (1985: 71 ff.) calls 'Academese'. Linguists, in spite of their
claims of descriptivity, obviously tend to consider 'language'
primarily in terms of Academese. Although it might be practically
impossible to undo the influence of the literary tradition, and to
imagine "what an essentially non-written form of language is like",
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utterances may fulfil a similar function as a longer verbal ones. A
vocal signal Mmm! can be developed into a longer verbal utterance,
such as That's nice! or How clever! or I thought your talk was
simply marvellous! Questions can be answered with a nod or a
Mm! or a Yes! but answers can also be developed into long and
complex utterances that explore the background and consequences.
Thus there is a variety of different expressions for essentially the
same function, but they differ as to their length and information
according to the requirements of the situation.

Longish and complicated spoken utterances also step over
the borderline of what is called a sentence. Consider, for example,
the following excerpt of a spoken monologue (an unpublished
experiment in which subjects were asked to describe a picture).

EXCERPT 1.

niin tdson semmonen kuva mison tommonen &id urheilullinem mies |
henkilé | pukeutuneena | amerikaj jalkapalloilijan | asuun | haavi kiddessi
[perhoshaavi tuulessa | heiluen [siind [yrittdd | koomisesti | ottaa perhosta
kiinni mikd on tommosen | lintuverkon pdilld missd se lin- 66 [verkossa
on myds tommonen tai tossa hik- hikissd on [lintu | ja se on tdmd henkild
on tdmmosessd urheilukentdlli | mison eioo yht- ket- ketddm muita
tyyppejd ja tuola taustalla nikyy maalausteline

well here's a picture in which there is um a sporty fellow /person/ dressed /
as an American football player/ with a butterfly net in his hand / a butterfly
net / flying in the wind / trying to /in an amusing manner/ catch the
butterfly that is on a / bird net in which the bir- um/ in the net there's a or
in a cage there's a/ bird/ and this person he is on a sporting ground / on
which there are non- no- nobody else to be seen and at the background you
can see an easel

The speaker starts with a meta-discursive statement saying
that he has got a picture which he has to describe. Then he looks at
the picture and picks up the things he considers most central. He
first describes the central (male) figure in the picture and his
qualities. He, however, connects his bits of description in a manner,
which is not typical for written language sentences. The
grammatical connectors (eg. relative pronouns, and, or ) are used in
a non-literary manner throughout the whole sequence. It is difficult
to find boundaries between grammatical structures: his flow of
speech moves from one structure to another in a fashion which is
problematic, if seen from the point of view of written syntax.
Prosodically, the above sequence sounds like a unity. Both the
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F: to restrict yes I see /yes/ well do you think it is a good idea I mean

that the automaticity or routinization or that would be the-
M: well you see what I think is that

F: right yes mm
M: that you should take well mm mm you should approach it you should
try to think

F: right right right
M: from the point of view of th- from your point of view I mean that a
reanalysis of the data with regard of the mm this is issue of control and
automaticity mm witho- w- so that you would not necessarily go into
phonology excessively however

F: yes

The excerpt is from an active discussion in a linguistic
research seminar, where the participants are specialists in the area.
The task is to clarify certain issues involved in a particular research
project. The manifest utterances, however, are far from clear. In
the first line the graduate female speaker starts with : rajaamista
joo nii 'to restrict yes I see'. The utterance, which would be elliptic
in the sense of written language norms, is perfectly functional from
the point of view of the discourse situation. The speaker not only
echoes the previous speaker, but summarizes the theme of the
preceding sequence. Her external utterance also demonstrates an
internal process: speakers observe the situation and its relevant
points, and formulate their own reactions accordingly.

The speaker goes on to formulate an explicit question: is it a
good choice to limit the discussion of her paper to the automatic
processes in language? However, she never succeeds in formulating
the question completely, if we consider her language on syntactic
and grammatical terms. As a matter of fact, nobody finishes it.
However, the participants all obviously know that this was a
question. The chair of the seminar begins to answer before she has
finished.

The chairman does not proceed in a linguistically
immaculate manner either. First he does what can be seen in terms
of 'taking the floor to himself': he starts with a noo 'well' and his
following words imply various processes operating in parallel.
First, he introduces the function of his following utterance: minusta
kylld tuntus which says that it is his opinion that is going to follow.
At the beginning and also throughout his turn, he also gives
'hedges' that are functional from a social/interactional point of
view. Thus the use of the conditional mood and certain modifiers
imply that he does not give orders, but suggests certain procedures
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complete, partial or false descriptions about the internal standpoint
of the speaker. It can be argued, however, that speech utterances
are essentially partial descriptions, and that an utterance seldom, if
ever, is the sum total of an internal state. One verbal utterance is
one possible formulation for a particular mental standpoint. In
addition, speakers are able to evaluate, if needed, both their
motives (what they did 'because of') and goals (what they did 'in
order to') that underlie a particular utterance. Thus speakers both
evaluate their utterances and attribute them to certain factors. In
that, they deal with scales and degrees rather than dichotomies.
Thus utterances are seldom either correct or incorrect, but rather,
located at some point on the scale of correctness that the speaker
uses. Similarly, an attribution about a cause of a detected fault may
be judged on scales of volition, deliberation, and intention. There is
no sharp distinction between intentional, and unintentional: an
utterance is intentional to a degree.

Thus it seems that the notion of unambiguous and individual
(perhaps linguistic) intention that underlies an utterance does not
offer an adequate ground for the definition of various slips in
human interaction, and that it could be replaced by the idea of
evaluation-and-attribution. This is what Goffman (1981) argues in
his analysis of radio talk and its errors, where he makes a
distinction between 'knows better' and 'does not know better
errors. By that he means that some utterances can be immediately
judged as incorrect or inappropriate by the speakers themselves,
and the speaker knows whether s/he made the error on purpose, by
accident or because of, for example, negligence. These cases are
usually referred to as slips, or lapses. On the other hand, there are
mistakes and faults that are not detected by the speakers, and thus
the attributions are generally made by the audience. These cases
are, respectively, errors or mistakes. In this framework, the
definition of a slip is brought from the hypothetical internal sphere
of intention into the more accessible process of evaluation-and-
attribution, which can also empirically studied. The issues of how
speakers react to their errors, how they judge their gravity, and
what factors they attribute them to, obviously deserve further
research. To conclude, any slip, error, blunder, faux pas, mistake,
failure or mismatch really exists only after somebody has detected
it: either the speaker, the hearer or an outside observer, and it is
named only after the underlying motives and abilities are
estimated.
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widely criticized (see eg. Sajavaara and Lehtonen 1980). Strictly
serial processes do not adequately describe either the production or
perception of speech, for various reasons (see eg. Cole and Jakimik
1980). Consequently, nearly all present models are based on the idea
of parallel processing. At present, the ideas related to the PDP
(=Parallel Distributed Processing), or the Connectionist,
framework are among the most influential (see eg. McClelland and
Rumelhart (eds.) 1986a; 1986b). My arguments also strongly
suggest a parallel approach. What I do not argue is that these
parallel processes are run by different 'linguistic' components, or
modules, but instead argue for a basically ‘'non-linguistic' parallel
processing system.

The possibility that linguistic processes would vary during
speech production, and that it would be possible to use situationally
and individually different strategies, has been given surprisingly
small attention. Although the issue of automatic vs. controlled
processes has been studied to a considerable degree (since the
appearance of Shiffrin and Schneider 1977), its applications to
psycholinguistics are still on a minor level, and it has been studied
primarily with regard to foreign language learning (see eg.
Bialystok 1991). In the present thesis, I draw a distinction between
what is automatized and non-automatized in speech production,
and alongside, a distinction between skilled and unskilled speakers
(or novices and experts).

Discussion on the nature of internal linguistic processes has
moved increasingly towards lexically-based grammars. The role of
the lexicon and words in speech processing has been emphasized in
theories and models that may, as such, be quite diverse: both in
theoretical linguistics, language learning, language teaching, and,
in psycholinguistics. The lexical psycholinguistic models include
Morton's Logogen Model (see eg. Morton 1970; 1979), Marslen-
Wilson's Cohort Model of (see eg. Marslen-Wilson 1980) and also
the ideas presented by eg. Sajavaara and Lehtonen (1980). The role
of word level as an interface between thought and articulated
speech is emphasized in the present thesis as well.

The mental, or pre-articulatory, processes of speech
production can be described in terms of different approaches and
responses of speakers to the situational factors, as argued above.
These pre-speech processes can stay fully internal, or, they can be
summarized in the form of external speech. Thus externalization is
preceded by a decision to speak, gesture, or write. That decision is
not necessarily, or even usually, preceded by a careful plan. On the
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Furthermore, it is generally assumed that these word objects
have different abstract properties. Thus words have been seen,
since de Saussure, as essentially two-sided entities that consist of
semantic and phonological information. Some theories also equip
words with syntactic properties.The assumption of distinct
semantic, phonological and syntactic qualities of the word objects
has been interpreted to imply that there are either different
storages for different kinds of information (eg. semantic vs.
phonological), or that there are different 'access' or 'retrieval'
systems for obtaining different kind of information. Thus, according
to a popular metaphor, words are searched from the 'mental
lexicon(s)' on the basis of semantic and/or phonological
information.

Thus, separate storages for phonological data (eg. a mental
‘alphabetical’, or phonologically arranged, lexicon) and for
semantic data (ie. semantic networks; conceptual networks) were
hypothesized. Mental lexicons were thus regarded either as
'mental dictionaries' or 'mental thesauruses' (for a closer
discussion, see Dufva 1989). Sometimes a notion of 'mental
encyclopedia’, a dictionary involving the encyclopedic knowledge of
the world, was also assumed (see eg. Clark and Clark 1977:411),
and syntactic divisions for the lexicon were also proposed (see eg.
Fromkin 1973: 233 ff.). At present, semantico-syntactic aspect is
accounted for by eg. an assumption of separate lemma’ knowledge,
as distinct from 'lexical' (or 'form') knowledge (see eg. Levelt
1989:187).

The notion that different qualities of word would signify
different kinds of storage systems is wide-spread and there is a
large amount of literature that deals with the possible number and
properties of the alleged storages. It has been proposed, for
example, that there is one single lexicon for all lexical items: a
master file, which is divided into three access files for semantics,
phonology and orthography (see eg. Forster 1976). Separate
listings on the basis of word frequency have also been projected.
Glanzer and Ehrenreich (1979), for example, suggest that speakers
are equipped with a high-frequency word list in addition to their
full unabridged lexicon. A still further question is, of course, the
nature of foreign language mental lexicons (see eg. Palmberg 1988),
their relation to the native lexicon(s) and their possible
arrangement. Each property of the word would appear to require
its own storage system. However, to multiply the number of mental
storages ad infinitum seems neither psychologically real nor
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Acoustic, articulatory and written words. My argument is
that the discussion on the mental representations of words has been
influenced by written language language bias. Phonological
representations of words are conventionally described as
segmental matrices, in obvious parallel with the external written
words of the alphabetic script. Thus the present idea echoes an age-
old idea of human soul as a piece of wax, into which the memory
traces are imprinted. A means-dependent view would argue for the
primacy of spoken code in mental representation.

Some properties of spoken utterances at first look appear to
be highly problematic for the notion of word. For example, it seems
that words do not really acoustically ‘exist' in normal spontaneous
speech. Pollack and Pickett (1963), in an early experiment, showed
that when words are cut out of their natural contexts, and subjects
are asked to recognize these words, they succeed only in about half
of the cases. Several other experiments have also shown that
words do not have unambiguous boundary signals in spoken
utterances (see eg. Cole and Jakimik 1978; 1980). This seems to
substantiate the view that speech perception does not function on a
word-by-word basis, ie. in that words might be produced and
perceived as discrete entities. In addition, it is obvious that words
have a large number of possible acoustic variants. The variation is
related to speakers so that persons sound different according to
sex, age, social status, physical and mental characteristics, and
geographical location, and further variation is caused by various
circumstantial factors.

Thus, spoken words are not unambiguous either with regard
to their boundaries in spoken language, nor with regard to their
internal acoustic pattern. Nevertheless, people seem to 'hear
words', and in fact, it seems impossible not to hear words, as
Marslen-Wilson and Tyler (1980) have pointed out. Even if people
are asked to concentrate on acoustic and phonetic properties of the
signal, they cannot help hearing it as words, or meanings. To sum
up: although the acoustic code gives a rather poor representation of
words, people still cannot help hearing them.

It appears that the relevance of the imperfect and variable
nature of the acoustic signal has not been given proper recognition
in psycholinguistic theories. Thus the discrepancy between the
acoustically variable and non-discrete acoustic words, and the
generally smooth process of understanding speech, mostly in terms
of words, is not adequately explained. Explanation can be found,
however, in the assumption that there is no need for the acoustic
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recognition in an immediate manner to the respective articulatory
knowledge.

One further implication of the means-dependent view is that
a specific language may play a more important role than is
generally accepted. The universal perceptual and cognitive
processes are, in practice, filtered through a particular language
and culture, so that children do not acquire a language-independent
view of the world, but a language-dependent one. The culture we
live in, and the language that we listen to give us a map of reality.
We both learn to categorize, and to behave according to the rules of
our own culture. This view has been either implicitly ignored or
explicitly denied in linguistics since the time of Sapir and Whorf (see
eg. Whorf 1956).

It has to be noted, however, that to allow language-
specificity does not mean the acceptance of linguistic determinism.
Languages and cultures only give the point of reference, so to say,
but the individual is free to expand and experiment with it, or to
assume new systems, as happens in foreign language learning.
Neither does this view involve a denial of the universal component,
which is present both in particular languages, and the sensory,
motor and cognitive capacities of human beings. Although people
everywhere share certain perceptions, emotions and social
behaviours, it is not to be assumed that everything that underlies
language production is universal. On the contrary, I suggest that
both universal, language-specific and culture-specific features are
always present in an act of speaking.

A detailed discussion on the nature of conceptualization is
beyond the scope of the present thesis. It is evident, however, that
internal knowledge about reality (including the verbal languages)
basically comes through two different sources. One source is
auditory: the verbal language itself which gives us directions of
how reality is spoken of. The other source is visual, which may also
involve things that are not spoken of.

There is justification, however, in drawing a distinction
between what we conventionally call 'thought' and what we call
'language'. Their different ontogeny was also suggested by
Vygotsky (see eg. Vygotsky 1931/1982; Kozulin 1990). It could be
argued that the capacity to internalize things and relations of the
world (the thought) originally has visual roots. On the other hand,
the human communication system was and basically still is acoustic,
or what is heard. Thus it could be suggested that conceptual
structures originally developed according to the laws of vision and
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more adequate terms as situationally motivated errors. Consider
the following slip of a female speaker.

(141) ja mind oon ton sulhasen veli (pro sisko )
‘and I am the brother of the bridegroom' (pro 'sister’)

This slip is supposed to involve one semantic feature change,
in which the semantic feature of maleness has been changed into its
opposite. However, to give an explanation in terms of a
hypothetical internal structure, is to treat the substitution as an
arbitrary change. As an alternative, it could be argued that this
particular slip is pragmatically motivated and its causes can be
found in concrete circumstances.

The situation in example (141) above is the wedding
reception of the speaker's brother, so that the whole conceptual
sphere and vocabulary of ‘brothers', 'sisters' and other relatives is
activated as such. Furthermore, the relation between the speaker
and the bridegroom can be described in basically two ways: she is
either 'the sister of the bridegroom' or alternatively, 'the
bridegroom is her brother'. A hesitation between these pragmatic
choices may be one of the factors that motivate this slip, and there is
no reason to search for an explanation for the slip in hypothetical
andarbitrary structural changes. Quite similarly, a 'semantic
feature change' of the following example can be explained in terms
of the discourse situation.

(142) It is a ‘parents’ night' in a kindergarten. The majority of the parents
who are present are mothers. In an introductory round of speech turns
parents are supposed to introduce themselves and tell, whose mother or
father they are. ‘I am Mari's mother' , 'I am Jani's mother’, 'I am Janne's
mother’. Then a father says: 'And I am Aura’s mother...

We do not need a structural explanation for a slip that is so
obviously echoic and situational. The semantics that the speakers
are involved with here is not within the semantic component of the
internal grammar. It is embedded in the situation itself, and slips of
the tongue are given a better explanation, once we incorporate a
functionalist basis.

Phonological slips. Another category of slips of the tongue is
phonological. A phonological substitution occurs when a
phonologically close item is used instead of the target one, as in the
following example uttered by a child.















168

Adult malapropisms show a like pattern of similarity to their
target words, as shown in the examples below.

TARGETS > SLIPS OF THE TONGUE

(157) markiisi - > matriisi
'marquise’ - 'matrix’

(158) improvisoida - > inspiroida
'improvise' - 'inspire'

(159) Spectrum - > Centrum
'trade names'

(160) mortadella - > salmonella
'mortadella’ - 'salmonella’

It is thus obvious that the words that are recalled by persons
in TOT state are similarly potential malapropisms for that
particular target word.

However, there is an alternative or perhaps a
complementary suggestion for an interpretation of malapropisms
as a covert TOT state. This is the assumption that that word
activation process does not evoke only those which are topically or
pragmatically appropriate, but also - as a routine - items that are
sound-related. In these cases, the activation may also spread on the
basis of sound features and not only on the basis of pragmatic and
functional needs. Although this possibility is not denied, it could be
argued that the central role of novelty and novice behaviour in
these mistakes supports the plausibility of the covert TOT
explanation, and that it could be argued that the spreading of
activation to sound associates is a possible, but not a habitual
procedure in the word activation.

To sum up, lexical slips of the tongue can, and should be
explained as motivated and functional, not as formal and arbitrary
errors. Semantic slips were explained by the fact that an overdue
amount of semantically and pragmatically related words always
are activated as a routine of any speaking process. Phonological
slips of the tongue, on the other hand, were explained as covert
word finding problems. Therefore, the difference that is observed in
manifest slips (ie. semantic vs. phonological) reflects two different
mental tasks, not two different organizations of the mental lexicon.
The following discussion is on how the activation of words is done,
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and how different activation cues are manifested in slips of the
tongue.

8.4  Activation of words in interaction

Activation cues. When people talk to each other, they employ
various cues that activate words. First, speakers have expectations
of the social situations, and often particular areas of vocabulary
may be activated pre-situationally already. The activation level of
certain words, or groups of words, is increased whenever a certain
situation is entered into. Activation may also be caused by the
external environment. Thus speakers use their external
environment to produce small talk utterances (Lovely weather, isn"t
it? ), or to introduce new topics (Look who's there! ). Speakers
observe casually what goes on in their environment and turn their
observations into speech, if relevant. The influence of the external
situation is usually well under control, and irrelevant elements of
the external situation are filtered from spoken utterances.
Sometimes, however, lapses occur and the external situation may
intrude into speech in an echoic manner. The following slip is an
example of a simple transfer from an action the speaker was just
doing.

(161) A person is typing and is just about to type "% " when the phone rings.
She answers it and says: Percent.

Non-linguistic past or future actions may also be transferred
into speech. The following utterance was produced by a speaker
who had just finished placing wet clothes to dry on a clothes-line.
When he remembered something he had to make a note of, he said:

(162) mun tdytyy laittaa se narulle (pro lapulle )
'I must put it on the clothes-line' (pro 'I must put it down')

Thus here it was a preceding non-linguistic action that
exerted an influence on the verbal expression in a new situation.
Or, consider the following case of a double lexical slip, in which the
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9.1 Sound segments: Letters in disguise?

Written language has been a powerful influence on both linguistic
analysis and psycholinguistic experiments, as it was argued above.
The notion of sound segment is one further example. It may be
suggested that sound segments appear so fundamental and central
in the linguistic theory, since they are the basic ultimate entities of
the alphabetic script, and the script is seen as an image of the
spoken language. The idea that writing has effected our notions
about linguistic entities is not necessarily new: it was discussed by
Firth in the 1930s (see eg. Firth 1970). Similarly, Erik Ahlman (1939),
a Finnish philosopher, argued that it might have been the writing
that has lead people to see spoken language as consisting of
independent and discrete entities (such as sounds, words, or
sentences). More recently, Harris (1980:13) has attacked the literary
bias of modern linguistics, considering also the segment, "that
elusive and sacrosanct unit", that has found its way into the
descriptions of the spoken word through the influence of written
language. The present arguments clearly support the view by
Harris (1980:8-9) of segments as "letters in disguise". The role of the
segment both in the language system and in speech production
deserves closer examination.

First, it has to be noted that the alphabetic writing system is
not a picture of spoken language 'as it is'. It is evident that the
principle of the alphabet is only one possibility for transforming a
language system into a written form (for a survey of writing
systems, see eg. Sampson 1985). Thus writing systems can be based
on concepts (eg. pictograms), words or morphemes (eg. Chinese),
syllables (eg. Japanese kana ) and possibly distinctive features (eg.
Korean). The alphabetic notation is only one possible transcript of
language or speech, not the transcript. The notion that it would be,
linguistically, the most accurate, appears to result from an
ethnocentric view only. Alphabetic scripts are highly efficient as far
as the literary technology (of different types of print) is concerned,
but this does not make them 'psychologically real'.

It is often argued that alphabetic script would not have been
invented if, to begin with, there would not have been any segments
to hear. Thus Liberman and Studdert-Kennedy (1977) argue that
the very existence of the alphabet is proof of phonetic processing,
ie. of the fact that segments 'exist'. However, scripts are products
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I give one example of how speech sounds may be produced.
First, the lungs provide the air-stream mechanism required and the
amount of air necessary. The laryngeal processes produce linguistic
(eg. voice distinction in consonants) or paralinguistic (eg. different
voice qualities), and suprasegmental features (eg. pitch). Several
supralaryngeal processes (eg. the movements of the tongue, velum,
and lips producing different positions, and consequently, different
resonances) contribute to the production of one particular segment.
In addition, the processes are carefully timed (eg. with a distinctive
consonant quantity, speech rate and rhythm). These are continuous
parallel processes which are executed by the different articulatory
organs.

Even this rough description indicates one essential
phenomenon: what is called 'segmental’, 'suprasegmental' and
‘paralinguistic’ (or 'nonverbal’) in traditional grammar is - at this
level - produced with the self-same equipment and through similar
processes. The articulation of speech cannot be seen solely in terms
of 'segment production’. What we see as segments are only a small
particle of all the parallel processes that are engaged at a given
time.

The acoustic signal which results is also a continuum.
Although much phonetic research has been carried out from the
point of view of segmental analysis, the segmentation of speech is
by no means unambiguous. It can even be argued, that it is linguistic
analysis which has influenced that of phonetics. Segments were
thought to be inevitable from the point of view of linguistic theory.
Thus it was impossible not to recognise them in the acoustic signal.
The process of argumentation is circular: theoretical notions will
determine what entities are looked for, and thus, such experiments
will be devised, and even instruments developed that are suitable
for the analysis of the original concept. As the linguistics of the
1940s and1950s favoured segmental analysis, it was natural to
develop such machinery that provided a window for the segmental
process (see also Niemi and Aaltonen 1986).

This kind of procedure is certainly legitimate within a
scientific paradigm. It is only that the theoretical assumptions of the
paradigms will have to be checked from time to time. Thus, it can be
argued that the data and experimentation of phonetic research can
also be given a different interpretation, if different theoretical
assumptions are made. According to the present interpretation,
segments are one possible way to perceive speech, and analyze its
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asked whether we really deal with one category of segments, or
with two qualitatively different systems.

Phonological awareness. The research that is done within
the framework of 'phonological awareness' ('phonetic awareness',
‘awareness of phones' or ‘'segmental awareness') appears to
suggest, already by its terminological description, that there are
segments that people can be aware of, and thus research is focussed
on the issue of who is aware. Experiments that test phonological
awareness have been done primarily with preliterate (eg. Liberman
et al 1974) and illiterate subjects (Morais et al. 1979; Morais 1985),
which also shows the close relation of this issue to literacy. Subjects
that use non-alphabetic writing systems have also been studied (see
eg. Tzeng et al. 1977) in order to study the relations between
alphabetic notation and segmental awareness.

Phonological awareness is tested with experiments which
involve segmental tasks: eg. the addition of a segment at the word-
initial position, the transposition of segments, or tapping or
clapping hands as many times as there are sounds in a word.
Phonological awareness is attributed either to the overall cognitive
development of a child at about six years of age (Liberman 1973), or
to exposure to alphabetic literacy (as implied by eg. Morais et al.
1979).

The interpretations of the results in the phonological
awareness research seem to be particularly diverse and
contradictory. Mehler et al (1984), for example, argue that
although segments may be primary units in the production
component, they, as perceptual entities, are related to the
acquisition of literacy. This would mean that although children
speak with segments, they do not realize that they do before they
learn to read. Morais (1985), on the other hand, concludes with a
certain degree of caution that phonetic segments are used in
unconscious processing and that they play some role in perception
or production, or both.

Ultimately, it seems that both psycholinguistic experiments
and the existence of an alphabetic script indicates that subjects are
able to distinguish between and to deal with segment-sized entities.
Let us take a closer look, however, at experimentation. Any
experiment on speech perception, production or awareness,
necessarily supplies its subjects with directions. If subjects are told
that they should push a button when they hear a /p/, for instance, it
is certain that any literate adult person will succeed fairly well,
since s/he knows what to listen for, and s/he has experience of
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(178) kelpo vilkamiehid (pro virkamiehid)
'good officials'

According to the analysis above, a segment is supposed to be
omitted from the phonetic plan, but then replaced by another
segment. Segments can also be totally omitted, as in (179).

(179) syysmyr( )kyt ovat alkaneet (pro syysmyrskyt)
'the autumn storms have begun'

Finally, segments are supposed to be transposable, as in
(180) and (181). The segments are transposed within a word in (180),
and, in (181), between words.

(180) majoseenipurkin... (pro majoneesipurkin)
'a jar of mayonnaise'

(181) vajotettuna Maakunaan... (pro majotettuna Vaakunaan)
'you will be accommodated at the Vaakuna Hotel'

These processes are supposed to occur at a level in which the
segments are discrete, ie. at some abstract level before actual
articulation. The above analysis of slips of the tongue as structural
changes is in accordance with the formalist view. A slip of the
tongue is regarded in terms of comparison drawn between the
output production and the assumed target production. Thus the
formalist explanation necessarily works with a structural analysis
of its own. If - and when - both the target and the output
production are analyzed in terms of segments, it is inevitable that
the changes are also seen in terms of segments. Whether this is a
verification of the existence of the mental segment, remains open to
doubt.

A functionalist argument, on the other hand, will not start
with a comparison between the target structure and the slip, but
with posing the question 'why'. In formalist psycholinguistics,
reasons for change are either ignored, passed over with a remark
such as that of slips occurring 'for some reason’, or explained as
‘extralinguistic' and thus of little interest. However, if the focus is
turned from the formalist and structural analysis to the study of
underlying functions, and if speech production is seen as motivated
behaviour, we may find that a speaker's processes do not involve a
mysterious misordering of segments - for whatever reason.
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However, the difference between what is called a lexical
blend and what is called an anticipation or a segmental
transposition, appears to lie only in what kind of elements are
blended together: whether they are blends of two (or more)
potential selections (for the utterance), or two actual selections (in
the utterance). Thus when a speaker makes a blend of two potential
selections, the result may be as follows:

(198) kitterd (kitevd "handy'/ketterd 'agile’)

But a speaker may also make a blend of two actual
selections, as in the following in which the speaker makes blends of
the two adjacent words.

(199) professori Sari Kajavaara (pro Kari Sajavaara)
‘professor Kari Sajavaara'

The first blend in (199) is an anticipatory mixture of the first
name and the surname, and the second slip is a false repair that
leads to the resulting double blend.

What I have argued this far, is that blend is a more extensive
category than usually admitted. When we consider the level on
which blends occur, it appears obvious that ultimately, they are
problems in articulation. Blends result from a situation, in which
there are two (or more) word patterns that are active and available
for the speaker. This is not an exceptional state, as I have argued
above, and there are additional factors that operate towards the
generation of this error type. One factor is the classical one: the
speaker is faced with a selection. If two optional word patterns
(synonymous) rival for an expression of a same idea, they may
interfer with each other and produce a blend, as in the following
example (200) in which the speaker hesitates between a standard
expression and its colloquial equivalent. Thus competition between
word choices (but also structural choices or idiom choices) explains
a large number of lapses (for the notion of competition and
competing plans, see eg. Baars 1980; Dechert 1990).

(200) nekka (pro nend/nokka 'nose’)

But blends can also be generated if the speaker suddenly
changes his/her interpretations. In the following example (196), the
speaker was thinking of two possible locations for an object. While
he was already speaking, he changed his estimate of the correct
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TABLE 1. Children's metatheses in the present corpus

ketsuppi -> kepsutti 'ketchup'
kapteeni -> kapneeti 'captain'’
bordelli -> dorbelli 'brothel’
orava -> ovara 'squirrel’
kirahvi -> kivahri 'giraffe'

oliivi -> oviiri ‘olive’

nére -> rine 'small fir tree'
norsu -> ronsu ‘elephant’
Ronja - > Norja 'first name'
lurjus -> ruljus 'rascal’

lokero -> rokelo ‘locker’
Beetlehem -> Beethelem 'Bethlehem'
laho -> halo 'Totten’

tilhi -> tihli '‘waxwing'
halvenee -> ldhvenee ‘thin' (v.) (of smoke)

The presence of many plosives that differ in respect to the
place of articulation is another problem area. Furthermore, all the
plosive examples above have a similar prosodic pattern (three
syllables), and it may be that this, for a child, involves an additional
processing difficulty. A new word pattern with more than two
syllables may simply be too demanding when it is practised at the
beginning. This also corresponds to the intuition of Finnish adults
that Finnish children make frequent errors like atpeekki for
apteekki and Epygti for Egypti.

What this means is that learners may have difficulties in the
perception, production or both of certain word shapes. This may
indicate that some word patterns are inherently articulatorily or
perceptually more 'difficult' than others. This difference between
easy-to-process and hard-to-process acoustic and/or motor shapes
may be partly universal, and partly language-specific. Its effects
can be found in various linguistic changes during history.

Adult metatheses are infrequent, but one can also find the
articulatory effect in them. There are examples of /1, r/ effect, as in
(207):

(207) kolleroi (pro korreloi )
‘correlates’

The plosive effect is present in the examples (208) and (209):
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speech flow into words, and possibly, into segments, is a result of a
conscious analysis, which also requires more time, and repetitions
of the verbal material. The difficulty that is inherent in the
perception of novel acoustic patterns, was shown also in the above
experiment as the influence of word length. When the syllable
number of the test words in the experiment was increased (from 5
to 7), the number of 'errors' increased (see Dufva 1991). It therefore
appears that when the three factors of (a) difficult sound
combinations, (b) word length, and (c) low frequency coincide slips
of this type will occur.

Some metatheses, however, occur in ordinary words, and
are made by the adults are children alike. Thus it appears that
certain sound combinations as such may be more susceptible of
metathetic changes, and that these metatheses are further
generated by the influence of sound context. In Finnish, the
combinations that involve the sibilant /s/ and a plosive consonant
may be one example, and if there are two such combinations, or
two converse ones that are close to each other, a metathetic lapse
often follows.

(211) syoksylaks..sydksylaskun huippuihin...
'among the tops of the speed ski'

(212) silld on niin irtsas katse... (pro irstas)
'he has such a lecherous look...'

(213) jossa pitdd vatsausta etsid (pro vastausta)
'in which you should look for an answer..."

Thus, we may deal here with both an inherent complexity of
a particular sound combination, and the complexity involved in the
production of certain successive sequences. This complexity is also
recognized by naive speakers, as Finnish tongue twisters (Table 3)
serve to show.

Thus word play, tongue-twisters, and slips of the tongue
may be indicators of a complexity that is inherently present either in
certain articulatory gesture as such, or in the production of certain
successive articulatory gestures.

In consequence, a structural explanation of metathesis in
terms of two segments that change place is not a functionally
adequate one. What have been called metatheses are, again,
surface manifestations of several underlying forces. One of them
is the novelty and/or infrequency of the material. When a word is
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options, for example. When we consider these two kinds of
processes, the decision level and the articulation level, it could be
suggested that slips occur in three different qualities with respect to
these levels. Contrary to common arguments, I would like to
suggest that some slips may in fact occur because of purely concrete
(articulatory and/or acoustic) reasons. Thus, they are, truely, slips
of the tongue. A metathesis, an omission, an anticipation or a
perseveration may result from physical factors only. On the other
hand, however, there are clearly slips that occur on a
prearticulatory level, and which result in correct articulations, but
produce nonsensical or inappropriate utterances. These include the
various 'incorrect' choices that are made on the higher level of
decisions, and which result in lexical problems, as discussed in the
chapter 8. These could be called slips of the mind. In addition,
however, there appears to exist a third group. These are the
various slips in which we can see the interaction between the
articulation and decision levels. These are the slips in which
articulations are interfered with the higher-level processes and
decisions. Blends of two optional words are one example of the
lapses that can follow. Consequently, it appears that these lapses
are both slips of the tongue, and slips of the mind.



10 CONCLUSION

10.1 "Where the tongue slips, there slip I"
(Charles Hockett)

External slips of the tongue are manifestations of internal
processes, and as argued above, these internal processes involve
social, cognitive and sensori-motor activities that form a very
complex network. This complex network, however, operates
according to basically simple and automatized subprocesses. Slips
of the tongue are fundamentally caused by a variety of underlying
phenomena rather than one particular process only, and a causal
explanation in terms of a broken linguistic rule, or mishandled
linguistic process is both simplistic and false. Slips of the tongue are
emergent phenomena: phenomena which surface from an
underlying variety of processes, and which, consequently, can be
seen in terms of uncertain outcomes and unpredictable results. This
means that it is inadequate to analyze various slips in human
speech behaviour only as structural patterns: it is much more useful
to examine the underlying forces, that coincide or collide, in their
production.

What this means is that we have a full range of diverse
external speech phenomena, some of which are judged as
abnormal, deviant, incorrect or false, in some respect. Some speech
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phenomena are regarded as good and correct language, and
successful social behaviour, while other are classified as slips,
errors, mistakes, lapses, recognition failures, misarticulations, faux
pas, blunders, insults, misunderstandings and the like. What we do,
no matter whether we are naive speakers or psycholinguists, is
that we evaluate external speech behaviour according to some
criteria or another, and attribute it to some cause or another. The
process thus involves an evaluation and an attribution.

The utterances of speech can be evaluated and judged
against the social and linguistic norms of correctness and
appropriacy. Utterances may thus be graded on scales like (1)
articulatory fluency (2) linguistic correctness (3) pragmatic
appropriacy or (4) social propriety. Ethic and sometimes also
aesthetic grades can be given: is the utterance correct, appropriate,
good, fluent and sensible, for example. If a fault is detected, the
observer turns to the attribution procedure: Why did the speaker
make that particular mistake? Is s/he ignorant of a particular rule?
Does s/he not know the correct word? Did s/he do that on purpose?

As we know, the slips of the tongue literature has this far
drawn a rather categorical distinction between an error and a slip.
An error is a linguistic deviation, which is accounted for by the
ignorance of the speaker, while a slip is an involuntary or
unintentional deviation. Following from this distinction, only
linguistic and prototypical easy-to-deal with cases of both
categories have been discussed. In reality, however, speech
behaviours are variable, and there is a multitude of different kinds
of faults and errors, the gravity and nature of which should deserve
a closer examination in the future. Neither the evaluation nor the
attribution is unambiguous and binary in nature. Speech behaviours
are evaluated and assessed on various different scales that judge
the quality of the error, its level, its gravity, and its causes. To force
them into a taxonomy that is based on binary distinctions and
structural analysis is to take too narrow a viewpoint.

To explain speech phenomena, a formalist psycholinguist
turns to the structural analysis. Both the 'normal' utterances and
those considered deviant (eg. slips) are analyzed as structures. Slips
are assumed to be explained through the process of comparing two
structures: one failed, one correct. The entities that are proposed by
the theory and tradition of linguistics are also searched for in the
slips of the tongue. It does not come as a surprise that they are
found. Both the normal and the exceptional in language is
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Funktionalistisessa lahestymistavassa, jollaiseen tama
tutkimuskin pohjautuu, etsitddn virhesanonnoille syitd, eikd vain
tyydyta toteamaan, ettad virhesanonnat tapahtuvat 'jostain syysta'.
Lisdksi funktionalisti etsii virhesanontojen yhtéldisyyksia ‘ei-
kielellisiin' virhetoimintoihin. Formalistisen psykolingvistiikan
'kielenulkoiseksi' luokittelemat prosessit saattavat kuitenkin
olennaisesti selittdd 'kielellistd' prosessointia. Ndin voi olla syyta
muokata kielikasitystd funktionalistiseen suuntaan ja esimerkiksi
kognitiivisen kielitieteen kasityksid kohti, joissa kielta ei tarkastella
ymparistosta irrallisena ilmiona.

Eras tdllainen tavallisesti kielenulkoiseksi luokiteltu seikka
on juuri vuorovaikutuksellisuus. Kdytiannossa puhuminen on aina
sosiaalista vuorovaikutusta, dialogia. Se opitaan dialogissa, sita
kdytetaan dialogissa, eikd puhuja ei ole koskaan yksin. Hénelld on
aina joko kuvitteellinen tai todellinen kuulija. TAma sosiaalinen
sfadri nahddan usein vain puheen ja kielen ulkoisena ympaéristona,
kontekstina, ikddn kuin kielenkdytén ndyttamona.
Vuorovaikutukselle voidaan kuitenkin antaa syvallisempi merkitys,
jolloin se ndhdddn ldpitunkevana piirteend ja ehdottomana
olemassaolon edellytyksena kaikelle kielelle. Talloin puhujaa,
kuulijaa ja kontekstia ei tarkastella toisistaan irrallaan, vaan
yhtend toimivana ja muuttuvana kokonaisuutena. Puhuminenkaan
ei ole yksilon kielellisen tietojenkasittelyn tulosta, vaan lahinna
merkitysten neuvottelua tuossa kokonaisuudessa. Puhuminen on
siis aina ulospdin suuntautuvaa dialogia.

Toisaalta puhe on my®ds sisdistd dialogia. Se syntyy useiden
erilaisten ja eritasoisten osatekijoiden ja prosessien
yhteisvaikutuksesta. Eraana tiarkednd, usein sivuutettuna osana
puheen tuottamiseen kuuluu sosiaalisen ja fyysisen ympériston
havainnointi. Jotta pystyisimme puhumaan, meidén tulee kuunnella
ja katsella, havaita ja ymmartaa. Intentiot eivdt synny tyhjastd, ja
ajatuksella on alkunsa. Samoin puhumiseen kuuluu myos
muistaminen ja luultavimmin analoginen erilaisten kielellisten ja
sosiaalisten kokemusten hyvéksikdytt6. Puhuminen on
myoOsmotorista toimintaa, artikulaatiota. Se on siis sekid
havaitsemista ettd tuottamista, sekd sosiaalista ettd psyykkistd ja
sekd kognitiivista ettd sensomotorista.

Prosessoinnin luonne on siis luultavimmin paralleelinen, eri
toimintojen muodostama kokonaisuus. Tutkimuksessa paadytaan
ehdottamaan ndkemystd, jonka mukaan erillisen sisdisen kielellisen
(lingvistisen) komponentin (tai modulin) olemassaoloon tulisi
suhtautua epdilykselld. Sisdinen kieli 16ytyy useista paralleelisista
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prosesseista ja taidoista, ei leksikosta ja kieliopista. Kielen kasite
olisi erityisesti psykolingvistisessa tutkimuksessa 'purettava': kielen
kdyton sijasta tulisi puhua puhumisesta, kuuntelemisesta,
ymmdrtidmisestd, kirjoittamisesta, lukemisesta, viittomisesta,
pddttelystd jne. Namd prosessit ovat osin samanlaisia, osin
erilaisia, mutta ei ole valttamatta syyta olettaa, etta niiden takana
olisi jokin sellainen ehdoton yhteinen kielen syvamuoto, jota
generatiivinen ajattelu ja autonominen kielitiede esittaa.

Tasta seuraa, ettd puhetta on syyté tarkastella nimenomaan
niiden havaittavien ja tunnettujen prosessien kautta, jotka ovat
tyypillisid puhutulle kielimuodolle. Puheen mallintamisessa
voidaan siis ldhted liikkeelle sosiaalisessa vuorovaikutuksessa
havaittavista prosesseista ja konkreettisesta keskustelupuheesta.
Talloin havaitaan, ettd erds puheen suunnittelun tarked osatekija
16ytyy juuri tilanteen observoinnista. Kukin puhetilanne aktivoi -
usein jo etukdteen - sanastoa, koska tieddimme, mitd missdkin
tilanteessa on tapana sanoa. Diskurssin eteneminen, jokainen
puhuttu ilmaus ja sana voi taas aktivoida uusia sanoja. Siten
sanaston aktivointi on osin tiettyjen tilanteessa nahtyjen ja
kuultujen drsykkeiden ja osin oman assosiaatio- ja analogiakyvyn
perusteella tapahtuvaa toimintaa. Aktivaatioprosessi on jatkuvaa
ja tahatonta; voisi sanoa, ettd on mahdotonta olla mieltamatta
maailmaa sanoin. Ajatukset ovat kuin pilvid, jotka satavat maahan
sanoina, totesi Vygotsky.

Mita sitten itse asiassa tarkoitetaan sanalla ja sen
aktivoitumisella? Tutkimuksessa paadytdan kasitykseen, jonka
mukaan sanojen edustumat ihmisen mielessa ovat sidoksissa niihin
reitteihin, joilla sanastoa omaksutaan, opitaan ja késitelladn:
kuulo- ja ndkoéhavaintoon sekad artikulatoriseen puheeseen.
Puhetilanteessa aktivoituisi siis tavallisimmin suoraan tietty
artikulatorinen toimintamalli eli sana. Virhesanonnat taas
syntyisivat siitd, ettd sanojen jatkuvan aktivoitumisen vuoksi
puhujan mielessd on aina enemman sanoja aktivoituneena kuin
puheeseen tarvitaan, ja puhuja valitsee aktivaatiotasoltaan
kohonneiden sanojen joukosta vaédran sanan.

Myos kieliopillinen prosessointi (eli syntaktiset ja
morfologiset prosessit) on paljolti sekd ulkoisen diskurssin
rakenteen ettd puheen funktioiden sanelemaa. Siten esimerkiksi
tarve kysyd saa puhujan valitsemaan tietyn kielellisen konvention,
esimerkiksi kysymyslauseen, johon kuulijan on taas reagoitava
tietylla tavalla. Puheen syntaksia ohjaa siis sekd puhumisen funktio,
kielen konventionaalistuneet muodot ettd edeltava diskurssi.
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