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Chapter 1

Introduction

Quantum Chromodynamics (QCD) is a quantum field theory which describes the
fundamental strong interactions. The elementary particles of this theory are quarks
and gluons and they carry a color charge. In the nature the quarks and gluons
are observed only through color neutral bound states called hadrons. Hundreds of
these bound states have been measured in the experiments [1].

Already in the early years of QCD, the existence of a new phase, where quarks
and gluons can move freely, was predicted, see e.g. Refs. [2, 3]. The most recent
lattice QCD calculations have shown that at zero net-baryon chemical potential the
hadronic matter transforms into this new phase at a temperature Tc ∼ 155 MeV
[4, 5]. Such hot and dense QCD matter, where partons are not bound to color
neutral states, is called quark-gluon plasma (QGP).

The main goal of ultrarelativistic heavy-ion collisions (URHIC) is to produce
and study the QGP. The four experiments at the Relativistic Heavy Ion Collider
(RHIC) at BNL discovered that hot and dense QCD matter, which behaves as a
nearly ideal fluid, is indeed formed in URHIC [6–9]. In these Au+Au collisions at√
sNN = 200 GeV the produced QGP starts to expand very rapidly and it quickly

cools down and the transition back to the hadronic matter takes place. Since the
lifetime of the produced QGP is very short and only the final state hadrons, as
well as some electromagnetic signatures, are measurable, it is very challenging to
measure the plasma properties.

In these nucleus+nucleus (A + A) collisions, most of the observed bulk mat-
ter is initially produced through non-perturbative processes where perturbative
QCD (pQCD) cannot be utilized as straightforwardly as in high-pT physics in pro-
ton+proton (p+p) collisions. Neither the lattice approach works in the rapidly
expanding system. Thus, alternative ways are needed to describe the dynamics of
the URHIC. Since O(1000) partons are produced at the mid-rapidity unit in the
heavy-ion experiments at RHIC and the Large Hadron Collider (LHC) at CERN,
one can try to develop models based on statistical mechanics.
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One possibility is to study these collisions with a microscopic approach [10–13].
In this case the matter is described using quarks and gluons and their interactions.
These kind of models are usually called parton cascades. The interactions between
quarks and gluons are usually well understood only in the pQCD framework, which
may not be applicable in the cascade’s thermal scale processes. In addition, the
phase transition from partons to hadrons is not yet understood at the microscopical
level.

Another possibility is to model the produced QGP with relativistic hydrody-
namics [14–20]. In the hydrodynamical models the matter is treated as a contin-
uous fluid which is at local equilibrium or at least close to it. In this case the
dynamical properties of the medium are given by the Equation of State (EoS).
The expansion of the system is obtained from the differential equations which by
construction conserve energy and momentum. This approach is much simpler than
the microscopic ones and another major advantage is that in this case there is no
need to know the microscopical details of the phase transition or even the degrees
of freedom, which are automatically encoded in the EoS.

The main inputs to the hydrodynamical calculations are the EoS and the initial
state. The EoS at zero baryochemical potential (good approximation for RHIC
and LHC) can be extracted from the lattice calculations [21, 22], but the initial
state is much more difficult to obtain. There are models such as the EKRT [23] and
the color glass condensate (CGC) approaches [24–26] for computing the primary
parton production, but thermalization is not understood in any of these models. If
dissipative effects are taken into account, one also needs the transports coefficients
of the fluid (e.g. shear viscosity). Since these coefficients for QCD are not yet
fully known, one can try to constrain them, as well as the initial state, using the
experimental data [27–31].

One of the most important experimental observables from the hydrodynamical
viewpoint is the elliptic flow, v2, which measures the azimuthal anisotropy of the
final state particle distributions. A large elliptic flow has been considered as a sign
of hydrodynamical pressure: If A+A collisions would be mere superpositions of nu-
cleon+nucleon collisions, the final particle distributions should be nearly isotropic
in the transverse plane. If a thermalized medium is formed in such collisions, the
particle production has preferred directions due to the initial state geometry.

Another great discovery of the RHIC heavy-ion experiments was the high-pT

hadron suppression [32, 33], so called jet-quenching. Since the high-energy partons
must traverse through the formed medium, they interact with it and lose energy.
Thus understanding the high-pT data in A+ A collisions also requires input from
the low-pT part described by hydrodynamics.

Unlike partons, photons can escape from the medium without interacting since
the electromagnetic coupling is much weaker than the strong one. Thus the pho-
tons have a great potential to probe the medium at the time they were produced.
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These two examples show that the medium can be studied not only looking at the
small-pT hadron production, but also considering other probes.

In this thesis the effects of initial state density fluctuations are studied using
ideal event-by-event hydrodynamics and the main focus is on the elliptic flow of
hadrons at RHIC. Also the transverse momentum spectra of thermal photons are
studied with the initial state fluctuations. In addition, the elliptic flow of photons
is considered for RHIC and LHC, but in these studies the initial state fluctuations
are neglected for simplicity. Finally the suppression of high-energy hadrons is
discussed briefly from the viewpoint of hydrodynamics.

This thesis consists of five original papers [I, II, III, IV, V] and an introductory
part presented below. The hydrodynamical model is introduced in Chapter 2.
The initial state modeling is presented in Chapter 3 and the hydrodynamical flow
analysis methods are discussed in Chapter 4. In Chapter 5 the thermal photons
and hard partons are considered as probes for the QGP matter. The obtained
main results are summarized in Chapter 6 and finally the conclusions and outlook
are given in Chapter 7.
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Chapter 2

Hydrodynamical modeling

In hydrodynamics the system of interest is described with a few macroscopic vari-
ables like pressure and shear viscosity. If the parameters of the underlying mi-
croscopic system are known, the hydrodynamical calculations are relatively easy
to perform. This simplicity is one of the main advantages of the hydrodynamical
models over the microscopical ones, where the interactions of the particles must be
modeled in a detailed manner. Another major advantage is that the phase tran-
sition from the QCD plasma to the hadron gas is conveniently taken into account
through the EoS.

However, the hydrodynamical models need crucial external input. Hydrody-
namics itself cannot tell anything about the initial state, EoS or transport coeffi-
cients. The EoS is quite well constrained at the zero net-baryon chemical potential
by the lattice QCD calculations, but the initial state and transport coefficients are
theoretically more badly known. Experimental data from RHIC and LHC, how-
ever, can give constraints for these unknowns. For example the current estimates
show that the shear viscosity, η, is small [27–31].

Hydrodynamics assumes that matter is close to thermodynamical equilibrium
but currently it is not understood how the system formed in URHIC actually
thermalizes. This obviously causes problems since it is not known precisely when
the assumption of thermal equilibrium is fulfilled and thus it is not clear when the
hydrodynamical evolution can be started.

In this Chapter I will introduce the ideal hydrodynamical equations in the lon-
gitudinally boost-invariant case and discuss the EoSs which we apply. In addition,
further modeling, which is needed to convert the hydrodynamical state to measur-
able final state particles in our framework, will be discussed. I also briefly comment
on the dissipative effects, although they are not included in the calculations shown
here. The discussion of the initial states is presented separately in Chapter 3.
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2.1 Ideal hydrodynamics

In hydrodynamics the conservation equations are solved for the energy-momentum
tensor T µν(x) and conserved currents Nµ

i (x):

∂µT
µν = 0

∂µN
µ
i = 0.

(2.1)

Usually the only conserved current that is taken into account is the net-baryon
number current. In this thesis the focus is on mid-rapidities in Au+Au collisions
at

√
sNN = 200 GeV and Pb+Pb collisions at

√
sNN = 2.76 TeV, and therefore

the net-baryon number can be assumed to be negligible at all times. However, at
lower energies (e.g at CERN-SPS) the net-baryon number must be considered.

In the general case T µν(x) has 10 unknown components, since it must be sym-
metric. The Eq. (2.1) gives, however, only 4 independent equations for T µν . Thus
the set of equations is not closed; the number of variables must be reduced and
one needs to provide more equations. In the ideal hydrodynamic case, where the
local thermal equilibrium is assumed, T µν(x) can be decomposed as [34]

T µν = ǫuµuν − P∆µν , (2.2)

where ǫ(x) is the energy density, P is the pressure, uµ is the fluid four-velocity,
and

∆µν = gµν − uµuν (2.3)

is a projection operator, which picks the components orthogonal to uµ. In this
case there are only 5 independent variables (ǫ, P and 3 components of uµ). To
obtain a closed set of equations, an EoS P = P (ǫ) must be introduced.

2.2 2+1 dimensional case

Hydrodynamical calculations presented in this thesis assume longitudinal boost-
invariance [14] and thus the numerical problem is only 2+1-dimensional. This
assumption has been a standard approach to hydrodynamics in the recent years.
However, also a number of full 3+1-dimensional codes exists [35–38].

It is convenient to use the proper time τ and spacetime rapidity ηs to describe
the system coordinates instead of time t and longitudinal coordinate z. They are
defined as

τ =
√
t2 − z2 ηs =

1

2
ln
t+ z

t− z
. (2.4)

Now in the boost invariant case the flow velocity is

uµ = γT (cosh ηs, vx, vx, sinh ηs), (2.5)
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where γT = 1/
√

1 − v2
x − v2

y is the Lorentz gamma factor for the transverse com-
ponents. This means that the velocity in the direction of the z-axis is assumed to
be vz = z/t. Thus the expansion is really 3+1 dimensional, but the expansion in
the z-direction is trivial. Another way to say this is that the system looks similar
at every rapidity at a constant proper time.

This approximation is valid in the mid-rapidity, since the measured dN/dy dis-
tributions are approximately flat in this region [39]. Obviously this simplification
breaks down when forward or backward rapidities are considered and there one
must numerically solve the full 3+1-dimensional problem. For this reason only
mid-rapidity particle production can be considered in this thesis.

With these assumptions the hydrodynamical equations can be written as

∂τT
ττ = −∂x(wxT

ττ ) − ∂y(wyT
ττ) − 1

τ
(T ττ + P )

∂τT
τx = −∂x(vxT

τx) − ∂y(vyT
τx) − 1

τ
T τx − ∂xP

∂τT
τy = −∂x(vxT

τy) − ∂y(vyT
τy) − 1

τ
T τy − ∂yP,

(2.6)

where wi = T τi/T ττ is a speed-like quantity. These equations are solved numeri-
cally using the SHArp and Smooth Transport Algorithm (SHASTA) [40, 41]. This
algorithm can handle shockwaves that are produced for example when one uses an
EoS with a first order phase transition. Also the initial states with density fluc-
tuations may cause shockwaves. The details of how the algorithm is implemented
can be found in Ref. [42].

After each timestep taken with the SHASTA algorithm, the energy-momentum
tensor components have updated values. The energy density and velocities still
need to be solved. First the energy density is obtained from

ǫ = T ττ −
∑

i=x,y

(T τi)2

T ττ + P (ǫ)
. (2.7)

Since in general the EoS is a complicated function of ǫ, this equation must be
solved with some iterative method. When the energy density is known, the flow
velocities are given by

vi =
T τi

T ττ + P (ǫ)
. (2.8)

After this the next timestep can be taken with the SHASTA.

2.3 Equation of state

The EoS is one of the key inputs to the hydrodynamical calculations. In prin-
ciple one of the goals in the heavy-ion physics is to get information about the
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EoS. In practice this has turned out to be very difficult since the hydrodynamical
calculations (observables) are quite insensitive to the EoS [21].

In this thesis three different EoSs are used. One of them is a bag model EoS
(eosQ) [43]. At high temperatures the eosQ is constructed from the ideal gas of
massless quarks and gluons with a bag constant. An ideal hadron resonance gas
(HG), where all hadrons with mass m < 2 GeV are taken into account, is assumed
in the low temperature phase. These two phases are connected with a mixed phase
and the bag constant is fixed so that the first-order phase transition takes place
at Tc = 165 MeV.

The other two EoSs have a cross-over phase transition. The s95p [21] is an
EoS extracted from the lattice data and the eosL from Ref. [44] is based on an
effective theory calculation. Both of these EoSs are matched to the HG at the low
temperatures.

In Fig. 2.1 I have plotted the energy density as a function of temperature. The
eosQ, which has the first order phase transition, clearly separates from the cross-
over EoSs at the phase transition temperature. From a hydrodynamical point of
view the most crucial difference between these cases is that in the mixed phase
of the eosQ the pressure is constant and thus no flow is generated there. In the

0

10

20

/
T
4

0.05 0.1 0.15 0.2 0.25 0.3 0.35

T [GeV]

eosQ
eosL
s95p

Figure 2.1: The energy density, scaled with the appropriate power of temperature, as a
function of temperature for the three EoSs considered in this thesis.
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cross-over phase transition EoSs the pressure gradients are always present and thus
the flow can develop at all times.

2.4 Freeze-out

Once the hydrodynamical evolution is at the end, the observable final-state par-
ticles must be generated from the fluid elements. A common way to handle this
is to define a hyper-surface, where the freeze-out happens instantly, and assume
that the hadrons which are outside this 4-volume are free particles. Usually one
uses the following Cooper-Frye method to calculate the particle emission from the
freeze-out surface [45].

The hyper-surface is determined by posing some freeze-out condition. A com-
monly used criterion is to assume that the freeze-out happens at a constant tem-
perature. Also more dynamical freeze-out conditions can be developed as was
shown in Ref. [46], where the local expansion rate was compared to the local scat-
tering rate of the particles. However, all hadron species do not necessary decouple
at the same time since the interaction cross sections are different. Thus in some
hydrodynamical models [37, 47–53] the “freeze-out” is done when the hadrons still
interact and the produced particles are fed into a hadron cascade.

In this thesis a constant-temperature freeze-out surface Σ is assumed and the
transverse momentum spectrum for a hadron type i is calculated from [45]

dNi

d2pTdY
=

∫

Σ

fi(x, p)p
µdΣµ, (2.9)

where dΣµ is a surface element and fi(x, p) is the momentum distribution function
for the particle species i. Since boost-invariance is assumed, the surface can be
parameterized as

Σµ = (τ(x, y) cosh ηs, x, y, τ(x, y) sinh ηs) (2.10)

and the surface element is then [42, 54]

dΣµ = −[±]ǫµνλρ
∂Σν

∂x

∂Σλ

∂y

∂Σρ

∂ηs

dxdydηs

= [±](cosh ηs,−
∂τ

∂x
,−∂τ

∂y
,− sinh ηs)τdxdydηs,

(2.11)

where ǫµνλρ is the totally antisymmetric Levi-Civita symbol (ǫµνλρ = −ǫµνλρ and
ǫ0123 = +1) and [±] ensures that the surface normal vector points in the direction
of the decreasing temperature. The outgoing particle has a momentum

pµ = (mT coshY, px, py, mT sinh Y ), (2.12)

9



where Y is the rapidity of the particle and mT =
√

m2 + p2
T is the transverse mass.

Now everything can be inserted into Eq. (2.9) and if the momentum distribution
function is written as a geometrical series,

1

ex ∓ 1
=

e−x

1 ∓ e−x
= e−x

∞
∑

n=0

(±1)ne−nx, (2.13)

the ηs integral can be calculated analytically. Finally Eq. (2.9) can be expressed
as [42]

dNi

d2pTdY
=

g

(2π)3

∞
∑

n=1

(±1)n+1

∫

Σ

dxdy[±]τ exp
[nµ

T
+
nγT pT · vT

T

]

[

mTK1

(nγTmT

T

)

−
(∂τ

∂x
px +

∂τ

∂y
py

)

K0

(nγTmT

T

)]

,

(2.14)

where g is the degeneracy factor for the hadron type i, and K0 and K1 are the
modified Bessel functions of the second kind [55] coming from the ηs integration.
The x- and y-integrations must then be done numerically. If the situation is
azimuthally symmetric, also the polar angle integration can be done analytically.

2.5 Event-by-event framework

Traditionally the hydrodynamical calculations have been performed with smooth
initial states, ignoring the initial density fluctuations. However, first calculations
with bumpy initial states were introduced in the 90s [56] and in the last few years
many event-by-event models for hydrodynamics have been developed [57–66, I].
Here I discuss the event-by-event framework introduced in Ref. [I].

In our case the initial states are taken from the Monte Carlo Glauber model
as described in the next Chapter. For each event the hydrodynamical evolution
and thermal spectra calculation are done as explained above. At these stages the
fluctuating initial states are treated in the same way as the smooth ones. After
the thermal spectra are obtained from each event, the hadrons are generated by
sampling these distributions. First some wide enough rapidity interval is chosen
and the total number of particles in this interval is calculated. Then the transverse
momenta and azimuthal angles of hadrons are generated by using the thermal
spectra as probability distributions. Since the longitudinal boost-invariance is
assumed, the rapidity is taken randomly from a flat distribution. In this thesis a
rapidity interval |Y | < 0.5 is used by default.

Since in the end the observables are obtained as an average over the produced
events, a lot of events are needed in order to get results with reasonable statistical
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errors. One hydrodynamical run and the calculation of thermal spectra takes
about one hour of CPU time with a modern computer and thus one needs a lot
of computational power to make 10 000 events. However one can capture the
most interesting hydrodynamical properties already with a much smaller number
of events. Since sampling of the thermal spectrum is much faster than making the
hydrodynamical part, in here 20 events are sampled from each hydro run. Thus
the statistics of 10 000 events are obtained with only 500 time-consuming hydro
events.

2.6 Resonance decays

The HG phase in the EoSs used in this thesis has roughly 300 particle species.
Most of these hadrons are heavy resonances, which decay through the strong and
electromagnetic interactions. Due to their short lifetime, these hadrons cannot be
directly measured at the experiments. Thus one must do the decays to be able to
compare with the experimental data.

If the freeze-out is done at high enough temperatures, the contribution from the
heavy resonance decays to pions, kaons and protons is significant [67]. Especially
with the relatively high freeze-out temperatures used in this thesis, the decays are
very important since most of the stable particles are coming from the resonance
decays. How to do the decays in the case of smooth hydrodynamics (without
sampling the thermal spectra) is presented in Refs. [42, 68, 69]. Below I will
present how the decays can be done in the event-by-event framework, although in
practice the decay routines from PYTHIA 6.4 [70] have been used to obtain the
results in Ref. [I] and the event-by-event results presented in here.

Let us first consider the 2-particle decay (a → 1 + 2) of a heavy resonance
a with mass M . In this case the decay rate Γ in the rest frame of the decaying
particle is

Γ1→2 =
g(M2)

2M

∫

d3p1

2E1

d3p2

2E2

δ(4)(pa − p1 − p2)

=
g(M2)

2M
I(M,m1, m2),

(2.15)

where g(M2) is the squared matrix element, which is here taken to depend only
on the mass of the decaying particle. Above I also defined

I(M,m1, m2) =

∫

d3p1

2E1

d3p2

2E2
δ(4)(pa − p1 − p2), (2.16)

which can be conveniently calculated in the rest frame of the decaying particle.
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Since the energy and momentum are conserved, both particles 1 and 2 must have

|p1,2| =

√

λ(M2, m2
1, m

2
2)

2M
, (2.17)

where

λ(x, y, z) = x2 + y2 + z2 − 2xy − 2xz − 2yz. (2.18)

Integrals in Eq. (2.16) can now be solved and the result is

I(M,m1, m2) =
π

2M2

√

λ(M2, m2
1, m

2
2). (2.19)

Thus the final result for the decay width in the rest frame of the decaying particle
is

Γ1→2 =
πg(M2)

4M3

√

λ(M2, m2
1, m

2
2). (2.20)

In practice one first randomly chooses which decay channel is considered ac-
cording to the branching ratios. Then the boost to the rest frame of the decay-
ing particle is made and the momentum for decay products is calculated from
Eq. (2.17). The direction of the particle 1 is taken randomly and the direction of
the particle 2 is fixed by momentum conservation. Then the boosts back to the
original frame are made.

Let us then consider the 3-particle decays. In this case the decay rate is

Γ1→3 =
g(M2)

2E

∫

d3p1

2E1

d3p2

2E2

d3p3

2E3

δ(4)(pa − p1 − p2 − p3), (2.21)

where again we assume for simplicity that the squared matrix element depends
only on M . We may define

p23 = p2 + p3 p = p2 − p3 (2.22)

where p23 is the momentum of the particle pair. The invariant mass of the pair,
m23, has the following limits

(m2 +m3)
2 ≤ m2

23 ≤ (M −m1)
2. (2.23)

Since the phase phase element of the particle pair is invariant, it can be calculated
in any frame. In the center of mass (CM) frame of the particle pair, one can write

m2
23 = (p2 + p3)

2 = (E2 + E3)
2

=
(

√

m2
2 + (p/2)2 +

√

m2
3 + (−p/2)2

)2 (2.24)
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and from this one can solve

p = |p| =

√

λ(m2
23, m

2
2, m

2
3)

m23
. (2.25)

Then the differentiation of Eq. (2.24) gives (in this frame E23 = m23)

dm2
23

E23m23

=
p dp

2E2E3

(2.26)

and using the above definitions and results the phase space element becomes

d3p2

2E2

d3p3

2E3
=

1

2

d3p23d
3p

4E2E3
=

2π
√

λ(m2
23, m

2
2, m

2
3)

m2
23

dm2
23

d3p23

2E23
, (2.27)

where the angular part of the p integral gives just 4π. Now all that is left in the
3-particle decay is the dm2

23 integral and a part which is exactly similar to Eq. (2.16)
which was calculated in the 2-particle decay. So finally in the rest frame of the
decaying particle, we arrive at

dΓ1→3

dm2
23

=
g(M2)π

Mm2
23

√

λ(m2
23, m

2
2, m

2
3)

∫

d3p1

2E1

d3p23

2E23
δ(4)(pa − p1 − p23)

=
g(M2)π2

2M3m2
23

√

λ(M2, m2
1, m

2
23)

√

λ(m2
23, m

2
2, m

2
3).

(2.28)

Now in practice the invariant mass m23 must be sampled from the above distri-
bution. After this the momentum for the particle 1 and particle pair is calculated
from Eq. (2.17) by replacing m2 with m23. Again the direction of the particle 1 is
taken randomly and momentum conservation fixes the angles of the particle pair.
After this a boost to the rest frame of the particle pair is made and the “decay”
from the particle pair to particles 2 and 3 is done as in the 2-particle case. Finally
the decay products are boosted back into the original frame.

2.7 Dissipative effects

If the system is not exactly in thermal equilibrium, but close to it, hydrodynamics
can still be used, but the dissipative effects must be taken into account. When
the first-order velocity gradients are included, the energy-momentum tensor can
be written as

T µν = ǫuµuν − (P + Π)∆µν + πµν +W µuν +W νuµ, (2.29)
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where Π is the bulk pressure, πµν is the shear stress tensor and W µ is the heat
flow. The net-baryon number current is

Nµ = nuµ + V µ, (2.30)

where V µ is the diffusion current. In this case one must more carefully specify
what the flow velocity is. There are two typical choices: the Eckart frame [71],
where the flow is tied to net charge flow (V µ = 0), and the Landau frame [34],
where the energy flow determines the flow velocity (W µ = 0).

However, these first-order Navier-Stokes equations are acausal (see e.g. Sec. IIB
in Ref. [72]) and higher order terms must be considered. Israel and Stewart (IS)
[73, 74] formulated the second-order dissipative hydrodynamics long time ago, but
only recently these ideas have been adopted into the modeling of URHIC [75, 76].
In the IS formalism the dissipative quantities have their own evolution equations,
which must be solved simultaneously with the Eqs. (2.1). In these equations new
constants must be introduced and these must be obtained from elsewhere.

It has turned out that in the heavy-ion context the shear viscosity is the most
important dissipative quantity and almost all calculations neglect the other dissi-
pative corrections. The development of the viscous hydrodynamical frameworks
has been very rapid in the recent years. The first 1+1-dimensional results were
presented in Refs. [54, 77, 78] and soon after those many 2+1-dimensional hydro-
dynamical calculations have been published [27–31, 51–53, 79–84]. Very recently
even a full 3+1-dimensional event-by-event viscous hydrodynamical framework was
developed in Ref. [63]. All of the above calculations have included only the shear
viscosity. The bulk viscosity effects have been studied for example in Refs. [85, 86].

When the dissipative effects are included, also the momentum distribution
function f(x, p) must have a correction δf arising from the non-equilibrium effects.
Hydrodynamical simulations have shown that the viscous corrections to e.g. elliptic
flow due to the δf term in the freeze-out calculation cannot be neglected [81, 87,
88]. Currently the exact form of the δf is, however, not known for the QCD
matter, but for some other systems it has been calculated [87].
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Chapter 3

Initial state

The initial state is a vitally important input for the hydrodynamical calculations.
Since it is experimentally very difficult to study the initial state directly with
e.g. electromagnetic probes, constraining the initial state is quite challenging: the
initial state must be evolved to the measurable final state particles with a hydro-
dynamical model and the uncertainties related to the hydrodynamical description
of the QCD matter are translated into uncertainties of the initial state.

In this thesis I assume longitudinal boost-invariance and hence the initial den-
sity profile is needed only in the transverse plane. Here the transverse profiles are
obtained simply from different versions of the Glauber model (see e.g. [89]), where
one considers only the collisions between nucleons. However, the Glauber model
does not give the overall normalization of the densities. Thus the normalization
must be fixed using the measured total multiplicity or some initial state model.

The initial proper time, τ0, for hydrodynamics is rather difficult to constrain
on the basis of the experimental data. Since the pressure gradients are large at the
early times, the development of flow is sensitive to the initial time. However, since
also the freeze-out temperature can be tuned, one can usually find a combination
of τ0 and Tf which produces the correct amount of flow. Consequently, in the
hydrodynamical calculations at RHIC one uses a wide range of initial times τ0 =
0.15 . . . 1.0 fm [27, 90].

In principle the thermal photon pT -spectra are very sensitive to τ0 [91, 92],
but the initial time affects the pT region, where also other photon production
mechanisms can be important. Thus the uncertainties of τ0 are so large that no
firm conclusions about the initial time can be made currently based on the data
alone. In Sec. 3.6 below, I will discuss how τ0 can be obtained from the EKRT
model.
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3.1 Optical Glauber model

In the optical Glauber model it is assumed that a nucleon sees the other colliding
nucleus as a smooth density distribution. The nuclear density ρ for the nucleus
with a mass number A, according to standard two-parameter Woods-Saxon (W-S)
potential, is

ρ(r) =
ρ0

1 + exp[(|r| − RA)/d]
, (3.1)

where RA is radius of the nucleus, d is the surface thickness and ρ0 is a normal-
ization constant. The normalization is chosen so that

∫

d3r ρ(r) = A. (3.2)

In the following only the transverse coordinates are considered and hence it is
convenient to introduce the nuclear thickness function

TA(x, y) =

∫

dz ρ(r), (3.3)

where the integration over the longitudinal direction is already made.
The two colliding nuclei, A and B, are separated by an impact parameter b.

Here it is assumed that the impact parameter is always pointing in the direction
of the positive x-axis and the origin is located at the CM of the colliding nuclei
as shown in Fig. 3.1. The impact parameter together with the z-axis define the
reaction plane (RP).

In order to calculate the number of binary nucleon-nucleon collisions (BC),
a small tube with an area dxdy is considered. At this location the number of the
collisions is given in terms of the nuclear thicknesses of A and B and the inelastic
nucleon-nucleon cross section σNN as

dNbin = σNNTA(x+ b/2, y)TB(x− b/2, y) dxdy. (3.4)

When the integration over the transverse plane is made, the total number of BC
is

Nbin = σNNTAB(b), (3.5)

where the nuclear overlap function is defined as

TAB(b) =

∫

dxdy TA(x+ b/2, y)TB(x− b/2, y). (3.6)

To obtain the number of participants, also called wounded nucleons (WN), one
starts by considering the collision between one nucleon from A and a small tube
from the nucleus B. The probability to have a collision with a nucleon from B is

PNB =
σNNTB(x− b/2, y)

B
. (3.7)
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From this, one gets the probability for the case that nucleon from A does not
collide with any of the nucleons in the nucleus B

P =
(

1 − σNNTB(x− b/2, y)

B

)B

. (3.8)

Thus the number of wounded nucleons in the nucleus A in the tube is

d2NA
part

dxdy
= TA(x+ b/2, y)

[

1 −
(

1 − σNNTB(x− b/2, y)

B

)B]

≈ TA(x+ b/2, y)
[

1 − exp
(

− σNNTB(x− b/2, y)
)]

,

(3.9)

and finally the total number of wounded nucleons becomes

dNpart

dxdy
= TA(x+ b/2, y)

[

1 − exp
(

− σNNTB(x− b/2, y)
)]

+ TB(x− b/2, y)
[

1 − exp
(

− σNNTA(x+ b/2, y)
)]

.

(3.10)
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Figure 3.1: The colliding nuclei A and B separated by an impact parameter b.
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The binary collision and wounded nucleon distributions can be used to model
the initial transverse profiles for the energy density (eBC, eWN) or for the entropy
density (sBC, sWN) [93]:

ǫ[s] = KWN
dNpart

dxdy

ǫ[s] = KBC
dNbin

dxdy
,

(3.11)

where KWN and KBC are overall (case-specific) normalization constants, which
must be fixed by using some initial state model or the measured multiplicity.
However, none of these initial states explains the data perfectly. A way to improve
the initial state Glauber modeling is to use the centrality dependence of the charged
hadron multiplicity and find a mix of BC and WN profiles which fits well with the
data [94]. All of the optical Glauber initial states considered above are, however,
smooth and no event-by-event density fluctuations are included in these cases.

3.2 Monte Carlo Glauber model

In the Monte Carlo Glauber (MCG) approach the initial density fluctuations are
included in a natural way. Thus MCG is a convenient choice for the initial states of
event-by-event hydrodynamics. In this approach one starts by generating random
nuclear configurations using the W-S potential as a probability distribution. The
W-S potential does not give any information about 2-nucleon correlations, and
thus it is possible that two or more nucleons have a large overlap volume, which
in principle is an unphysical phenomenon.

In the Ref. [95] more sophisticated nucleon configurations were obtained and
tabulated configurations could be easily used to solve the problems with 2-nucleon
correlations in this MCG model [96]. Another possibility is to simulate the finite
size of nucleons by including an exclusion radius [97]. After a nucleon position
is sampled from the W-S distribution one checks if there already exists a nucleon
within the exclusion radius. If this is the case, the most recently sampled nu-
cleon is rejected. This treatment, however, distorts the W-S distribution and the
W-S parameters must be retuned so that the correct final distribution is obtained
after applying the exclusion radius. However, the effects from the inclusion of
the more realistic 2-nucleon correlations are expected to be relatively small in the
measurable quantities considered in this thesis [96, 97]. Thus, here the 2-nucleon
correlations are not taken into account in any way.

After the nuclear configurations for the colliding nuclei A and B have been
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obtained, the impact parameter is sampled from a distribution

dN

db
∼ b. (3.12)

Next the collisions between nucleons from A and B are determined. A simple
hard-sphere modeling is applied here: a nucleon i from A and a nucleon j from B
are assumed to collide if

(xi − xj)
2 + (yi − yj)

2 ≤ σNN

π
. (3.13)

After all nucleon pairs have been considered, the number of BC and WN and
their transverse positions are known. One Au+Au event is plotted in Fig. 3.2.
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Figure 3.2: An example of the initial nucleon configurations in the MCG model. Nucle-
ons with the light colors do not collide with the other nucleus. Here the nucleon radius
is smaller than the hard-sphere collision radius.
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Participants are plotted in red and blue and spectators are plotted with pink and
light blue. Note that the nucleon radius in the figure is smaller than the hard-
sphere collision radius.

When the initial states for hydrodynamics are constructed, the energy density
profiles must be generated from the positions of the wounded nucleons or binary
collisions. A simple way to do this is to use a 2-dimensional Gaussian smearing
around the positions. The energy density is then

ǫ(x, y) =
K

2πσ2

Npart or Nbin
∑

i=1

exp
(

− (x− xi)
2 + (y − yi)

2

2σ2

)

, (3.14)

where σ is a free parameter controlling the width of the Gaussian and K is the
overall normalization constant. With the above construction the distributed total
energy does not depend on σ. However the total entropy S now scales as

S ∼
∫

dxdy ǫ3/4(x, y) ∼
√
σ (3.15)

and thus different values for σ lead to different multiplicities. These initial states
can be thought as event-by-event analogues of the previously mentioned eBC and
eWN profiles. Naturally, also the entropy density can be distributed according to
the WN or BC positions. If Eq. (3.14) is used in this case, the total entropy does
not depend on σ, but the total energy does.

A smooth (averaged) profile can be obtained from the MCG model as an aver-
age over sufficiently many events. Since hydrodynamics needs the energy density
profile as input, entropy-based initial states must be converted to energy density
using the chosen EoS. When taking an average over entropy densities, one must
decide if the EoS is used for each event before taking the average, or if the average
is taken first and the EoS is used once after that.

3.3 Centrality classes

The centrality classes are defined in this thesis using the impact parameter for the
optical Glauber model and the number of participants for the MCG model. In the
optical Glauber case the total cross-section is

σAA
tot =

∫

d2b
dσ

d2b
=

∫

d2b
(

1 − e−TAA(b)σin
NN

)

. (3.16)

The centrality classes correspond to impact parameter ranges [bi, bi+1], which are
obtained so that the cross sections are a certain fraction ci of the total cross section,

ci =
1

σAA
tot

bi+1
∫

bi

d2b
(

1 − e−TAA(b)σin
NN

)

. (3.17)
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The average impact parameter, number of particles and other average quantities
for the centrality classes can then be calculated using the distribution dσ/d2b as
a weight.

In the MCG case the centrality classes could be defined in the same way. How-
ever, the amount of initial entropy is proportional to the number of participants
(or binary collisions) in the MCG and thus it is more meaningful to use Npart

(Nbin) instead of the impact parameter. Thus the distribution of Npart is sliced
into intervals containing a certain fraction of total number of events. For example
in Fig. 3.3 is shown how the centrality classes are determined in Au+Au collisions
at

√
sNN = 200 GeV.
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Figure 3.3: Definition of the centrality classes with MCG. This example is for Au+Au
collisions at

√
sNN = 200 GeV. From [I].
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3.4 Eccentricity

The initial eccentricity, ǫ{RP}, which describes the ellipticity of the initial matter
distribution, is defined as

ǫ{RP} =
〈y2 − x2〉
〈y2 + x2〉 . (3.18)

Here the average 〈. . . 〉 can be over wounded nucleons, binary collisions or energy
density. During the hydrodynamical evolution this spatial anisotropy is transferred
into a momentum anisotropy and finally the eccentricity can be related to the
elliptic flow as will be discussed later in this thesis.

In the smooth initial states, the collision area has a nice almond shape as can be
seen from Fig. 3.1. When the event-by-event fluctuations in the nucleon positions
are included, it may happen that the overlap almond seems to be rotated by some
angle. This means that a larger eccentricity is obtained if the coordinate axis are
tilted accordingly. An example of this can be found in Fig. 3.4.

If the system is rotated by an angle α, the new coordinates are

x′ = x cosα− y sinα

y′ = x sinα + y cosα.
(3.19)

In this case the eccentricity is

ǫ′(α) =
〈y2 − x2〉(cos2 α− sin2 α) + 4〈xy〉 sinα cosα

〈y2 + x2〉 . (3.20)

From this one can find the angle that maximizes the ǫ′(α). The derivative has two
possible zeros at

tanα =
2〈xy〉

〈y2 − x2〉 + S
(3.21)

where
S = ±

√

〈y2 − x2〉2 + 4〈xy〉2. (3.22)

Now the zeros of the derivative can be expressed with

sinα =
2〈xy〉

√

2(S2 + 〈y2 − x2〉S)

cosα =
〈y2 − x2〉 + S

√

2(S2 + 〈y2 − x2〉S)
.

(3.23)

After inserting these into Eq. (3.20) the largest possible eccentricity is [98]

ǫ{PP} = ǫ′(α) = +
(−)

√

〈y2 − x2〉2 + 4〈xy〉2
〈y2 + x2〉 , (3.24)
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Figure 3.4: A MCG event, where the maximal eccentricity is obtained when the coor-
dinate axes are tilted by an angle ψPP. To guide the eye, I have drawn an ellipse which
has been tilted accordingly and whose eccentricity matches the one calculated from the
participants. Also the reaction and participant planes are shown.

which is usually called participant eccentricity. This value is achieved when the
coordinate axis of the system are rotated by an angle

ψPP = arctan
−2〈xy〉

〈y2 − x2〉 +
√

〈y2 − x2〉2 + 4〈xy〉2
. (3.25)

Here the ψPP and the z-axis define the participant plane (PP).
Figure 3.5 shows the comparison between ǫ{RP} and ǫ{PP}. As expected,

the participant eccentricity is always larger since it is the largest eccentricity by
definition. The difference between these two eccentricities is largest in most central
and in very peripheral collisions. In central collisions the impact parameter is so
small that not much anisotropy is created. Thus the fluctuations are the most
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important source of eccentricity there. In the very peripheral collisions the system
size is so small that the fluctuations are again very important. However, it should
be pointed out that the validity of the hydrodynamical description eventually
breaks down in the very peripheral collisions.

The angular distribution of the PP angles is plotted in Fig. 3.6. If this figure is
studied together with Fig. 3.5, one can see that in central collisions the distribution
of the PP angles is very wide and the difference between two eccentricities may be
large. Thus if the plane which maximizes the eccentricity is far away from the RP
one can assume that ǫ{RP} is much smaller. Around Npart ∼ 100 − 250, which
corresponds to the 10-20%, 20-30% and 30-40% centrality classes, the eccentricities
are quite close to each other and the PP angle distribution is much narrower. Since
PP is always close to RP, also the eccentricities must be close to each other.

3.5 Comparison between Optical Glauber and

MCG models

The optical and Monte Carlo versions of the Glauber model should in principle
describe the same physical process and the results should be the same. However,
there exists some differences due to the different assumptions. In this section these
two models are compared and some of the differences are pointed out.

The geometrical cross section dσ/db as a function of the impact parameter
is plotted in Fig. 3.7. From here one sees that the total cross section is slightly
larger in the optical Glauber model. This will naturally lead to different centrality
class definitions even if the impact parameter would be used in both cases to
define the centrality classes. Table 3.1 shows various centrality classes for the
RHIC and LHC calculations considered in this thesis, calculated from the optical
Glauber model using the b-slicing. The inelastic nucleon-nucleon cross section is
taken to be 42 (64) mb for

√
sNN = 200 (2760) GeV. Table 3.2 contains the same

centrality classes calculated in the MCG model with Npart slicing. While the values
of 〈b〉 agree fairly well, the differences in Nbin and Npart are small in most central
collisions, but the discrepancy increases towards more peripheral collisions. In
0-5% (50-60%) centrality class the difference in Npart is ∼ 2% (20%).

Finally the eccentricity of the energy density distribution with respect to the
reaction plane is plotted in Fig. 3.8 from the optical Glauber model as well as from
the smooth MCG initial state, which is obtained by taking average over 10 000
events. The difference between these two models is surprisingly large. Difference
is roughly 30% and it stays approximately constant at all centralities considered
here. The largest contribution to the eccentricity is coming from the edges of the
collision area, where the differences between the optical Glauber and MCG models
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centrality % b range [fm] 〈b〉 [fm] Npart Nbin

0-5 0.00-3.35 2.24 346 1080
5-10 3.35-4.74 4.08 289 844
10-15 4.74-5.81 5.30 242 662
15-20 5.81-6.71 6.27 202 518
20-30 6.71-8.21 7.49 153 355

RHIC 30-40 8.21-9.49 8.87 102 203
40-50 9.49-10.6 10.1 64.4 107
50-60 10.6-11.6 11.1 37.5 51
0-20 0.00-6.71 4.47 267 777
20-40 6.71-9.49 8.18 128 279
0-5 0.00-3.53 2.35 375 1710

LHC 0-20 0.00-7.05 4.70 294 1213
20-40 7.05-9.98 8.60 141 423

Table 3.1: Various centrality classes for Au+Au collisions at
√
sNN = 200 GeV

and for Pb+Pb collisions at
√
sNN = 2.76 TeV, obtained from the optical Glauber

model.

centrality % Npart range 〈b〉 [fm] Npart Nbin

0-5 394 - 325 2.25 353 1070
5-10 324 - 275 4.07 299 843
10-15 274 - 232 5.27 252 665
15-20 231 - 196 6.23 213 525
20-30 196 - 138 7.40 166 370

RHIC 30-40 137 - 93 8.76 114 218
40-50 92 - 59 9.94 74.6 120
50-60 58 - 34 11.0 45.2 59.7
0-20 394 - 197 4.44 280 778
20-40 196 - 93 8.08 140 294
0- 5 416 - 357 2.32 384 1690

LHC 0-20 416 - 221 4.64 309 1220
20-40 220 - 104 8.52 157 441

Table 3.2: Various centrality classes for Au+Au collisions at
√
sNN = 200 GeV

and for Pb+Pb collisions at
√
sNN = 2.76 TeV, obtained from the Monte Carlo

Glauber model.
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can be expected to be largest. Since in the MCG model the number of nucleons is
small on the edge of the nucleus, the effect of fluctuations is large. In the center of
the collision area the number of nucleons is larger and the difference to the smooth
nuclear density is smaller.

3.6 EKRT model

In the previous sections I have described how the initial transverse profile for en-
ergy or entropy density can be obtained. However, additional input is still needed
before hydrodynamical calculations can be made. The overall normalization, K in
equations (3.11) and (3.14), can be always fixed by fitting to the measured multi-
plicity, but in that case predictions for higher energies cannot be made. Another,
even more crucial, input is the initial time τ0, which cannot be fixed from the data
uniquely. In this thesis both the initial normalization and the initial time are taken
from the EKRT model [23].

The EKRT model is based on a pQCD mini-jet calculation and on a gluon sat-
uration criterion in the transverse plane. Each mini-jet production vertex occupies
a geometric uncertainty area ∼ π/p2

T and when these areas start to overlap, the
saturation of primary parton production (almost solely gluons) is expected to take
place. At the saturation

N(psat)π/p
2
sat = πR2

A, (3.26)

where N(psat) is the number of mini-jets produced with pT ≥ psat ≫ ΛQCD at the
mid-rapidity unit ∆y = 1. The number of the mini-jets is calculated from

N(psat) = TAA(0)σ〈N〉 (3.27)

where σ〈N〉 is essentially the integrated leading-order (LO) pQCD cross section
(see e.g. [99, 100] for details). For the produced transverse energy (ET ) this
pQCD calculation has been extended to the next-to-leading order (NLO) in an
infra-red and collinear singularity safe way [101]. The number of the mini-jets is,
however, a well defined quantity only in the LO and thus the K-factors from the
ET calculation are used also for N(psat) appearing in the saturation criterion [101].

The formation time of the system is τf ∼ 1/psat and here it is assumed that the
system is also thermalized at the same time. Thus the hydrodynamical evolution
is started at τ0 = 1/psat. The system may have not fully thermalized so early, but
it starts to have collective behavior (e.g. flow) right from the formation. Thus
starting at τ0 = τf the initial flow can be set to zero quite safely.

In what I discuss here, the EKRT model is considered only for central collisions.
In this case the total transverse energy of the mini-jets is ET = σ〈ET 〉TAA(0),
where σ〈ET 〉 is the first moment of the mini-jet ET distribution. Then following

28



Refs. [99, 100] the energy density can be written as

ǫ(x, y, τ0) =
σ〈ET 〉
τ0∆y

TA(x, y)TB(x, y). (3.28)

From this density distribution one can calculate the total energy (or entropy) for
hydrodynamics in the case b = 0 fm. In this thesis the transverse profiles are
obtained from different Glauber models while the overall normalization constants
in Eqs. (3.11) and (3.14) are fixed so that the amount of energy (entropy) with
b = 0 fm is equal to the amount given by Eq. (3.28) [102].
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Chapter 4

Hydrodynamical flow

In the 90s the elliptic flow, which describes the anisotropy of the final particle
transverse momentum distributions, was proposed to be a signature of the collec-
tive behavior in URHIC [103]. The idea is that a particle spectrum can be written
as a Fourier series

dN

d2pTdy
=

1

π

dN

dp2
Tdy

(

1 + 2
∞

∑

n=1

vn cos(nφ)
)

, (4.1)

where φ is the azimuthal angle of the particle’s transverse momentum with respect
to a chosen reference plane and vn is the Fourier coefficient for the nth harmonic.
The elliptic flow is the second harmonic v2.

Recently the fluctuations in the initial state have been studied in more detail
and it has been realized that also events with triangular shape exist and this
phenomenon can be measured as v3 [104]. Also higher harmonics have now been
measured up to v6 [105]. The higher harmonics have proved to be useful observables
in constraining the QCD matter shear viscosity [63, 106].

The flow coefficients can be measured with many different methods. The event
plane (EP) method [107], which is also considered in this thesis, is one of the
most traditional methods. Also the cumulants constructed from the n-particle
correlations can be used to measure the flow coefficients [108–110]. Usually 2-
and 4-particle cumulants are applied in the experimental data analysis. Another
commonly used approach is the Lee-Yang zeros (LYZ) method [111, 112].

All of these methods have a different response to the flow fluctuations and
non-flow effects (e.g. resonance decays produce particle correlations, which can
be mistakenly interpreted as flow) and thus the values for the flow coefficients
need not be exactly same for each method [113]. Because of this, one should be
very careful in that the comparisons between the theory and the experiments are
done with consistent methods. Since the event-by-event framework presented in
this thesis has individual hadrons in the final state, we can apply the same flow
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analysis methods as in the experiments. This allows us to make a more meaningful
one-to-one comparison of vn with the experimental data.

4.1 Event plane method

Let us consider the event plane method [107], which has been widely used in the
experimental flow analysis. First the event flow vector Qn for the nth harmonic is
calculated for each event as

Qn =
∑

i

(pT i cos(nφi), pT i sin(nφi)), (4.2)

where pT is used as a weight and i runs over the particles in the event. The best
weight would be vn itself, but the pT is fine for the harmonics studied in this thesis,
since the v2 and v3 grow with pT in the hydrodynamical region. For example v1

coefficient at the mid-rapidity needs a different weight in order to be observed
[114, 115].

The event plane angle for the nth harmonic is obtained from Qn as

ψn =
arctan(Qn,y/Qn,x)

n
, (4.3)

where the arctan is placed in the correct quadrant so that the EP angle is always
in the range [−π/n, π/n]. The “observed” vn can then be calculated using the
obtained angle as the reference plane angle,

vn{obs} = 〈〈cos(n(φi − ψn))〉〉events, (4.4)

where the inner angle brackets denote an average over all particles i in one event
and the outer ones an average over all events. The event plane angle is calculated
separately for each event. If the same set of particles is used to determine the
event plane and vn, the particle of interest must be removed from the event plane
calculation in order to remove the autocorrelations.

Since each event has only a finite number of particles from which the event
plane angle can be determined, the angle will fluctuate around the “true” ψn,
which would be determined from infinitely many particles. If the used rapidity
interval is very small, events will have only a few hadrons from which the event
plane can be determined. Then the fluctuations can be large and the obtained EP
angle can deviate significantly from the “true” EP angle. In this case, due to the
wash-out effect of these ψn fluctuations, the obtained vn can become much smaller
than the true physical value. If the same events are taken with a larger rapidity
interval, the event planes will be closer to the “true” event plane and the obtained
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vn can deviate from the one obtained with the smaller interval. Thus the vn{obs}
cannot be considered as a well-defined physical quantity.

However, a physical observable can be constructed from the vn{obs} by defining
the event plane resolution,

Rn = 〈cos(n(ψn − ψtrue
n ))〉, (4.5)

where ψtrue
n is the true event plane and the average is over events. Then the event

plane value for the harmonic n is

vn{EP} =
vn{obs}

Rn
. (4.6)

The resolution is one when the event plane is known very well (lots of particles,
large anisotropy) and it decreases when the uncertainty in the EP angle determi-
nation increases (few particles, small anisotropy).

In principle the true EP could be obtained from the theory calculation, but it
can never be measured. Since the aim here is to make a one-to-one comparison
with the experiments, Rn needs to be obtained with the 2-subevent method [107].
In this method the event is divided into two equal subevents A and B. The event
plane is then determined in both subevents and the resolution can be obtained as

〈cos(n(ψA
n − ψB

n ))〉 =〈cos[n(ψA
n − ψtrue

n + ψtrue
n − ψB

n )]〉
≈〈cos[n(ψA

n − ψtrue
n )]〉〈cos[n(ψB

n − ψtrue
n )]〉

=(Rsub
n )2,

(4.7)

assuming 〈sin[n(ψ
A(B)
n − ψtrue

n )]〉 ≈ 0. Since the subevents were equal, their reso-
lution must be the same. Hence the subevent resolution can be obtained from the
EP angles. However, the obtained Rsub

n cannot be used to correct vn{obs} from
the full event, since the number of particles is different. Additional modeling is
therefore needed before Rn can be obtained for the full event.

When the fluctuations are assumed to be Gaussian, the probability distribution
of vn = (vn cosψn, vn sinψn) in one event can be written as

dP

dvndψ
=

1

2πσ2
exp

[

− v2
n

2σ2

]

, (4.8)

where the variance of the distribution is σ2 ∼ 1/N andN is the number of particles.
For each event the center of the distribution is shifted to the point where vn and
ψn get their true values vtrue

n and ψtrue
n . Let us now consider the distribution with

respect to the angle difference nψ′

n = n(ψn − ψtrue
n ). The integral over vn can be
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done and the result is [116, 117]

dP

d(nψ′

n)
=

∞
∫

0

dvn
vn

2πσ2
exp

[

− v2
n + (vtrue

n )2 − 2vnv
true
n cos(nψ′

n)

2σ2

]

=
1

2π

[

exp
(

− (vtrue
n )2

2σ2

)

+

√
πvtrue

n cos(nψ′

n)√
2σ

×

exp
(

− (vtrue
n )2 sin2(nψ′

n)

2σ2

)(

1 + erf
[vtrue

n cos(nψ′

n)√
2σ

])]

,

(4.9)

where erf is the error function [55]. Next the resolution for a single event can be
calculated as an average over the obtained distribution [116, 117]

Rn =〈cos(nψ′

n)〉 =

2π/n
∫

0

d(nψ′

n) cos(nψ′

n)
dP

d(nψ′

n)

=

√
π

2
√

2
χn exp(−χ2

n/4)
[

I0(χ
2
n/4) + I1(χ

2
n/4)

]

,

(4.10)

where I0 and I1 are modified Bessel functions [55] and χn = vtrue
n /σ ∼

√
N . Since

the subevent resolution is known from Eq. (4.7), the χsub
n can be solved for the

subevents. Since the full event has twice the number of particles than the subevent,
we have

χfull =
√

2χsub. (4.11)

Now, with the obtained χfull, one can calculate the correction for the full event
from Eq. (4.10).

The importance of the resolution correction is shown in Fig. 4.1, where central
Au+Au collisions at

√
sNN = 200 GeV are considered with different resolutions

(rapidity intervals). In panel (a) I have plotted the v2{obs} and one can clearly
see that a larger resolution leads to a larger elliptic flow. This also demonstrates
the previously argued unphysical nature of v2{obs}: the obtained v2{obs} depends
on the rapidity acceptance despite the fact that the longitudinal boost-invariance
is assumed.

The panel (b) shows the v2{EP} and from here one can see that every resolution
gives essentially the same result. Actually by closer inspection one can see that the
curves seem to be ordered so that the higher the resolution, the smaller the v2{EP}.
Differences are here very small but the order of the curves can be understood since
actually the event plane method gives v2{EP} = 〈(vtrue

2 )α〉1/α, where the power α
depends on the resolution [113]. When the event plane is known very accurately
(larger rapidity interval, more particles) α ≈ 1 and when the resolution is poor
(smaller rapidity interval, less particles) α ≈ 2. Thus the v2{EP} with small Rn

should be larger than with Rn ≈ 1.
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Figure 4.1: The elliptic flow with respect to the event plane as a function of pT using
different rapidity intervals in 0-5% central Au+Au collisions at

√
sNN = 200 GeV. In

panel (a) no correction from the EP fluctuations has been made and in panel (b) the
corrections are included.
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4.2 Initial state anisotropies and final flow coef-

ficients

The flow coefficients measured from the final state are obviously closely linked to
the initial state anisotropies. Since the hydrodynamical calculations are usually
started with zero transverse flow, all of the flow must be generated during the
hydrodynamical expansion. If smooth initial conditions are considered, the initial
density distribution has a nice almond shape with non-tilted main axes, when the
impact parameter is non-zero. It is obvious that the pressure gradients are then
larger in the direction of the x-axis than in the direction of the y-axis. Hence it is
clear that the flow is stronger in the direction of x-axis and the final momentum
distribution will become anisotropic.

With the initial state fluctuations the system is more complex, but again the
initial eccentricity is converted into elliptic flow. In Fig. 4.2 I show a scatter plot
of the eccentricity and elliptic flow in semi-peripheral Au+Au events. Here a large
rapidity interval is used in order to determine the physical v2 more accurately from
each event. From the figure one can conclude that also when the initial density
fluctuations are present, v2{PP} is quite well correlated with ǫPP.

0.0

0.05

0.1

0.15

v
2{
P
P
}

0.0 0.1 0.2 0.3 0.4 0.5 0.6

PP

Figure 4.2: A scatter plot of the eccentricity and elliptic flow in 20-30% central Au+Au
collisions at

√
sNN = 200 GeV. Both quantities are calculated with respect to the par-

ticipant plane.
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Chapter 5

Thermal photons and hard

partons as a medium probe

Photons are a highly interesting probe of the QCD matter produced in URHIC,
since they can escape from the hot medium without interacting. This is due to the
fact that the electromagnetic coupling is weak compared to the strong coupling.
Thus the photons provide information about the system at the time they were
produced, unlike hadrons which probe only the freeze-out region.

The photon measurements, however, are complicated since hadron decays form
a huge background. The most dominant source of decay photons is π0 which decays
into two photons with the probability of 98.8% [1]. Since the electromagnetic
coupling is small, the number of direct photons is small compared to hadrons
and thus in the measurements the rare photonic probes must be found from the
dominating background.

High energy partons, which are observed as jets in p+p collisions, cannot escape
from the medium as easily as photons. At RHIC it was discovered that the high-pT

hadron production is suppressed, which can be explained by the fact that partons
must traverse through the medium and lose energy in the interactions with it.
Such “jet-tomography” can be used to study the medium properties. These two
examples show that there is hope to constrain the medium parameters also by
studying other probes which are not directly related to the small-pT hadrons.

In this thesis I focus only on the photons produced by thermal emission from the
hydrodynamical medium. First elliptic flow of thermal photons and its relation to
the measurable direct photon v2 are considered with smooth initial density profiles
and after that I study the effects of the density fluctuations in the thermal photon
pT -spectra. In the end of this Chapter I briefly discuss the suppression of the high-
energy partons as an application of the hydrodynamical framework developed in
this thesis.
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5.1 Thermal photons from hydrodynamical evo-

lution

Emission of thermal photons from the hydrodynamical medium can be computed
using the emission rates Γ(E∗(x), T (x)), where E∗ = pµuµ(x) is the photon energy
in the local rest frame of the fluid. The pT spectrum of the thermal photons is
obtained by integrating the emission rates over the entire hydrodynamical medium
as

dNγ

d2pTdY
=

∫

d4xΓ
(

E∗(x), T (x)
)

, (5.1)

where d4x is the 4-volume element. The emitted photon yield from a single volume
element thus depends on the temperature and flow. The emission rates have an
exponential temperature dependence and thus the hot fluid cells emit much more
photons than the colder ones. As discussed below, the hydrodynamical flow is also
important for the photon emission.

Figure 5.1 shows the effect arising from the collective flow. The photons emitted
from the plasma are not much affected by the flow since the emission is dominated
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Figure 5.1: The effects of hydrodynamical flow in the transverse momentum spectra of
thermal photons emitted from the QGP and HG in 20-40% central Au+Au at

√
sNN =

200 GeV.
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by the hot regions at the early times, where not much flow has been developed.
However, the photon spectra from the HG are very different with and without
flow. The HG phase emission is mostly coming from a large volume at late times,
where the transverse flow is already large. Thus the emitted photons get a boost
to higher pT from the transverse flow. The photons are emitted isotropically in the
fluid’s rest frame, but the boosts cause the photon pT -distribution to be anisotropic
when the impact parameter is non-zero or when the density fluctuations are present
[92, 118, 119].

5.1.1 Emission rates

As was mentioned above, the photon emission rates are needed in order to perform
the thermal photon calculations. These rates are obtained from rather tedious
thermal field theory calculations, whose details are well beyond the scope of this
thesis. The emission rates are different for the plasma and hadron gas and hence
one would need to know the fractions of the QGP and HG matter in the medium at
a given energy density. When the eosQ is used, the fractions of QGP and HG are
always well defined due to the Maxwell construction in the mixed phase. However,
when one uses the eosL, or some other EoS which has a cross-over phase transition,
the fractions are not known. Thus additional uncertainty arises from the phase
transition region unless the QGP and HG emission rates are very similar.

For the QGP emission the rate from Arnold, Moore and Yaffe [120, 121] is
applied here. This rate depends on the strong coupling constant and here the choice
for the running of the coupling is [122] αs = β/ ln(8T/Λ), with β = 6π/(33−2Nf),
Λ = 200 MeV and Nf = 3. For the HG emission two different rates are used. The
first ones are from Refs. [123–125]. These rates are denoted here as “R92”. In
addition, more recent rate parameterizations from Appendix A of Ref. [126] are
used. The latter rates, which include also the hadronic form factors, we call “TRG”
rates. In Fig. 5.2 the absolute rates are plotted as a function of the photon energy
at T = 170 MeV.

As discussed above, the cross-over phase transition in the eosL causes some
problems in the thermal photon calculations. From Fig. 5.3 it is obvious that it
does matter which emission rate (plasma or HG) is used, since only the R92 rates
are equal to the plasma rate around E = 1 GeV. Instead of using some arbitrary
smooth transition for the plasma and HG phase fractions, a sudden transition
at a certain temperature Ts is assumed here. To get a hold on the remaining
uncertainty in the calculation, we study two “extreme” cases, Ts = 170, 200 MeV,
and label them as “eosL170” and “eosL200”.
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5.2 Other sources of photons

In URHIC there exists also other mechanisms for direct photon production in
addition to the thermal emission. The prompt photons (see e.g. [127]), which are
produced in the primary interactions of the nucleons, are present in p+p collisions
as well as in A + A collisions. Since the prompt photons most likely do not
interact with the medium, in nuclear collisions one should see just a superposition
of Nbin p+p collisions, but naturally the nuclear effects in the parton distributions
functions must be included [128, 129].

Another component that is present both in p+p and A + A collisions are the
fragmentation photons, which are emitted from the produced high-energy partons
through the fragmentation process. However, the situation in A + A collisions is
now different from p+p collisions, since the partons interact with the medium,
which is present only in the A + A case. The prompt and fragmentation photons
dominate the high-pT part (pT & 5 GeV at RHIC) of the direct photon spectra in
heavy ion collisions [130].

Also a jet-medium component, which is caused by the hard parton interactions
with the medium, exists in URHIC. The high-energy quarks traversing through
the medium can produce photons via the jet-photon conversion [131, 132] and
in addition the medium can induce photon emission (bremsstrahlung) from the
propagating parton. These components are expected to be most important in the
intermediate pT -region ∼ 3 − 5 GeV [130, 133, 134].

5.3 Elliptic flow of photons

Elliptic flow of photons is defined in the same way as that of hadrons. Since the
number of direct photons is very small, the photon v2 measurement recently pub-
lished by the PHENIX Collaboration [135] used the EP from the charged hadrons
as the reference plane. In the present work [V], however, only smooth initial con-
ditions are used in the photon v2 studies and thus only v2{RP} is calculated. For
this reason a direct one-to-one comparison with the data cannot be made yet [136].

In this thesis, I study only the thermal photon component and thus a direct
comparison with the v2 data cannot be made since the thermal photons alone do
not necessary fit the transverse momentum spectra at any pT

1. It is, however, pos-
sible to make a fit to the measured photon spectra and assume that the difference
between the fit and the thermal photons are due to the other photon production
mechanisms [V].

1See, however, the photon spectra with initial state density fluctuations in Fig. 6.10 and in
Ref. [III].
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Figure 5.4: Direct photon transverse momentum spectra in Au+Au collisions and p+p
collisions at

√
sNN = 200 GeV measured by PHENIX Collaboration [137–139] and the

fits given by Eqs. (5.3) and (5.4). From [V].

The prompt photons should not have a v2 since they are produced in the
primary interaction. The fragmentation photons, however, have a positive v2 since
the hard partons lose energy to the medium and develop a positive elliptic flow.
Photons coming from the jet-medium interactions in turn have a negative v2, since
the probability to produce a photon is larger when there is more medium that
a parton must traverse through. Thus the contribution to the v2 from the other
components partially cancels out. In Ref. [134] it was shown that the overall v2

from these other components is expected to be very small.
The direct photon elliptic flow can thus be estimated using the thermal photon

calculation and a fit to the measured transverse momentum spectra [V]. Assuming
that all of the other components are emitted isotropically, the direct photon v2 can
be obtained as

v2(pT ) =
(

∫

dφ cos(2φ)
dN th

dp2
Tdφdy

)(

∫

dφ
dNfit

dp2
Tdφdy

)

−1

= vth
2 (pT )

( dN th

dp2
Tdy

)( dNfit

dp2
Tdy

)

−1

,

(5.2)

where dNfit/dp2
Tdy is the total spectrum of photons, which is in this case obtained
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by fitting the measured data. Correspondingly, dN th/dp2
Tdy is the thermal photon

spectrum and vth
2 is the elliptic flow from thermal photons alone. In Ref. [V] two

different fit functions were used: Fit 1 is a sum of an exponential and a power law
function [139],

f(pT ) = A exp(−pT /T ) +
C

(1 + p2
T/b)

n
, (5.3)

and Fit 2 is a pure power law,

f(pT ) =
C

(1 + p2
T/b)

n
, (5.4)

where A, T, C, b and n are the fit parameters. For more details, see Ref. [V]. The
photon v2 results obtained in Ref. [V] will be summarized in Chapter 6 ahead.

5.4 Parton energy loss

As already mentioned, the high energy partons, which are produced in primary
parton collision inside the medium (but before the medium is formed), interact
with the medium and as a consequence they lose energy. This phenomenon can
be observed for example as a suppression of the high-pT particle spectra. Usually
the amount of suppression is measured with the nuclear suppression factor RAA,
which is defined as

RAA(pT , y, φ) =
dN i

AA/dpTdydφ

〈Nbin/σNN〉 dσpp/dpTdydφ
, (5.5)

where 〈Nbin〉 is the average number of BC at a given centrality. Thus RAA is
one (mod the isospin and nuclear PDF effects) if the A + A collision is just
a superposition of Nbin p+p collisions and the smaller the RAA is, the larger is
the suppression. From the experimental point of view, RAA needs a baseline p+p
spectrum at the same

√
sNN . For example in the first LHC RAA measurements,

the lack of a baseline p+p run caused a large systematic uncertainty [140], which
was considerably decreased by the appropriate p+p baseline measurement [141].

In the ideal case, the hard partons probe the hydrodynamical medium and
the plasma properties can be constrained with such jet-tomography. However, the
energy loss mechanism is not fully understood and several theoretical models are
on the market nowadays [142–151]. Systematic studies presented in Ref. [152] have
shown that it is difficult to discriminate between the models only with φ-integrated
RAA(pT ), but a more differential observable, RAA(pT , φ), is needed.

Due to the initial spatial asymmetry at non-zero impact parameters, the par-
tons traversing in the direction of the y-axis have a longer pathlength inside the

43



medium than the partons going parallel to the x-axis. The partons, which have
a longer path, lose more energy and thus the nuclear suppression is anisotropic in
non-central collisions. This can be seen in the angular dependence of RAA(pT , φ)
measured by the PHENIX Collaboration [153]. Theoretical models are more sen-
sitive to RAA(pT , φ) than RAA(pT ): for example in the elastic energy loss case the
angular dependence can be concluded to be too weak [154]. Also the first studies
with initial density fluctuations have been performed in Ref. [155].

The energy loss results can be quite sensitive to the underlying hydrodynamical
model. In the systematic study of Ref. [II] different ideal and viscous hydrodynam-
ical backgrounds were used in the RAA calculations. First the energy loss parame-
ters were tuned so that RAA(pT ) in central collisions was reproduced and then the
angular dependence was studied in non-central collisions. On the one hand, the
jet-medium interaction parameter (specific to each model) obtained from fitting
RAA(pT ) is sensitive to the hydrodynamical background. On the other hand, the
spread between in-plane and out-of-plane RAA(pT , φ) depends on the chosen hydro
model as can be seen from Fig. 5.5. Thus in principle the hydrodynamical medium
can be probed with the hard partons, but currently the uncertainties related to the
energy loss calculations are so large that no serious constraints can be presently
put on the hydrodynamical models from jet-quenching.
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Figure 5.5: Nuclear suppression factor RAA in 20-30% central Au+Au collisions at√
sNN = 200 GeV with several hydrodynamical backgrounds. Data are from the

PHENIX Collaboration [153]. From [II].
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Chapter 6

Main results

In this chapter I summarize the main results of the articles included in this thesis.
The main focus is on the event-by-event hydrodynamical results in Ref. [I] and
on the thermal photon production in Refs. [III, V]. The interesting energy loss
results presented in [II, IV] are, however, excluded from the discussion here since
the author has not performed any of these RAA calculations. First I will go through
the obtained main results for the Au+Au collisions at

√
sNN = 200 GeV and then

I will move to the Pb+Pb collisions at
√
sNN = 2.76 TeV.

All RHIC calculations discussed here use an initial time τ0 = 0.17 fm and the
freeze-out temperature is Tf = 160 MeV with eosL and s95p and Tf = 140 MeV
with eosQ. At the LHC the initial time is τ0 = 0.12 fm and the freeze-out tem-
peratures are the same as in RHIC unless otherwise stated. Every calculation is
performed without dissipative effects.

6.1 Event-by-event hydrodynamical simulations

for RHIC

6.1.1 Hadron spectra

Let us first consider the effects of the event-by-event fluctuations to the hadronic
variables as studied in Ref. [I]. In Fig. 6.1 I plot the transverse momentum spectra
of positively charged pions, obtained from our event-by-event calculations with
two different smearings σ and from the averaged smooth initial state. These cal-
culations are initiated with the eWN profile from the MCG model as explained in
Sec. 3.2. All calculations are close to the PHENIX data [156] below pT ≈ 2 GeV.
At higher pT , however, there are some deviations between the theory predictions.
The event-by-event calculation with σ = 0.4 fm gives more high-pT particles than
the one with a larger fluctuation size or the calculation with an averaged initial
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Figure 6.1: The transverse momentum spectra of positively charged pions in Au+Au
collisions at

√
sNN = 200 GeV. Event-by-event hydrodynamical calculations with two

different smearing radii σ and the hydrodynamical calculation with averaged smooth
initial conditions are presented. The experimental data are from the PHENIX Collabo-
ration [156]. From [I].

state. This can be understood as follows: when the smearing radius σ is small, the
pressure gradients in the initial state are larger, and more flow is generated. Thus
the number of high-pT particles is increased. However, when σ is sufficiently large,
the pressure gradients do not differ much from the ones present in the smooth
initial state and thus the pT -spectra are similar in these cases. As was mentioned
earlier in Sec. 3.2, the current MCG implementation causes the total entropy to
vary as a function of σ. This can indeed be seen from Fig. 6.1 where the calcu-
lations with different σ deviate slightly from each other also in the low-pT region,
which determines the multiplicity. All in all, however, the agreement with the data
is good enough and hence the elliptic flow can be meaningfully studied.
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6.1.2 Elliptic flow

Figure 6.2 contains the main result of this thesis. In this figure we have plotted the
elliptic flow of charged hadrons with different reference planes at various centrali-
ties. From the panel (a), where the most central collisions are considered, one sees
that the calculation with the averaged initial state is clearly below the PHENIX
[157, 158] and STAR [159] event plane data. Now looking at the event-by-event
results this difference can be understood.
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Figure 6.2: The elliptic flow of charged hadrons at different centralities in Au+Au
collisions at

√
sNN = 200 GeV. Event-by-event calculations with respect to different

reference planes as well as the averaged initial state calculations are compared with
v2{EP} from the PHENIX [157, 158] and STAR [159] Collaborations. From [I].
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The event-by-event v2 results with respect to the RP are almost identical to the
ones from the averaged initial state. This shows that the inclusion of the density
fluctuations does not generate any v2 as such. However, when the EP method is
used, the computed v2{EP} becomes clearly larger than v2{RP} and v2{RP,ave}
especially in the most central collisions. Now the agreement with the experimental
v2{EP} data is remarkably good. This shows that the reference plane definition
is vitally important in the v2 analysis, and for making meaningful comparisons of
theory and data.

Figure 6.2 shows also the unphysical v2{obs}. From here one can see that the
difference between v2{obs} and v2{EP} decreases when moving towards peripheral
collisions, meaning that R increases towards unity. This is also seen in the experi-
ments [157–159] and if one considers very peripheral collisions, the difference would
start to grow again since the number of the particles starts to be so small that
an accurate determination of the event plane becomes more and more difficult.
However, the hydrodynamical studies should not be extended to that peripheral
collisions, where the validity of hydrodynamics starts to be questionable.

Finally, the elliptic flow with respect to the PP is considered. The obtained
v2s with respect to the EP and PP are very similar, but v2{PP} is always slightly
below v2{PP}. These results suggest that the PP is quite a good approximation
for the EP.

Since the smearing radius σ is a free parameter in our event-by-event frame-
work, the sensitivity of the elliptic flow to this parameter must be studied. In
Fig. 6.3 I plot v2 with respect to the RP and EP using two different smearing
radii. In both centrality classes shown in the figure the obtained elliptic flow does
not depend on the σ parameter. Thus with the current MCG implementation, the
multiplicity and pT -spectra are sensitive to the smearing parameter σ, but elliptic
flow is not.

The correlation between the event plane and the participant plane is further
studied in Fig. 6.4 where the distributions of the angle differences between EP
(ψ2 in Eq. (4.3)) and PP (ψPP in Eq. (3.25)) are plotted. Also the angle difference
between EP and RP (ψRP is in the direction of the impact parameter) is considered.
From this it can be seen that the peaks around ψEP ≈ ψPP/RP are narrower with the
PP than with the RP. This indicates that the EP is closer to the PP, as suggested
by the v2 results. The fluctuations around the true event plane are included in
here and they widen the peaks. Based on the observations made here, one can
indeed consider PP as quite a good approximation for the EP. This correlation is
observed also with the higher harmonics [61, 65].
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6.1.3 Triangular flow

Finally the higher harmonic, triangular flow v3, is calculated and compared with
the data in Fig. 6.5. Here it is not meaningful to calculate the triangular flow with
respect to the RP, since v3 is entirely due to fluctuations and there are no preferred
directions solely due to the impact parameter, and thus v3{RP} is simply zero.
The v3 measured by the PHENIX Collaboration [160] very recently is generally
below the prediction from our event-by-event hydrodynamical model. As has been
shown in Refs. [63, 106], the triangular flow should be more sensitive to the shear
viscosity than the elliptic flow. Thus the initial state used here should be tuned
so that more v2 is obtained and then after the viscous damping, both v2 and v3

should match the data. In Ref. [63] it was shown that for example with a bit
of BC component added to the initial state and with η/s = 0.08 in the viscous
hydrodynamics, one can arrive at a good agreement with both v2 and v3.
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Figure 6.5: Triangular flow of charged hadrons in Au+Au collisions at
√
sNN =

200 GeV. Data are from the PHENIX Collaboration [160].

6.2 Thermal photons at RHIC

Next, I consider the thermal photons and especially their elliptic flow. Here I
concentrate on the photon emission calculations done with the smooth optical
Glauber profiles in Ref. [V]. The event-by-event results for the photon pT -spectra
from Ref. [III] are shown in Sec. 6.3.

Figure 6.6 shows the thermal photon pT -spectra, experimental data and the
fits from Sec. 5.3. These calculations have been performed with the sWN initial
transverse profile, which is obtained from the optical Glauber model. The differ-
ence between the fits (total yields) and the thermal photon calculations is smallest
around pT ∼ 2.5 GeV and most likely near this transverse momentum there exists
a pT -window, where the photon production is dominated by the thermal emission.
In the low-pT region the thermal calculations are well below the data. This is
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Figure 6.6: The transverse momentum spectra of direct photons in Au+Au collisions at√
sNN = 200 GeV from the thermal photon calculations and fits presented in Sec. 5.3.

Data are from the PHENIX Collaboration [138, 139]. From [V].

a common feature in almost all of the current thermal photon calculations [161].
However, for example in Ref. [162], where also additional 2 → 3 processes are
included in the HG photon rate calculation, the agreement with the data is better.
Also the baryonic contributions can be important in this region [126, 163].

The thermal photon calculations shown in Fig. 6.6 differ roughly by a factor of
two in the high-pT region. This is mostly due to the slightly different mapping of
the energy density to the temperature in the EoSs. The difference is not large, but
the exponential temperature dependence in the emission rates magnifies the effect.
In both cases the plasma emission dominates almost always. When the TRG rates
and eosL are used, only 3% of the photons come from the HG at pT = 1 GeV.
With eosQ and the R92 rates about 50% of the photons originate from the HG
at the same pT . In both cases this fraction decreases very quickly when moving
towards higher pT .

Thermal photon elliptic flow is plotted in Fig. 6.7. Calculations with the R92
rates are shown in panel (a) and the ones with TRG rates in panel (b). The largest
v2 is obtained with the eosQ and R92 rates. With the eosQ the mixed and HG
phases are long-lived and since the R92 rate is larger than TRG, the amount of
photons from the HG is largest in this case. Since the flow anisotropy is large in
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the HG phase, the largest photon v2 is obtained when the amount of photons from
the HG is largest.

From panel (a) one also sees that the switching temperature Ts has only a
minor effect in the v2 obtained with the R92 rates. This is due to the fact that the
emission rates for the QGP and HG are quite similar at the most relevant E region
as was shown in Fig. 5.3. However, in panel (b) the situation is very different.
The larger switching temperature leads to much smaller elliptic flow. Again from
Fig. 5.3 one sees that the TRG rate and the QGP rate are quite different and thus
the overall emission from the temperature region T = 170− 200 MeV is decreased
when the Ts is increased. These temperatures give a large contribution to the
v2 value since the flow has already developed and temperature is still quite high.
Thus the amount of large-v2 photons is decreased relative to the small-v2 photons
and hence the total elliptic flow becomes smaller.

Our predictions for the total direct photon v2 together with the thermal photon
v2 are presented in Fig. 6.8. The direct photon elliptic flow is obtained from
Eq. (5.2) and the total photon yield is from the Fit 1. From this figure one sees
that the other components – if they indeed are of non-thermal nature and nearly
isotropic – can wash away a significant amount of the thermal photon v2. Thus
it is important to compare the photon pT -spectra simultaneously with the elliptic
flow. Also the difference between the eosQ and eosL results is smaller in the
direct photon case than in the thermal one. This is due to the fact that with the
eosQ more production from the other components is needed to match the measured
photon spectra and thus the elliptic flow is affected more by the other components.

The direct photon v2 results are compared against the very recent PHENIX
data [135] in Fig. 6.9. Very interestingly, the data is clearly above the predictions
presented in Ref. [V], even above the eosQ thermal photon case. Only the 20-40%
centrality class is considered here since in central collisions part of the difference
should come from the fact the PHENIX has measured the photon v2 with respect
to the event plane determined from the hadrons, while we compute the photon
v2{RP}. However, in the 20-40% centrality class the difference between the EP
and RP results should be reasonably small, since the situation is most likely very
similar to the hadronic case.

To get such a large v2, one possibility is that the photon emission from the
HG must be larger than what we have estimated. It is possible that the rates
are still too small, or that the HG phase is too small since in order to reproduce
the hadronic pT -spectra, we decouple the system at a relatively high Tf . By
introducing a partial chemical equilibrium [164] in the EoS, the system lifetime
could be increased [165], in which case the HG emission would grow also. Then,
however, the chemical potentials introduced by the chemical freeze-out should be
taken into account in the rate calculations.

To test how much more thermal photon v2 would be obtained with a lower Tf
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(and ignoring the resulting mismatch between the obtained hadronic pT -spectra
and data) I have repeated the calculation also with Tf = 120 MeV, and shown the
results in Fig. 6.9. The eosQ + R92 result can be considered as an upper limit
for the v2 that can be obtained from the current model. With the eosQ the v2

is close to the lower limit of the data, but with the eosL170 the obtained v2 is
still far away from the data even in this extreme case. We thus conclude that the
measured photon v2 cannot be explained with the current model. But the good
news is that this large v2 should be possible only if the thermal emission is the
dominant contribution in the few GeV pT -region.

6.3 Thermal photons from event-by-event hydro-

dynamics at RHIC

The effects of the initial density fluctuations in the thermal photon pT -spectra are
considered in Fig. 6.10. In this study [III] the sWN profile from the MCG model
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is used for the initial conditions. A large increase of thermal photon production
at the intermediate pT is observed when the size parameter σ = 0.4 fm is used.
The hot spots, which are present in the event-by-event calculations, cause a strong
enhancement in the thermal photon emission since the rates have an exponential
temperature dependence. As mentioned before, the fluctuations also increase the
transverse flow in the system and thus the effect of the flow boosts shown in Fig. 5.1
becomes larger. However, the flow affects mostly the HG emission and since the
spectra are dominated by the QGP emission, the increased transverse flow cannot
be seen in the total pT -spectrum.

Also in here the sensitivity of the spectra to the fluctuation size parameter
σ is studied. Figure 6.11 shows the ratio of the photon yield at several values
of pT as a function of σ. The difference between the event-by-event calculation
and the averaged initial state calculation decreases when σ increases. The same
phenomenon was observed with the hadrons in Fig. 6.1 but for a different reason.
In the photon case the increasing smearing radius decreases the temperature of the
hot spots and thus emitted photon yield becomes smaller. The effect is larger for
high-pT photons since these are dominated by the very high temperature emission.
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6.4 LHC results: hadron pT -spectra and thermal

photons

Finally I will present our recent LHC results for the hadron pT -spectra and pre-
dictions for the thermal photons. In Ref. [IV] we considered the LHC initial state
from the viewpoint of the EKRT model. The original multiplicity prediction by
the model was a little, O(10%), too high in comparison with the first LHC data
[99, 166], and the next-to-leading order pQCD analysis has not yet been completed
with the updated parton distribution functions [165]. Therefore, in Ref. [IV], an
EKRT-motivated fit was made. The idea was to fix the K-factor in the pQCD
mini-jet calculation in such a way that the measured LHC total multiplicity [166]
is reproduced with σ〈ET 〉 and τ0 taken from the EKRT model, and with the freeze-
out temperature Tf fixed at RHIC. The transverse density profile is eBC from the
optical Glauber model and Tf = 165 MeV. The fit gives K = 1.54 and in this case
the initial time is τ0 = 0.12 fm.

In Fig. 6.12 the uncertainties in the fit and in the hydro parameters have been
charted. From panel (a) one can see that a later freeze-out temperature is not
favored by the ALICE data [140]. As discussed in Sec. 3.6, the initial time does
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√
sNN = 2.76 TeV. Dependence of the different parameters are charted.

Data from the ALICE Collaboration [140]. From [IV].

not need to be exactly τ0 = 1/psat as given by the EKRT model, but τ0 ∝ 1/psat.
In panel (b) the initial time is varied by a factor of two. The larger initial time
is now disfavored by the data and, perhaps surprisingly, also a smaller τ0 gives
a good agreement with the data. In here the computed σ〈ET 〉 is kept constant
and thus the multiplicity depends on τ0 as explained in Ref. [IV].

In the (c) panel the transverse profile is switched to the eWN and the freeze-out
temperature has been fixed so that at RHIC the pion spectrum in central collisions
[156] is well reproduced. Here the region 2 − 3 GeV favors the eWN profile but
above 3 GeV the eBC is closer to the data. Finally in panel (d) we have plotted
the sensitivity to the fit parameter K. Since the K factor affects the value of the
saturation scale, also the initial time changes when the K factor is varied. Here
the K = 1.54 case reproduces the LHC multiplicity best while the two other cases
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give ∼ 20% too small or large multiplicity.
From Fig. 6.12 we conclude that in our framework the possible variations of

K, τ0 and Tf around the default values are fairly well constrained. However,
the uncertainty in the initial transverse profile is large. The fine-tuning of the
initial state model is left for future work, where the centrality dependence of the
pT -spectra as well as v2 will be considered.

Next, let me discuss our predictions for the thermal photon production at the
LHC. Here the initial profile is taken to be the sWN from the optical Glauber
model. Figure 6.13 shows thermal photon pT -spectra in Pb+Pb collisions at√
sNN = 2.76 TeV. The two cases that produce the largest and smallest yield,

eosL170 + R92 and eosQ + TRG, are picked from all the possibilities considered
in this thesis and Ref. [V]. All other cases we studied go in the shaded areas.

Finally in Fig. 6.14 I have plotted our thermal photon elliptic flow prediction
for the Pb+Pb collisions at the LHC. In this case the measured photon spectra are
not known yet and thus we cannot estimate how much v2 might be washed away by
the photon production from the other components without additional theoretical
predictions for the other components. If this figure is compared with Fig. 6.7 one
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can see that the obtained elliptic flow is surprisingly similar at RHIC and LHC,
although the evolution and volume of the plasma is quite different in these cases.
However, since the other photon production mechanisms may play a role in v2,
and especially since the latest RHIC photon v2 data are not yet understood, these
predictions have fairly large uncertainties.
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Chapter 7

Conclusions and outlook

The event-by-event hydrodynamical calculations presented here show the impor-
tance of the initial state density fluctuations. By taking the initial state aver-
age while rotating each event appropriately also higher order flow coefficients vn

(n ≥ 2) can be studied one at the time with smooth hydrodynamics [106], but
genuine event-by-event calculations are needed to study all of the coefficients at
once.

As can be seen from our elliptic flow results, the definition of the reference
plane in the elliptic flow analysis is very important. In this thesis only the event
plane method was used to calculate v2 and v3. In the future also other flow analysis
methods should be used. Since these methods depend on the flow fluctuations and
the non-flow differently, a one-to-one comparison with the experiments should be
made using several flow analysis methods.

Recently lots of flow coefficient data have been published and harmonics up
to n = 6 have been measured [105]. Most of the hydrodynamical calculations
have concentrated only on the elliptic and triangular flow, but more studies about
higher harmonics should be made. Hydrodynamical calculations however need to
be run on a very fine grid in order to produce the higher coefficients reliably [38].
However, with the modern computer resources this problem should be tackled in
the near future.

The viscous effects should not be forgotten and the same calculations presented
in here should be repeated with viscous event-by-event hydrodynamics. As already
seen in this thesis, the elliptic and triangular flow cannot be simultaneously fitted
with ideal hydrodynamics. Flow coefficients (mostly v2) have been used to estimate
the value of the shear viscosity and thus it is vitally important to understand the
effects of the initial state fluctuations before extracting the shear viscosity from
the RHIC and LHC data. Also here the higher flow coefficients can be expected
to be important since the viscous effects are larger for higher harmonics.

All of the calculations presented in this thesis assumed longitudinal boost in-
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variance. Beyond the mid-rapidites for example the hadron spectra and v2 at
RHIC have a rapidity dependence [167] and a full 3+1-dimensional hydrodynam-
ical code is needed before this behavior can be studied. When the assumption
of the boost-invariance is relaxed, the initial conditions are needed also for the
longitudinal direction. Naturally the ultimate goal in the future is to develop
a 3+1-dimensional event-by-event viscous hydrodynamical code. Schenke et. al
[63] have already developed such a code, but it would be very important to test
two independently developed codes against each other.

The freeze-out procedure applied in this thesis is a simple and convenient ap-
proach and there may be more proper ways to handle the late time evolution and
the freeze-out. Since with the fluctuations the flow develops very irregularly, one
should study in more detail whether the constant temperature freeze-out is reason-
able. Posing a dynamical freeze-out condition similar to the one used in Ref. [46]
would be very interesting especially in the event-by-event context. Also using
a hadron cascade as an afterburner [37, 47–53] would be an option. However there
are still considerable uncertainties on how the cascade should be matched with
hydrodynamics. One big question is whether there exists a region where both ap-
proaches give the same physics. If such a region exists, switching from one model
to another can be made safely. If this region does not exist, then one has to think
whether the switching can be made at all.

The direct photons are expected to be an important probe for the QGP evo-
lution. Thermal and jet-medium photon calculations need a good understanding
of the underlying medium. Thus the photon measurements in the low and inter-
mediate pT -region, where the production mechanisms mentioned above dominate,
could be utilized to constrain the medium parameters as well as the uncertainties
in the theory calculations. It is, however, possible that there is too much freedom
in the model parameters and the photon data alone cannot be used to put rigorous
enough constraints. In this case a multi-observable approach is needed.

The direct photon v2 measured by PHENIX very recently was much higher than
expected from any of the existing thermal photon calculations [92, 118, 119, V].
Thus there is now much work to do before the measurement is well understood.
Naturally the event-by-event density fluctuations can be important for the photon
v2. At least in the thermal photon spectra we saw a very large effect and first v2

calculations are presented in [168]. Also the viscous effects should be taken into
account in the photon calculations, but there the situation is more complicated
since the emission rates must also be recomputed by including the viscous correc-
tions [168, 169]. In this situation it is very interesting to see what the photon v2

will be at the LHC.
The long-awaited LHC era has now begun, and the first results obtained from

the Pb+Pb collisions have not offered a big surprise from the hydrodynamical point
of view: this suggests that we are on the right track in describing the QCD matter
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as a nearly ideal fluid. In addition to the highest-energy RHIC data, the RHIC
energy scan has produced flow data at lower energies [170]. Thus the situation is
now very good since lots of new exiting flow measurements from the RHIC and the
LHC experiments are available. A combined systematic analysis of the flow data
at different energies and system sizes (Au+Au and Cu+Cu at RHIC) would help
to constrain the initial state of the produced QCD matter as well as its viscosity.
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Appendix A

List of acronyms

ALICE A Large Ion Collider Experiment
ASW Energy loss formalism introduced in Ref. [143]
BC Binary Collisions
BNL Brookhaven National Laboratory
CERN European Laboratory for Particle Physics
CGC Color Glass Condensate
CM Center of Mass
CPU Central Processing Unit
eBC Initial state where the energy density is distributed according to the

binary collision density
EKRT Initial state model introduced in Ref. [23]
EoS Equation of State
eosL QCD-matter equation of state from Ref. [44]
eosL170 eosL where the switching temperature Ts = 170 MeV is used in the

thermal photon calculation
eosL200 eosL where the switching temperature Ts = 200 MeV is used in the

thermal photon calculation
eosQ QCD-matter equation of state from Ref. [43]
EP Event Plane
eWN Initial state where the energy density is distributed according to the

wounded nucleon density
HG Hadron Gas
IC Initial Conditions
IS Israel and Stewart, see Ref. [74]
LHC Large Hadron Collider
LO Leading Order
LYZ Lee-Yang Zeros
MCG Monte Carlo Glauber
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NLO Next-to-Leading Order
PDF Parton Distribution Function
PHENIX Pioneering High Energy Nuclear Interaction eXperiment
PP Participant Plane
pQCD Perturbative Quantum ChromoDynamics
PYTHIA Event generator introduced in Ref. [70]
QCD Quantum ChromoDynamics
QGP Quark-Gluon Plasma
R92 Photon emission rates from Refs. [123–125]
RHIC Relativistic Heavy-Ion Collider
RP Reaction Plane
s95p QCD-matter equation of state from Ref. [21]
sBC Initial state where the entropy density is distributed according to the

binary collision density
SHASTA SHArp and Smooth Transport Algorithm [40, 41]
SPS Super Proton Synchrotron
STAR Solenoidal Tracker At RHIC
sWN Initial state where the entropy density is distributed according to the

wounded nucleon density
TRG Photon emission rates from Ref. [126]
URHIC UltraRelativistic Heavy-Ion Collisions
WN Wounded Nucleon
W-S Woods-Saxon
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