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## List of notation

$B(a, R)$ : The disc $\left\{x \in \mathbb{R}^{n}:|x-a|<R\right\}$.
$\operatorname{supp} f$ : The support of the function (or distribution) $f$.
$\hat{f}$ : The Fourier transform of $f, \hat{f}(\xi)=\int e^{-2 \pi i x \cdot \xi} f(x) d x$.
$\check{f}$ : The inverse Fourier transform of $f, \check{f}(x)=\int e^{2 \pi i x \cdot \xi} f(\xi) d \xi$.
$\hat{\mu}$ : The Fourier transform of the measure $\mu, \hat{\mu}(\xi)=\int e^{-2 \pi i x \cdot \xi} d \mu(x)$.
$\check{\mu}$ : By definition, $\check{\mu}(\xi)=\int e^{2 \pi i x \cdot \xi} d \mu(x)$.
$D^{\alpha} f: \frac{\partial^{\alpha_{1}}}{\partial x_{1}^{\alpha_{1}}} \cdots \frac{\partial^{\alpha_{n}}}{\partial x_{n}^{\alpha_{n}}} f$, where $\alpha$ is a multi-index, i.e., $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$, with $\alpha_{j}$ being natural numbers.
$|\alpha|$ : The length of the multi-index $\alpha,|\alpha|=\sum_{j=1}^{n} \alpha_{j}$.
$\phi_{t}: \phi_{t}(x)=t^{-n} \phi\left(t^{-1} x\right)$, unless otherwise indicated.
$\mathcal{S}$ : The Schwartz space.
$|E|$ : Lebesgue measure (in the ambient Euclidean space), or cardinality of $E$, depending on the context.
$\operatorname{dim} E$ : The lower Minkowski dimension of $E$.
$\nabla f$ : The gradient of $f, \nabla f=\left(\frac{\partial f}{\partial x_{1}}, \cdots, \frac{\partial f}{\partial x_{n}}\right)$.
$\underset{D}{\operatorname{osc} f} f$ : The oscillation of $f$ on $D, \underset{D}{\operatorname{osc} f}=\sup _{x, y \in D}|f(x)-f(y)|$.
$S^{n-1}$ : The unit sphere $\left\{x \in \mathbb{R}^{n}:|x|=1\right\}$.
$d \sigma$ : Surface measure.
$d \mathcal{L}^{k}: k$-dimensional Lebesgue measure.
$C, C_{1}, \ldots$ : Capital letters denote various constants whose values may change from line to line.
$\lesssim: x \lesssim y$ means " $x \leq C y$, where $C$ is a constant".
$\simeq: x \simeq y$ means $(x \lesssim y \& y \lesssim x)$.
$\Re(z), \Im(z)$ : The real and imaginary part of $z \in \mathbb{C}$.
$\chi_{E}$ : The characteristic function of $E$.
$\mathbb{E}$ : Expectation.

## CHAPTER 1

## Some applications of Khinchin's inequality

In this chapter we will present, in the context of harmonic analysis, two typical applications of the following classical probabilistic inequality.

Proposition 1.1 (Khinchin's inequality). Let $\varepsilon_{j}$ be independent random variables taking the values 1 and -1 with probability $1 / 2$ each. Then for any $p \in(0, \infty)$ and complex numbers $\left\{a_{j}\right\}_{j=1}^{N}$ we have

$$
\mathbb{E}\left(\left|\sum_{j=1}^{N} \varepsilon_{j} a_{j}\right|^{p}\right) \simeq\left(\sum_{j=1}^{N}\left|a_{j}\right|^{2}\right)^{p / 2}
$$

with bounds independent of $N$.
The proof of Khinchin's inequailty may be found in most books on elementary probabilty. What is important is that the bounds are independent of $N$, and that the right hand side depends only on $\left\{\left|a_{j}\right|\right\}$ and does not involve any cancelations.

Our first application concerns the most basic inequality for the $L^{p}$ Fourier transform, namely the Hausdorff-Young theorem. Unlike the Plancherel theorem, Hausdorff-Young is not reversible. This fact may be proved in many ways. Let us prove it using Khinchin's inequality.

Proposition 1.2. ( $1 \leq p<2$ ). For any $\varepsilon>0$ there is a function $f \in \mathcal{S}$ with

$$
\|\hat{f}\|_{p^{\prime}}<\varepsilon\|f\|_{p}
$$

Proof. Let $\phi$ be a fixed Schwartz function with compact support. Let $\left\{x_{j}\right\}_{j=1}^{N}$ be a sequence of points in $\mathbb{R}^{n}$ such that the functions $\phi_{j}(x):=\phi\left(x-x_{j}\right)$ have disjoint supports. Then it is obvious that for any choice of $\varepsilon_{j} \in\{ \pm 1\}$ $(j=1, \ldots N)$ we have

$$
\left\|\sum_{j=1}^{N} \varepsilon_{j} \phi_{j}\right\|_{p}^{p}=\sum_{j=1}^{N}\left\|\phi_{j}\right\|_{p}^{p}=N\|\phi\|_{p}^{p},
$$

and so,

$$
\left\|\sum_{j=1}^{N} \varepsilon_{j} \phi_{j}\right\|_{p}=N^{1 / p}\|\phi\|_{p} .
$$

Moreover

$$
\begin{aligned}
\mathbb{E}\left(\left\|\sum_{j=1}^{N} \varepsilon_{j} \hat{\phi}_{j}\right\|_{p^{\prime}}^{p^{\prime}}\right) & =\int \mathbb{E}\left(\left|\sum_{j=1}^{N} \varepsilon_{j} \hat{\phi}_{j}(\xi)\right|^{p^{\prime}}\right) d \xi \\
& =\int \mathbb{E}\left(|\hat{\phi}(\xi)|^{p^{\prime}}\left|\sum_{j=1}^{N} \varepsilon_{j} e^{2 \pi i x_{j} \cdot \xi}\right|^{p^{\prime}}\right) d \xi \\
& \simeq N^{p^{\prime} / 2} \int|\hat{\phi}(\xi)|^{p^{\prime}} d \xi,
\end{aligned}
$$

where the last line follows by Khinchin's inequality with $a_{j}=e^{2 \pi i x_{j} \cdot \xi}$. Therefore

$$
\left\|\sum_{j=1}^{N} \varepsilon_{j} \hat{\phi}_{j}\right\|_{p^{\prime}} \leq C_{0} N^{1 / 2}\|\hat{\phi}\|_{p^{\prime}}
$$

for some choice of $\left\{\varepsilon_{j}\right\}$. Since $p<2$ we can choose $N_{0}$ so that

$$
C_{0} N_{0}^{1 / 2}\|\hat{\phi}\|_{p^{\prime}}<\varepsilon N_{0}^{1 / p}\|\phi\|_{p} .
$$

The result now follows on letting

$$
f=\sum_{j=1}^{N_{0}} \varepsilon_{j} \phi_{j} .
$$

Our second application is the basic result in Littlewood-Paley theory.
Let $\phi$ be a smooth function such that $\phi=0$ on $B(0,1)$ and $\phi=1$ outside $B(0,2)$, and let $\psi_{j}(x)=\phi\left(2^{-j} x\right)-\phi\left(2^{-j+1} x\right)$. Then $\psi_{j}$ is supported in the annulus $\left\{x: 2^{j-1} \leq|x| \leq 2^{j+1}\right\}$ and

$$
\sum_{j=-\infty}^{\infty} \psi_{j}(x)=1, \text { for all } x \neq 0
$$

For $f \in \mathcal{S}$, let $S_{j} f=\left(\psi_{j} \hat{f}\right)^{\check{ }}$. Then, the Littlewood-Paley square function is defined by

$$
S f=\left(\sum_{j=-\infty}^{\infty}\left|S_{j} f\right|^{2}\right)^{1 / 2}
$$

Proposition 1.3 (Littlewood-Paley). For any $f \in \mathcal{S}$ and $1<p<\infty$, one has

$$
\|S f\|_{p} \simeq\|f\|_{p}
$$

For the proof, we need the following result (see [20] for a more sophisticated version).

Lemma 1.1 (Mikhlin multiplier theorem). Let $m: \mathbb{R}^{n} \backslash\{0\} \rightarrow \mathbb{C}$ satisfy $\left|D^{\gamma} m(\xi)\right| \lesssim|\xi|^{-\gamma}$, for all $\xi \neq 0$ and all multi-indices of length $|\gamma| \leq n+2$. Then

$$
\left\|(m \hat{f})^{\wedge}\right\|_{p} \lesssim\|f\|_{p}
$$

for any $f \in \mathcal{S}$ and $1<p<\infty$.
Proof. Note that $(m \hat{f})^{2}=\check{m} * f$ and that the decay condition on $m$ implies that, away from the origin, the distribution $\check{m}$ agrees with a function. So, if we let

$$
m_{j}(\xi)=\psi_{j}(\xi) m(\xi)
$$

and

$$
K_{N}=\sum_{j=-N}^{N} \check{m}_{j},
$$

it is enough to show that the kernels $K_{N}$ are Calderón-Zygmund uniformly in $N$. Namely, they satisfy
(i) $\left|K_{N}(x)\right| \lesssim|x|^{-n}$
(ii) $\left|\nabla K_{N}(x)\right| \lesssim|x|^{-n-1}$
(iii) $\left\|K_{N} * f\right\|_{2} \lesssim\|f\|_{2}$
with bounds independent of $N$.
To prove (i), note that

$$
\left\|D^{\gamma} m_{j}\right\|_{1} \lesssim 2^{j(n-|\gamma|)}
$$

and therefore

$$
\left\|x^{\gamma} \check{m}_{j}\right\|_{\infty} \lesssim 2^{j(n-|\gamma|)}
$$

It follows that

$$
\left|\check{m}_{j}(x)\right| \lesssim 2^{j(n-k)}|x|^{-k} \text { for any } 0 \leq k \leq n+2 .
$$

Using this with $k=0$ and $k=n+2$, we conclude that

$$
\begin{aligned}
\left|K_{N}(x)\right| & \leq \sum_{j}\left|\check{m}_{j}(x)\right| \leq \sum_{2^{j} \leq|x|^{-1}}\left|\check{m}_{j}(x)\right|+\sum_{2^{j}>\left.|x|\right|^{-1}}\left|\check{m}_{j}(x)\right| \\
& \lesssim \sum_{2^{j} \leq|x|^{-1}} 2^{j n}+\sum_{2^{j}>|x|^{-1}} 2^{j n}\left(2^{j}|x|\right)^{-(n+2)} \lesssim|x|^{-n} .
\end{aligned}
$$

The proof of (ii) is similar and (iii) follows by Plancherel.
To prove Proposition 1.3, let

$$
m_{N}(\xi)=\sum_{j=-N}^{N} \varepsilon_{j} \psi_{j}(\xi)
$$

and note that $m_{N}$ satisfies the condition of Lemma 1.1 uniformly in $N$ and uniformly in the realization of the random variables $\left\{\varepsilon_{j}\right\}$. Therefore, by the continuous version of Khinchin's inequality,

$$
\int|(S f)(x)|^{p} d x \lesssim \limsup _{N \rightarrow \infty} \mathbb{E}\left[\int\left|\sum_{j=-N}^{N} \varepsilon_{j}\left(S_{j} f\right)(x)\right|^{p} d x\right] \lesssim\|f\|_{p}^{p}
$$

To prove the lower bound, we use duality. Note that $\psi_{j} \psi_{k}=0$ if $|j-k|>1$, so by Parseval, Cauchy-Schwarz and Hölder,

$$
\int f \bar{g}=\int \sum_{\{j, k:|j-k| \leq 1\}} S_{j} f S_{k} \bar{g} \lesssim\|S f\|_{p}\|S \bar{g}\|_{p^{\prime}} \lesssim\|S f\|_{p}\|g\|_{p^{\prime}}
$$

for all $g \in \mathcal{S}$. Therefore, $\|f\|_{p} \lesssim\|S f\|_{p}$.
Note that Proposition 1.3 holds for arbitrary $f \in L^{p}$ (in which case we have to interpret $S_{j} f$ as $\psi_{j} * f$ ) by a standard limiting argument.

We will present other applications of Khinchin's inequality in Chapter 5 and Chapter 6.

## CHAPTER 2

## Stationary phase

Consider the oscillatory integral

$$
I(\phi, a ; \lambda)=\int_{-\infty}^{\infty} e^{i \lambda \phi(x)} a(x) d x
$$

where $\phi$ is a smooth function (the phase), and $a$ is a smooth integrable function (the amplitude). Our objective is to study the behavior of $I$ for large values of $\lambda$. In order to do that, we have to calculate its asymptotic expansion.

If $\phi(x)=-2 \pi x$, then $I$ is the Fourier transform of $a$, and integration by parts gives

$$
|I(-2 \pi x, a ; \lambda)|=C \frac{\left|I\left(-2 \pi x, a^{(k)} ; \lambda\right)\right|}{|\lambda|^{k}} \leq C \frac{\left\|a^{(k)}\right\|_{1}}{|\lambda|^{k}}
$$

for any $k$, provided that $a$ has integrable derivatives up to order $k$. This shows that $I$ is rapidly decreasing as $\lambda \rightarrow \infty$ and therefore the question of determining its asymptotic expansion is, in a sense, trivial.

If $\phi$ is nonlinear with nonvanishing first derivative then by a change of variables, we get again a Fourier integral. So, the nontrivial case arises when the phase has critical points. We will restrict ourselves to phases with nondegenerate critical points. First, we estimate the so-called Fresnel integral:

$$
I\left(x^{2}, a ; \lambda\right)=\int e^{i \lambda x^{2}} a(x) d x
$$

Proposition 2.1. Suppose $a$ is a smooth function with compact support. Then for any $k \in \mathbb{N}$, we have

$$
I\left(x^{2}, a ; \lambda\right)=\sqrt{\frac{\pi i}{\lambda}} \sum_{j=0}^{k-1} \frac{a^{(2 j)}(0)}{j!}\left(\frac{i}{4 \lambda}\right)^{j}+\frac{R_{k}(\lambda)}{(2 \lambda)^{k}},
$$

where the remainder satisfies the uniform estimate

$$
\left|R_{k}(\lambda)\right| \leq\left\|a^{(2 k)}\right\|_{1} .
$$

Proof. Notice that

$$
I\left(x^{2}, a ; \lambda\right)=\lim _{\varepsilon \rightarrow 0^{+}} \int e^{(-\varepsilon+i \lambda) x^{2}} a(x) d x
$$

Now write

$$
\int e^{(-\varepsilon+i \lambda) x^{2}} a(x) d x=\int e^{\mu x^{2}} a(x) d x=\int e^{\mu x^{2}} a(0) d x+\int e^{\mu x^{2}} x b(x) d x,
$$

where

$$
\mu=-\varepsilon+i \lambda,
$$

and

$$
b(x)=\frac{a(x)-a(0)}{x}
$$

The first term is

$$
\int e^{\mu x^{2}} d x=\sqrt{\frac{\pi}{\varepsilon-i \lambda}}
$$

Integrating by parts the second term we get

$$
\int e^{\mu x^{2}} x b(x) d x=-\frac{1}{2 \mu} \int e^{\mu x^{2}} a_{1}(x) d x
$$

where $a_{1}=b^{\prime}$. Passing to the limit as $\varepsilon \rightarrow 0$ and repeatedly applying the above procedure, we get

$$
I\left(x^{2}, a ; \lambda\right)=\sqrt{\frac{\pi i}{\lambda}}\left(a(0)+\frac{a_{1}(0)}{-2 i \lambda}+\cdots+\frac{a_{k-1}(0)}{(-2 i \lambda)^{k-1}}\right)+\frac{I\left(x^{2}, a_{k} ; \lambda\right)}{(-2 i \lambda)^{k}},
$$

where

$$
a_{j}(0)=\frac{a^{(2 j)}(0)}{2^{j} j!} .
$$

The result follows since

$$
\left|I\left(x^{2}, a_{k} ; \lambda\right)\right| \leq\left\|a_{k}\right\|_{1} \leq\left\|a^{(2 k)}\right\|_{1} .
$$

Now, suppose that the phase $\phi$ has finitely many critical points $x_{p}$ in $\operatorname{supp}(a)$. Choose a smooth partition of unity

$$
\sum h_{\alpha}=1
$$

in $\operatorname{supp}(a)$ such that for each $\alpha, \operatorname{supp}\left(h_{\alpha}\right)$ contains exactly one critical point. Suppose that $x_{p} \in \operatorname{supp}\left(h_{\alpha}\right)$. Then, by the Morse Lemma, we have

$$
I\left(\phi, h_{\alpha} ; \lambda\right)=e^{i \lambda \phi\left(x_{p}\right)} I\left( \pm x^{2}, b_{p} ; \lambda\right),
$$

where $b_{p}$ is a suitable smooth function with compact support, and

$$
\pm=\operatorname{sgn} \phi^{\prime \prime}\left(x_{p}\right)
$$

Proposition 2.1 then implies

$$
I(\phi, a ; \lambda)=\sqrt{\frac{\pi}{\lambda}} \sum_{p} e^{ \pm \frac{\pi i}{4}+i \lambda \phi\left(x_{p}\right)}\left(a\left(x_{p}\right)+\cdots+\lambda^{-k} R_{k}(\lambda)\right)
$$

Next, we turn to the higher dimensional case. Namely, we want to study the asymptotic behavior of the integral

$$
I(\phi, a ; \lambda)=\int_{\mathbb{R}^{n}} e^{2 \pi i \lambda \phi(x)} a(x) d x
$$

Assume first that the phase is a quadratic form, i.e.

$$
\phi(x)=\beta(x)=\frac{1}{2} \sum_{i j} \beta^{i j} x_{i} x_{j} .
$$

Furthermore, suppose that $\beta$ is nonsingular, i.e. $\operatorname{det}\left[\beta^{i j}\right] \neq 0$, and let

$$
\beta^{*}(D)=\frac{1}{2} \sum_{i j} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}
$$

be the dual differential operator, where $\left[\beta_{i j}\right]=\left[\beta^{j k}\right]^{-1}$. Then we have the following.

Proposition 2.2. If $\beta$ is a nonsingular quadratic form, and $a$ is a smooth function with compact support, then for any $k \in \mathbb{N}$, the following equation holds.

$$
\int_{\mathbb{R}^{n}} e^{2 \pi i \lambda \beta(x)} a(x) d x=\frac{e^{\frac{\pi \sigma(\beta) i}{4}}}{\sqrt{\lambda^{n}|\operatorname{det} \operatorname{Hess} \beta|}} \sum_{j=0}^{k-1} \frac{\beta^{*}(D)^{j} a(0)}{j!}\left(\frac{i}{\lambda}\right)^{j}+\frac{R_{k}(\lambda)}{\lambda^{k}},
$$

where $\sigma(\beta)$ is the signature of $\beta$, Hess $\beta$ the Hessian matrix of $\beta$, and the remainder satisfies the uniform estimate

$$
\left|R_{k}(\lambda)\right| \leq\left\|\left(\beta^{*}(D)\right)^{k} a\right\|_{1} .
$$

Proof. Proposition 2.1 is the special case when $n=1$. In the general case, take a linear transformation $x=A(y)$ such that

$$
\beta(x)=\frac{1}{2}\left(y_{1}^{2}+\cdots+y_{p}^{2}-y_{p+1}^{2}-\cdots-y_{n}^{2}\right)
$$

where $2 p=\sigma(\beta)+n$. By Taylor's Theorem

$$
a(y)=\sum_{|\alpha|=0}^{2 k-1} \frac{D^{\alpha} a(0)}{\alpha!} y^{\alpha}+S_{k}(y) .
$$

Then

$$
\begin{align*}
I\left(2 \pi \beta(y)+\varepsilon i y^{2} ; \lambda\right) & =\sum_{|\alpha|=0}^{2 k-1} \frac{D^{\alpha} a(0)}{\alpha!} \int e^{\left(2 \pi i \beta(y)-\varepsilon y^{2}\right) \lambda} y^{\alpha} d y  \tag{2.1}\\
& +\int e^{\left(2 \pi i \beta(y)-\varepsilon y^{2}\right) \lambda} S_{k}(y) d y
\end{align*}
$$

By Fubini's Theorem

$$
\int e^{\left(2 \pi i \beta(y)-\varepsilon y^{2}\right) \lambda} y^{\alpha} d y=\prod_{j=1}^{n} \int e^{\left( \pm 2 i y_{j}^{2}-\varepsilon y_{j}^{2}\right) \lambda} y_{j}^{\alpha_{j}} d y_{j}
$$

therefore, Proposition 2.1 applies. We can put the sum in (2.1) in the form $(P(D) a)(0)$, where

$$
P(D)=\prod_{j=1}^{n} \frac{\exp \left(\frac{\pi \sigma\left(\beta_{j}\right) i}{4}\right)}{\sqrt{\lambda \mid \operatorname{det} H e s s} \beta_{j} \mid} \exp \left(\frac{i \beta_{j}^{*}\left(\partial / \partial y_{j}\right)}{\lambda}\right)_{k},
$$

with

$$
\beta_{j}= \pm \frac{1}{2} y_{j}^{2}
$$

Next, we calculate

$$
\begin{aligned}
\prod \exp \left(\frac{\pi \sigma\left(\beta_{j}\right) i}{4}\right) & =\exp \left(\frac{\pi \sigma(\beta) i}{4}\right) \\
\prod \lambda\left|\operatorname{detHess} \beta_{j}\right| & =\lambda^{n}|\operatorname{detHess} \beta| \\
\prod \exp \left(\frac{i \beta_{j}^{*}\left(\partial / \partial y_{j}\right)}{\lambda}\right) & =\exp \left(\frac{i \beta^{*}(D)}{\lambda}\right)
\end{aligned}
$$

Finally,

$$
\left|\operatorname{det} \operatorname{Hess}_{y} \beta\right|=|\operatorname{det} A|^{2}\left|\operatorname{detHess}_{x} \beta\right|=|\operatorname{det} A|^{2} .
$$

To conclude the proof, we estimate the remainder as in Proposition 2.1.
If $x_{0}$ is a nondegenerate critical point of $\phi$, we choose smooth local coordinates in a neighborhood of $x_{0}$ such that $\phi$ is a quadratic form in that coordinate system. Then we apply Proposition 2.2.

A good reference for the material in this chapter is [13].

## CHAPTER 3

## The uncertainty principle

In harmonic analysis, by the term uncertainty principle, we refer to the (rather vague) fact that a function and its Fourier transform cannot be both concentrated on small sets.

The simplest manifestation of this phenomenon is the fact that the Fourier transform of a compactly supported function cannot have compact support, unless the function is identically equal to zero.

Another way to understand the situation is the following.
Proposition 3.1 (Bernstein's inequality). Suppose $f \in L^{p}, 1 \leq p \leq \infty$ and that $\operatorname{supp} \hat{f} \subset B(0, R)$. Then

$$
\mid D^{\alpha} f\left\|_{p} \lesssim R^{|\alpha|}\right\| f \|_{p}
$$

where the implicit constant depends only on the dimension $n$.
Proof. If $p=2$ this follows from Plancherel's Theorem.

$$
\left\|D^{\alpha} f\right\|_{2}=\left\|\left(D^{\alpha} f\right)^{\wedge}\right\|_{2}=\left\|(2 \pi i \xi)^{\alpha} \hat{f}\right\|_{2} \lesssim R^{|\alpha|}\|\hat{f}\|_{2}=R^{|\alpha|}\|f\|_{2} .
$$

In the general case, fix a function $\phi \in \mathcal{S}$ with

$$
\hat{\phi}(\xi)=1 \forall \xi \in D(0,1)
$$

Then

$$
\left(\phi_{R^{-1}}\right)^{\wedge} \hat{f}=\hat{f},
$$

and therefore

$$
\phi_{R^{-1}} * f=f .
$$

Now, suppose $|\alpha|=1$. Then

$$
D^{\alpha} f=D^{\alpha} \phi_{R^{-1}} * f=R\left(D^{\alpha} \phi\right)_{R^{-1}} * f
$$

So, by Minkowski's inequality

$$
\left\|D^{\alpha} f\right\|_{p} \leq R\left\|\left(D^{\alpha} \phi\right)_{R^{-1}}\right\|_{1}\|f\|_{p}=C R\|f\|_{p}
$$

The general case follows by induction on $|\alpha|$.
Corollary 3.1. Suppose that supp $\hat{f} \subset B(0, R)$. Then

$$
\operatorname{osc}_{B} f \lesssim\|f\|_{\infty}
$$

for all discs $B$ of radius $R^{-1}$; here the implicit constant depends on $n$ only.

Proof. By the Mean Value Theorem and Bernstein's inequality we have

$$
\underset{B}{\operatorname{osc} f} \lesssim R^{-1}\|\nabla f\|_{\infty} \lesssim R^{-1} R\|f\|_{\infty}=\|f\|_{\infty} .
$$

So, if $\hat{f}$ is supported on a disc of radius $R$, then $f$ is "essentially constant" on scale $R^{-1}$.

In higher dimensional harmonic analysis, it is often the case that the support of $\hat{f}$ is not contained in a disc, but in a set of high eccentricity. This case can be understood by starting from a disc and studying the behavior of the Fourier transform under linear maps.

If $\left\{e_{j}\right\}$ is a basis for $\mathbb{R}^{n}$ and $\left\{a_{j}\right\}$ are positive numbers, then the ellipsoid with axes $\left\{e_{j}\right\}$ and widths $\left\{a_{j}\right\}$ is the set

$$
E=\left\{\xi \in \mathbb{R}^{n}: \sum_{j}\left(\frac{\left\langle\xi, e_{j}\right\rangle}{a_{j}}\right)^{2} \leq 1\right\} .
$$

Its dual ellipsoid is the set

$$
E^{*}=\left\{x \in \mathbb{R}^{n}: \sum_{j}\left(a_{j}\left\langle x, a_{j}\right\rangle\right)^{2} \leq 1\right\},
$$

A basic fact from linear algebra is that there is always a linear transformation $T$ such that

$$
\begin{gathered}
T(B(0,1))=E^{*} \\
\left(T^{*}\right)^{-1}(B(0,1))=E
\end{gathered}
$$

where $T^{*}$ is the transpose of $T$. Therefore, if $f$ is function with $\operatorname{supp} \hat{f} \subset E$, then

$$
\operatorname{supp}\left((f \circ T)^{\wedge}\right)=\operatorname{supp}\left(\hat{f} \circ\left(T^{*}\right)^{-1}\right) \subset B(0,1)
$$

and since $f \circ T$ must be "essentially constant" on translates of $B(0,1)$ we conclude that $f$ is "essentially constant" on translates of $E^{*}$. For example, by Corollary 3.1, we have

Corollary 3.2. If $\operatorname{supp} \hat{f} \subset E$, then

$$
\underset{E^{*}+a}{\operatorname{osc}} f \lesssim\|f\|_{\infty}
$$

for all $a \in \mathbb{R}^{n}$.
This can also be applied when $E$ is the "rectangle"

$$
\left\{\xi:\left|\left\langle\xi, e_{j}\right\rangle\right| \leq a_{j}\right\}
$$

and $E^{*}$ is the "dual rectangle"

$$
\left\{x:\left|\left\langle x, e_{j}\right\rangle\right| \leq a_{j}^{-1}\right\},
$$

since these rectangles are comparable to ellipsoids in the same way cubes are comparable to balls.

There are many other, and much deeper, forms of the uncertainty principle. We refer the reader to the monograph [12] for an extensive account.

## CHAPTER 4

## The restriction problem

This chapter is concerned with the following fundamental question which is still largely open.

When can one meaningfully restrict the Fourier transform of an $L^{p}$ function to the surface of the unit sphere?

More quantitatively,
For what values of $q$ is there an estimate

$$
\left\|(f d \sigma)^{\smile}\right\|_{q} \lesssim\|f\|_{\infty}
$$

for all $f \in L^{\infty}\left(S^{n-1}\right)$ ?
To find the best possible $q$, one can take $f$ to be a constant function. Then $(f d \sigma)^{2}$ may be evaluated using the technique of stationary phase (see [20], [13]). The result is as follows.

Proposition 4.1.

$$
(d \sigma)^{\vee}(x)=\Re\left(A(x) e^{2 \pi i(|x|-(n-1) / 8)}\right), \quad \text { for large }|x|,
$$

where

$$
\begin{aligned}
C^{-1}|x|^{-(n-1) / 2} & \leq|A(x)| \leq C|x|^{-(n-1) / 2} \\
\left|D^{\alpha} A(x)\right| & \leq C_{\alpha}|x|^{-(n-1) / 2-|\alpha|}
\end{aligned}
$$

In particular, $(d \sigma)^{n} \in L^{q}$ precisely when $q>2 n /(n-1)$. The restriction conjecture of Stein is the statement that

$$
(f d \sigma)^{\llcorner } \in L^{q}, \quad \text { for all } f \in L^{\infty}\left(S^{n-1}\right), q>\frac{2 n}{n-1}
$$

To begin with, let's try to estimate the $L^{2}$ norm of $(f d \sigma)^{\wedge}$ on large finite discs. To motivate the calculation, note that

$$
\left\|(d \sigma)^{\vee}\right\|_{L^{2}(B(0, R))} \simeq R^{1 / 2}, \quad \text { for large } R,
$$

by Proposition 4.1.
Proposition 4.2. If $f \in L^{\infty}\left(S^{n-1}\right)$, then

$$
\left\|(f d \sigma)^{\curlyvee}\right\|_{L^{2}(B(a, R))} \lesssim R^{1 / 2}\|f\|_{\infty} .
$$

Proof. We can assume $a=0$; otherwise we replace $f$ by

$$
f_{a}(\xi)=e^{2 \pi i a \cdot \xi} f(\xi)
$$

which has the same $L^{\infty}$ norm as $f$ and satisfies

$$
\left(f_{a} d \sigma\right)^{\llcorner }(x)=(f d \sigma)^{\check{ }}(x+a) .
$$

Let $\phi$ be a Schwartz function with the following properties.

$$
\phi \geq 1 \text { on } B(0,1) \quad \text { and } \quad \operatorname{supp} \hat{\phi} \subset B(0,1) .
$$

Let

$$
\phi^{R}(x)=\phi(x / R) .
$$

Then

$$
\left\|(f d \sigma)^{\llcorner }\right\|_{L^{2}(B(0, R))} \leq\left\|\phi^{R}(f d \sigma)^{\wedge}\right\|_{2}=\left\|\left(\phi^{R}\right)^{\wedge} *(f d \sigma)\right\|_{2} .
$$

Now

$$
\left(\phi^{R}\right)^{\wedge}(\xi)=R^{n} \hat{\phi}(R \xi),
$$

and therefore

$$
\left|\left(\phi^{R}\right)^{\wedge} *(f d \sigma)(\xi)\right|=R^{n}\left|\int \hat{\phi}(\xi-R \eta) f(\eta) d \sigma(\eta)\right| \lesssim R^{n}\|f\|_{\infty} \sigma\left(B\left(\xi, R^{-1}\right)\right)
$$

The latter quantity is $\lesssim R\|f\|_{\infty}$ for any $\xi$ and is 0 if $\operatorname{dist}\left(\xi, S^{n-1}\right)>1 / R$. Accordingly,

$$
\left\|\left(\phi^{R}\right)^{\wedge} *(f d \sigma)\right\|_{2} \lesssim R\|f\|_{\infty}\left|\left\{\xi: \operatorname{dist}\left(\xi, S^{n-1}\right)<1 / R\right\}\right|^{1 / 2} \lesssim R^{1 / 2}\|f\|_{\infty}
$$

With a slightly more careful argument one can obtain the same estimate when $f$ is just in $L^{2}$, i.e.,

$$
\left\|(f d \sigma)^{\llcorner }\right\|_{L^{2}(B(a, R))} \lesssim R^{1 / 2}\|f\|_{L^{2}\left(S^{n-1}\right)} .
$$

The Stein-Tomas theorem is a bound of the form

$$
\left\|(f d \sigma)^{\curvearrowleft}\right\|_{q} \leq C\|f\|_{L^{2}(d \sigma)}
$$

with an optimal value of $q(=1(n+1) /(n-1))$ which is larger than $2 n /(n-1)$, reflecting a difference between $L^{2}$ and $L^{\infty}$ densities $f$. To understand this distinction, consider a function which has small support, so that its $L^{2}$ norm will be much smaller than its $L^{\infty}$ norm. Indeed, consider the spherical cap

$$
\mathcal{C}_{e}^{\delta}=\left\{\xi \in S^{n-1}:|\xi-e|<\delta\right\} .
$$

The smallest convex set containing $\mathcal{C}_{e}^{\delta}$ is essentially a rectangle with width $\delta^{2}$ in the $e$ direction and $\delta$ in the perpendicular directions. Therefore, $\left|(f d \sigma)^{\nu}\right|$ should be essentially constant on translates of the dual rectangle

$$
\tau_{e}^{\delta}(a)=\left\{x \in \mathbb{R}^{n}:|(x-a) \cdot e|<\frac{1}{2} \delta^{-2},\left|P_{e^{\perp}}(x-a)\right|<\delta^{-1}\right\}
$$

where

$$
P_{e^{\perp}}(x)=x-\langle x, e\rangle e
$$

is the projection of $x$ on the line passing through the origin orthogonal to $e$.

Proposition 4.3 (Knapp counterexample). For any $e \in S^{n-1}$, $a \in \mathbb{R}^{n}$, and small positive $\delta$, there is a function $f: S^{n-1} \rightarrow \mathbb{C}$ with

$$
\|f\|_{\infty} \leq 1, \operatorname{supp} f \subset \mathcal{C}_{e}^{\delta} \text { and }\left|(f d \sigma)^{\smile}\right| \gtrsim \delta^{n-1} \text { on } \tau_{e}^{\delta}(a)
$$

Proof. Let $f(\xi)=e^{-2 \pi i \xi \cdot a}$ if $\xi \in \mathcal{C}_{e}^{C_{0}^{-1} \delta}$ and zero otherwise; here $C_{0}$ is a large positive constant depending on $n$ only. If $C_{0}$ is large enough, then we have

$$
|(\xi-e) \cdot(x-a)|<\frac{1}{100} \quad \forall \xi \in \mathcal{C}_{e}^{C_{0}^{-1} \delta}, x \in \tau_{e}^{\delta}(a)
$$

This is because

$$
(\xi-e) \cdot(x-a)=(\xi-e) \cdot e(x-a) \cdot e+P_{e^{\perp}}(\xi-e) \cdot P_{e^{\perp}}(x-a),
$$

with

$$
\left|P_{e^{\perp}}(\xi-e)\right|<C_{0}^{-1} \delta,\left|P_{e^{\perp}}(x-a)\right|<\delta^{-1},|(\xi-e) \cdot e| \lesssim\left(C_{0}^{-1} \delta\right)^{2},
$$

and

$$
|(x-a) \cdot e| \lesssim \delta^{-2} .
$$

Accordingly, for $x \in \tau_{e}^{\delta}(a)$

$$
\begin{aligned}
\left|(f d \sigma)^{\check{ }}(x)\right| & =\left|\int_{\mathcal{C}_{e}^{C_{0}^{-1} \delta}} e^{2 \pi i(x-a) \cdot \xi} d \sigma(\xi)\right|=\left|\int_{\mathcal{C}_{e}^{C_{0}^{-1} \delta}} e^{2 \pi i(x-a) \cdot(\xi-e)} d \sigma(\xi)\right| \\
& \geq \int_{\mathcal{C}_{e}^{C_{0}^{-1} \delta}} \Re\left(e^{2 \pi i(x-a) \cdot(\xi-e)}\right) d \sigma(\xi) \\
& \geq \cos \left(\frac{2 \pi}{100}\right) \sigma\left(\mathcal{C}_{e}^{C_{0}^{-1} \delta}\right) \simeq \delta^{n-1} .
\end{aligned}
$$

With $f$ as in Proposition 4.3, we have

$$
\|f\|_{L^{2}(d \sigma)} \lesssim \delta^{\frac{n-1}{2}} \quad \text { and } \quad\left\|(f d \sigma)^{\smile}\right\|_{q} \gtrsim \delta^{n-1-\frac{n+1}{q}}
$$

since the volume of $\tau_{e}^{\delta}(a)$ is approximately $\delta^{-(n+1)}$. Therefore, a bound of the form

$$
\left\|(f d \sigma)^{\sim}\right\|_{q} \lesssim\|f\|_{L^{2}(d \sigma)}
$$

can only hold if

$$
\frac{n-1}{2} \leq n-1-\frac{n+1}{q}
$$

which means

$$
q \geq 2 \frac{n+1}{n-1}
$$

Proposition 4.4 (Stein-Tomas theorem). If $q \geq 2(n+1) /(n-1)$ then

$$
\left\|(f d \sigma)^{\varsigma}\right\|_{q} \lesssim\|f\|_{L^{2}(d \sigma)}
$$

Sketch of the Proof. First show that the following three assertions are equivalent for any given $p<2$, where $p^{\prime}=p /(p-1)$.
(1) $\left\|(f d \sigma)^{\ulcorner }\right\|_{p^{\prime}} \leq C\|f\|_{L^{2}(d \sigma)} \quad$ for all $\quad f \in L^{2}(d \sigma)$
(2) $\|\hat{f}\|_{L^{2}(d \sigma)} \leq C\|f\|_{p} \quad$ for all $\quad f \in \mathcal{S}$
(3) $\|\check{\sigma} * f\|_{p^{\prime}} \leq C^{2}\|f\|_{p} \quad$ for all $\quad f \in \mathcal{S}$

To prove (3) (hence (1)), let $\phi \in \mathcal{S}$ have compact support and satisfy

$$
\phi(x)=1 \forall x \in B(0,1) .
$$

Put

$$
\psi_{j}(x)=\phi\left(2^{-j} x\right)-\phi\left(2^{-(j-1)} x\right) .
$$

Show that if $f \in \mathcal{S}$, then

$$
\sigma * f=(\phi \check{\sigma}) * f+\sum_{j \geq 1}\left(\psi_{j} \check{\sigma}\right) * f \quad \text { uniformly }
$$

Now prove the estimates

$$
\left\|\left(\psi_{j} \check{\sigma}\right) * f\right\|_{\infty} \lesssim 2^{-j \frac{n-1}{2}}\|f\|_{1},
$$

and

$$
\left\|\left(\psi_{j} \check{\sigma}\right) * f\right\|_{2} \leq 2^{j}\|f\|_{2}
$$

Use these and Riesz-Thorin to obtain (3) in the case

$$
p^{\prime}>2(n+1) /(n-1) .
$$

To prove the endpoint estimate, show that

$$
\begin{gathered}
\left\|\sum_{j} 2^{\left(\frac{n-1}{2}+i t\right) j}\left(\psi_{j} \check{\sigma}\right) * f\right\|_{\infty} \lesssim\|f\|_{1}, \\
\left\|\sum_{j} 2^{(-1+i t) j}\left(\psi_{j} \check{\sigma}\right) * f\right\|_{2} \lesssim\|f\|_{2},
\end{gathered}
$$

and then use complex interpolation.
A different proof, based on estimates for Fourier integral operators, may be found in [20].

## CHAPTER 5

## Kakeya sets

A basic fact proved by Besicovitch in the 20's is that for any $n \geq 2$ there is a compact set $E \subset \mathbb{R}^{n}$ with measure zero, which contains a unit line segment in every direction, i.e.,

$$
\forall e \in S^{n-1} \exists a \in \mathbb{R}^{n}: a+t e \in E \forall t \in[-1 / 2,1 / 2]
$$

Such sets are called Besicovitch or Kakeya sets.
There are many variants of this construction. We will present one of them (due to T. Wolff) and then discuss some further properties of Besicovitch sets.

Lemma 5.1. Let $N$ be a large integer. Then there is a family of lines $\left\{l_{a}\right\}$, where a runs over the set of $N^{N}$ numbers of the form

$$
a=\sum_{j=1}^{N} \frac{a_{j}}{N^{j}}, \quad a_{j} \in\{0, \ldots, N-1\}
$$

such that the slope of $l_{a}$ is $a$, and if we let $l_{a}^{t}$ be the unique $y \in \mathbb{R}$ such that $(t, y) \in l_{a}$, then
(i) If $a<b$ then $l_{a}^{1}<l_{b}^{1}$.
(ii) For each $t \in[0,1]$, the set $\left\{y \in \mathbb{R}:\left|y-l_{a}^{t}\right| \leq N^{-N}\right.$ for some $\left.a\right\}$ has measure $\leq 4 / N$.

Proof. We define $l_{a}$ by letting its $y$-intercept be

$$
-\sum_{j=1}^{N} \frac{(j-1) a_{j}}{N^{j+1}}
$$

and check that (i) and (ii) hold. We have

$$
l_{a}^{t}=-\sum_{j=1}^{N} \frac{(j-1) a_{j}}{N^{j+1}}+t \sum_{j=1}^{N} \frac{a_{j}}{N^{j}}=\sum_{j=1}^{N} \frac{(N t-j+1) a_{j}}{N^{j+1}} .
$$

Proof of (i). If $a>b$, then let $k$ be the smallest index with $a_{k} \neq b_{k}$. Then $a_{k}-b_{k} \geq 1$, and $a_{j}-b_{j} \geq-(N-1)$ for $j>k$. So

$$
\begin{aligned}
l_{a}^{1}-l_{b}^{1} & =\frac{(n-k+1)\left(a_{k}-b_{k}\right)}{N^{k+1}}+\sum_{j>k} \frac{(N-j+1)\left(a_{j}-b_{j}\right)}{n^{j+1}} \\
& \geq \frac{N-k+1}{N^{k+1}}-(N-1) \sum_{j>k} \frac{N-j+1}{N^{j+1}}
\end{aligned}
$$

$$
\geq \frac{N-k+1}{N^{k+1}}-(N-k+1)(N-1) \sum_{j>k} \frac{1}{N^{j+1}}>0
$$

by the formula for the sum of a geometric series.
Proof of (ii). Given $t \in[0,1]$, choose an integer $k$ such that $(k-1) / N \leq t<$ $k / N$. Suppose that $a_{j}=b_{j}$ for $j \leq k-1$. Then

$$
\left|l_{a}^{t}-l_{b}^{t}\right|=\left|\sum_{j \geq k} \frac{(N t-j+1)\left(a_{j}-b_{j}\right)}{N^{j+1}}\right| \leq \sum_{j \geq k} \frac{(|k-j|+1)\left|a_{j}-b_{j}\right|}{N^{j+1}}
$$

with the last inequality true since $N t-j+1 \in[k-j, k-j+1)$. So,

$$
\left|l_{a}^{t}-l_{b}^{t}\right| \leq \sum_{j \geq k} \frac{j-k+1}{N^{j}} \leq 2 N^{-k} \quad(\text { if } N \text { is large })
$$

There are $N^{k-1}$ choices for the sequence $\left\{a_{j}\right\}_{j=1}^{k-1}$, so the set $\left\{l_{a}^{t}\right\}$ is contained in the union of $N^{k-1}$ intervals of length $2 N^{-k}$. Hence $\left\{y:\left|y-l_{a}^{t}\right| \leq N^{-N}\right\}$ is contained in $N^{k-1}$ intervals of length $2 N^{-N}+2 N^{-k} \leq 4 N^{-k}$, so has measure $\leq 4 / N$.

Now consider (for fixed $a$ ) the set

$$
S_{l_{a}}^{\delta}=\left\{(t, y): 0 \leq t \leq 1, \operatorname{dist}\left(y, l_{a}^{t}\right) \leq \delta\right\}
$$

where $\delta=1 / 2 N^{-N}$. It evidently contains a line segment connecting $x=0$ to $x=1$ with slope $m$, for every $m$ with $|m-a| \leq N^{-N}$. If $0 \leq m \leq 1$, then $|m-a| \leq N^{-N}$ for some $a=\sum_{j=1}^{N} \frac{a_{j}}{N^{j}}$. Now let

$$
E=\bigcup_{a} S_{l_{a}}^{\delta}
$$

We will use the notation $E^{t}=\{y:(t, y) \in E\}$. The following is now obvious.
Corollary 5.1. There is a set $E_{N}$ with the following two properties.
(i) $E_{N}$ contains a line segment connecting $x=0$ to $x=1$ with slope $m$, for every $m \in[0,1]$.
(ii) $\left|E_{N}^{t}\right| \leq 4 / N$ for every $t \in[0,1]$ (in particular, $\left|E_{N}\right| \leq 4 / N$ ).

Remark. The preceding construction may be understood geometrically in terms of a variant on the Perron tree (cf [10]). Namely, start with a triangle. Cut it in $N$ pieces by subdividing the vertical edge in $N$ equal segments. Leave the top triangle alone and slide the others upward until the $x=0$ intercepts coincide. Next, take each of the resulting triangles and subdivide it in $N$ triangles as above. Thus, we have $N$ families of $N$ "small" triangles. Within each family, leave the top triangle alone and slide the others upward until the $x=1 / N$ intercepts coincide. Subdivide each of the $N^{2}$ resulting triangles obtaining $N^{2}$ families of $N$ "smaller" triangles. Within each family, leave the top triangle alone and slide the others upward until the $x=2 / N$ intercepts coincide. Now repeat the process at abscissas $3 / N, 4 / N, \ldots$.

Proposition 5.1. Besicovitch sets exist in $\mathbb{R}^{n}$, for any $n \geq 2$.
Proof. To construct a Besicovitch set in $\mathbb{R}^{2}$, it suffices to construct a compact set with measure zero containing a line segment connecting $x=0$ to $x=1$ with slope $m$ for every $m \in[0,1]$. This is done by passing to the limit as $N \rightarrow \infty$ in Corollary 5.1. However, one has to be careful about convergence.

Lemma 5.2. Suppose $F$ is a compact set with property (i) of Corollary 5.1 and that $\delta>0, \varepsilon>0$. Then there is another compact set $\tilde{F}$ with property (i), such that $\tilde{F} \subset\{z: \operatorname{dist}(z, F)<\delta\}$ and $|\tilde{F}|<\varepsilon$.

Proof. Note that the sets $E_{N}$ in Corollary 5.1 are contained in $Q \stackrel{\text { def }}{=}$ $[0,1] \times[-1,1]$. If $l$ is a segment connecting $x=0$ to $x=1$ with slope $m$ and $y$-intercept $b$ then the affine map

$$
A_{l}^{\delta}(x, y)=(x, \delta y+b+m x)
$$

takes $Q$ onto $S_{l}^{\delta}$, and maps segments with slope $\mu$ to segments with slope $m+\delta \mu$. Accordingly, $A_{l}^{\delta}\left(E_{N}\right)$ is a subset of $S_{l}^{\delta}$ which contains segments with all slopes between $m$ and $m+\delta$, and $\left|A_{l}^{\delta}\left(E_{N}\right)\right| \leq 4 \delta / N$. Now choose segments $l_{j} \subset F$ with

$$
\operatorname{slope}\left(l_{j}\right)=j \delta, \quad j=0, \ldots,[1 / \delta] .
$$

Let

$$
\tilde{F}=\bigcup_{j=0}^{[1 / \delta]} A_{l_{j}}^{\delta}\left(E_{N}\right)
$$

where $N$ is sufficiently large. Then $\tilde{F} \subset\{z: \operatorname{dist}(z, F)<\delta\}$ and $\tilde{F}$ contains segments with all slopes between 0 and 1 . Moreover

$$
|\tilde{F}| \leq[1 / \delta] \frac{4 \delta}{N} \leq \frac{4}{N}<\varepsilon
$$

provided $N$ has been chosen $>4 / \varepsilon$.
To finish the proof of the proposition when $n=2$, we recursively choose a sequence of sets $\left\{F_{j}\right\}_{j=1}^{\infty}$ and numbers $\delta_{j} \rightarrow 0$ such that
(i) $F_{j}$ has property (i) of Corollary $5.1, \forall j \geq 1$.
(ii) $\left\{z: \operatorname{dist}\left(z, F_{j}\right) \leq \delta_{j}\right\} \subset\left\{z: \operatorname{dist}\left(z, F_{j-1}\right) \leq \delta_{j-1}\right\}, \forall j \geq 2$.
(iii) $\left|\left\{z: \operatorname{dist}\left(z, F_{j}\right) \leq \delta_{j}\right\}\right|<2^{-j}, \forall j \geq 2$.

Namely, we can take $F_{1}$ to be $E_{N}$ of Corollary 5.1 for any large enough $N$, and any sufficiently small number for $\delta_{1}$. If $F_{j}$ and $\delta_{j}$ have been chosen, then we choose $F_{j+1}$ by Lemma 5.2 with $F=F_{j}, \delta=\delta_{j}$ and $\varepsilon=2^{-(j+1)}$. If we then choose $\delta_{j+1}$ sufficiently small we will have (i)-(iii) for $j+1$. Now let

$$
F=\bigcap_{j}\left\{z: \operatorname{dist}\left(z, F_{j}\right) \leq \delta_{j}\right\} .
$$

Then $F$ is compact with measure zero, and a simple compactness argument shows that $F$ has property (i) of Corollary 5.1. This completes the proof of the proposition when $n=2$. For $n>2$, it suffices to consider $E \times D$, where $E$ is a Besicovitch set in $\mathbb{R}^{2}$, and $D$ is a closed disc of radius 1 in $\mathbb{R}^{n-2}$.

We now give another application of Lemma 5.1, which is needed for the disc multiplier counterexample argument.

Proposition 5.2. Let $\delta=1 / 100 N^{-N}$. Then there is a collection of $1 /(100 \delta)$ rectangles $T_{a}$ with dimensions $1 \times \delta$, so that
(i) $\left|\bigcup_{a} T_{a}\right| \leq 4 / N$.
(ii) Let $\tilde{T}_{a}$ be the rectangle obtained by translating $T_{a}$ along its axis by $C_{0}$ units $C_{0} \geq 2$. Then the rectangles $\tilde{T}_{a}$ are pairwise disjoint.

Proof. Let $l_{a}$ be one of the segments in Lemma 5.1. Form the rectangle $T_{a}$ as follows: $T_{a}$ has length 1 , width $\delta$, axis along $l_{a}$ and its furthest left vertex is on the $y$-axis. One can check that $T_{a}$ is contained in the set

$$
\left\{(x, y): 0 \leq x \leq 1 \text { and }\left|y-l_{a}^{x}\right|<\frac{1}{100} N^{-N}\right\},
$$

and furthermore $\tilde{T}_{a}$ is contained in

$$
\left\{(x, y): x \geq \sqrt{2} \text { and }\left|y-l_{a}^{x}\right|<\frac{1}{100} N^{-N}\right\} .
$$

Property (i) now follows from (ii) of Lemma 5.1. For (ii), suppose toward a contradiction that $a>b$ and $\tilde{T}_{a} \cap \tilde{T}_{b} \neq \emptyset$. Fix $(x, y) \in \tilde{T}_{a} \cap \tilde{T}_{b}$. Then $x>\sqrt{2}$ and

$$
\left|l_{a}^{x}-l_{b}^{x}\right| \leq\left|l_{a}^{x}-y\right|+\left|y-l_{b}^{x}\right|<\frac{1}{50} N^{-N}
$$

On the other hand

$$
l_{a}^{x}-l_{b}^{x}=\left(l_{a}^{x}-l_{a}^{1}\right)-\left(l_{b}^{x}-l_{b}^{1}\right)+\left(l_{a}^{1}-l_{b}^{1}\right) .
$$

The last term is positive by (i) of Lemma 5.1, so

$$
l_{a}^{x}-l_{b}^{x} \geq N^{-N}(\sqrt{2}-1)
$$

This is a contradiction since $\sqrt{2}-1>1 / 50$.
There is a basic open question about Besicovitch sets, which can be stated vaguely as "How small can they really be?". In order to state a more precise question, we need a notion of "size", or fractal dimension. One can work with the Hausdorff dimension, but to avoid technical complications, we use instead the "lower Minkowski dimension" (see [17] for several different notions of dimension) defined as follows: If $E \subset \mathbb{R}^{n}$ is compact then

$$
\operatorname{dim} E=\sup \left\{\alpha: \exists C_{a} \text { with }\left|E_{\delta}\right| \geq C_{\alpha}^{-1} \delta^{n-\alpha} \forall \delta \in(0,1]\right\},
$$

where $E_{\delta}$ is by definition $\{z: \operatorname{dist}(z, E)<\delta\}$. Thus, $\operatorname{dim} E$ measures the rate at which $\left|E_{\delta}\right| \rightarrow 0$, as $\delta \rightarrow 0$. If $E$ has positive measure then $\operatorname{dim} E=n$, if $E$ is a point then $\operatorname{dim} E=0$, if $E$ is the Cantor set then $\operatorname{dim} E=\log 2 / \log 3$.

Kakeya problem. If $E \subset \mathbb{R}^{n}$ is a Besicovitch set, then does it follow that the dimension of $E$ is $n$ ?

If $n=2$, then the answer is yes. This is due to R.O. Davies, see [10]. For general $n$, we refer the reader to [21], [3], [14] and [15].

In order to discuss this further, we need some notation. Since there is no distinction between segments pointing in the $e$ and $-e$ direction, we let

$$
\mathbb{P}^{n-1}=S^{n-1} /\{ \pm 1\}
$$

i.e., $S^{n-1}$ with $e$ and $-e$ identified, and define a distance on $\mathbb{P}^{n-1}$ by

$$
\theta(e, f)=\cos ^{-1}(|e-f|) \in[0, \pi / 2],
$$

thus, $\theta(e, f)$ is the unoriented angle subtended by $e$ and $f$. For $e \in \mathbb{P}^{n-1}$, $a \in \mathbb{R}^{n}$, we let

$$
T_{e}^{\delta}(a)=\left\{x \in \mathbb{R}^{n}:|(x-a) \cdot e|<\frac{1}{2} \text { and }\left|P_{e^{\perp}}(x-a)\right|<\delta\right\} .
$$

We will need the following purely geometrical fact, whose proof is left to the reader.

Lemma 5.3. Assume that $e, f \in \mathbb{P}^{n-1}$ and $a, b \in \mathbb{R}^{n}$, then
(i) $\left|T_{e}^{\delta}(a) \cap T_{f}^{\delta}(b)\right| \leq C \delta^{n} /(\theta(e, f)+\delta)$.
(ii) $\operatorname{diam}\left(T_{e}^{\delta}(a) \cap T_{f}^{\delta}(b)\right) \leq C \delta /(\theta(e, f)+\delta)$.

So, $T_{e}^{\delta}(a) \cap T_{f}^{\delta}(b)$ is contained in a rectangle of dimensions

$$
C \delta \times \cdots \times C \delta \times \frac{C \delta}{\theta(e, f)}
$$

Note that the bounds are independent of $a$ and $b$. We also define a $\delta$-separated set in $\mathbb{P}^{n-1}$ to be a set $\left\{e_{j}\right\}$ such that $\theta\left(e_{j}, e_{k}\right) \geq \delta$ for all $j \neq k$. A maximal $\delta$-separated set is a set which is $\delta$-separated and is not contained in any larger $\delta$-separated subset. If $\left\{e_{j}\right\}_{j=1}^{M}$ is a maximal $\delta$-separated subset, then $M \simeq$ $\delta^{-(n-1)}$. This may be seen by volume counting, since the discs $\left\{e \in \mathbb{P}^{n-1}\right.$ : $\left.\theta\left(e, e_{j}\right)<\delta / 2\right\}$ are disjoint (by $\delta$-separateness), and the discs $\left\{e \in \mathbb{P}^{n-1}\right.$ : $\left.\theta\left(e, e_{j}\right)<\delta\right\}$ cover $\mathbb{P}^{n-1}$ (by maximality).

We will now prove a partial result on the Kakeya problem.
Proposition 5.3. If $E \subset \mathbb{R}^{n}$ is a Besicovitch set, then $\operatorname{dim} E \geq(n+1) / 2$.
Proof. The proof we give is due to Bourgain, see [2]. It is not the shortest possible, but it is the most illuminating. Note to begin with, that $E_{\delta}$ must contain the $\delta$-neighborhood of a unit line segment in the $e$ direction for every $e$. Thus

$$
\begin{equation*}
\forall e \in \mathbb{P}^{n-1} \exists a \in \mathbb{R}^{n}: T_{e}^{\delta}(a) \subset E_{\delta} \tag{5.1}
\end{equation*}
$$

Fix a maximal $C_{0} \delta$-separated subset $\left\{e_{j}\right\}_{j=1}^{M}, M \simeq \delta^{-(n-1)}$ and let $T_{j}$ be the tube $T_{e_{j}}^{\delta}\left(a_{j}\right)$ given by (5.1). Here $C_{0}$ is a large constant. Let $N$ be a large integer to be chosen later and consider two possibilities.
(i) There is no point $x \in \mathbb{R}^{n}$ such that $x$ belongs to more than $N T_{j}$ 's.
(ii) There is at least one point $b \in \mathbb{R}^{n}$ which belongs to at least $N T_{j}$ 's.

In case (i) we have

$$
\left|E_{\delta}\right| \geq\left|\bigcup_{j} T_{j}\right| \geq \frac{1}{N} \sum_{j}\left|T_{j}\right| \simeq \frac{1}{N} \delta^{-(n-1)} \delta^{n-1}=\frac{1}{N}
$$

In case (ii), fix a point $b$ belonging to $N T_{j}$ 's. We can assume that these are $T_{1}, \ldots, T_{N}$. Consider the "outer halves" of the tubes, i.e., the sets

$$
\tilde{T}_{j}=\left\{x \in \mathbb{R}^{n}:|x-b| \geq \frac{1}{4}\right\} \cap T_{j}, \quad j=1, \ldots, N .
$$

It is clear that $\left|\tilde{T}_{j}\right| \simeq\left|T_{j}\right| \simeq \delta^{n-1}$. On the other hand, the sets $\tilde{T}_{j}$ are pairwise disjoint, provided $C_{0}$ has been chosen large enough. This follows because, by Lemma 5.3, we have

$$
\left.\operatorname{diam}\left(T_{j} \cap T_{k}\right) \leq \frac{C}{C_{0}}<\frac{1}{4}, \quad \text { (if } C_{0} \text { is large }\right)
$$

and $b \in T_{j} \cap T_{k},|x-b| \geq 1 / 4 \forall x \in \tilde{T}_{j} \cup \tilde{T}_{k}$. Therefore

$$
\left|E_{\delta}\right| \geq\left|\bigcup_{j} \tilde{T}_{j}\right|=\sum_{j}\left|\tilde{T}_{j}\right| \simeq N \delta^{n-1}
$$

We conclude that

$$
\left|E_{\delta}\right| \gtrsim \min \left\{\frac{1}{N}, N \delta^{n-1}\right\}
$$

in all cases. Taking $N=\left[\delta^{-(n-1) / 2}\right]$, this means that

$$
\left|E_{\delta}\right| \gtrsim \delta^{(n-1) / 2}, \quad \text { for all } \delta,
$$

which is equivalent to $\operatorname{dim} E \geq(n+1) / 2$.
Note that Proposition 5.3 does not give the right bound when $n=2$, since it is known that then $\operatorname{dim} E=2$.

Proposition 5.4. If $E \subset \mathbb{R}^{2}$ is a Besicovitch set, then $\operatorname{dim} E=2$.
Proof. The idea of this proof is based on an argument due to Córdoba [7], although he did not state the result this way. Fix $\delta>0$, let $\left\{e_{j}\right\}_{j=1}^{M}$ be a maximal $\delta$-separated set of directions in $\mathbb{P}^{1}$, and let $T_{j}=T_{e_{j}}^{\delta}\left(a_{j}\right)$ be a $1 \times \delta$ rectangle with axis in the $e_{j}$ direction which is contained in $E_{\delta}$. Note that if $\delta<\sigma<\pi / 2$, then for each $j$, the set $\left\{k: \theta\left(e_{j}, e_{k}\right) \leq \sigma\right\}$ has cardinality $\leq C \sigma / \delta$. Therefore

$$
\begin{align*}
1 & \simeq \sum_{j=1}^{M}\left|T_{j}\right|=\left\|\sum_{j=1}^{M} \chi_{T_{j}}\right\|_{1} \leq\left\|\sum_{j=1}^{M} \chi_{T_{j}}\right\|_{2}\left|E_{\delta}\right|^{1 / 2}  \tag{5.2}\\
& =\left(\sum_{j, k}\left|T_{j} \cap T_{k}\right|\right)^{1 / 2}\left|E_{\delta}\right|^{1 / 2} \lesssim\left(M \delta+\sum_{j \neq k}\left|T_{j} \cap T_{k}\right|\right)^{1 / 2}\left|E_{\delta}\right|^{1 / 2} .
\end{align*}
$$

Fix $j$ and consider $\sum_{k: k \neq j}\left|T_{j} \cap T_{k}\right|$. By Lemma 5.3,

$$
\left|T_{j} \cap T_{k}\right| \leq C \delta^{2} / \theta\left(e_{j}, e_{k}\right)
$$

Hence

$$
\begin{aligned}
\sum_{k: k \neq j}\left|T_{j} \cap T_{k}\right| & \leq \sum_{0 \leq m \leq \log (1 / \delta)} \operatorname{card}\left(\left\{k: \theta\left(e_{j}, e_{k}\right) \in\left[\delta 2^{m}, \delta 2^{m+1}\right]\right\}\right) \frac{\delta^{2}}{\delta 2^{m}} \\
& \leq C \sum_{0 \leq m \leq \log (1 / \delta)} 2^{m} \frac{\delta^{2}}{\delta 2^{m}} \simeq \delta \log \frac{1}{\delta}
\end{aligned}
$$

(5.2) now implies that

$$
1 \lesssim\left(M \delta+M \delta \log \frac{1}{\delta}\right)^{1 / 2}\left|E_{\delta}\right|^{1 / 2} \lesssim\left(\log \frac{1}{\delta}\right)^{1 / 2}\left|E_{\delta}\right|^{1 / 2}
$$

Hence

$$
\left|E_{\delta}\right| \geq(C \log (1 / \delta))^{-1}
$$

Since $(\log (1 / \delta))^{-1}$ goes to zero slower than any power of $\delta$, this implies that $\operatorname{dim} E=2$.

Remark. The same proof works in any dimension, but gives the bound $\operatorname{dim} E \geq 2$, which is rather disappointing if $n>2$.

It is a remarkable fact that the restriction conjecture implies the Kakeya conjecture. This is due to Bourgain, although a related construction was done earlier in [4]. Both constructions are variants on the argument in [11].

Proposition 5.5. If the restriction conjecture is true, then Besicovitch sets have dimension $n$.

Proof. Let $E$ be a Besicovitch set. Fix $\delta$; then $E_{\delta}$ contains a tube $T_{e}^{\delta}\left(a_{e}\right)$ for every $e \in \mathbb{P}^{n-1}$. Let $\left\{e_{j}\right\}_{j=1}^{M}$ be a maximal $C_{0}$-separated subset of $\mathbb{P}^{n-1}$, and also regard $\left\{e_{j}\right\}_{j=1}^{M}$ as a set on the sphere $S^{n-1}$ by choosing (arbitrarily) one of the two possible directions. Then, in the notation of Chapter 4, the spherical caps $\mathcal{C}_{e_{j}}^{\delta}$ are disjoint, provided $C_{0}$ is large enough. Also, let $\tau_{j}$ be the tube obtained by dilating $T_{e_{j}}^{\delta}\left(a_{e_{j}}\right)$ by a factor of $\delta^{-2}$. Then, in the notation of Chapter 4, $\tau_{j}=\tau_{e_{j}}^{\delta}\left(\delta^{-2} a_{e_{j}}\right)$. By the Knapp counterexample, there are functions $f_{j}: S^{n-1} \rightarrow \mathbb{C}$ such that

$$
\operatorname{supp} f_{j} \subset \mathcal{C}_{e_{j}}^{\delta},\left\|f_{j}\right\|_{\infty} \leq 1
$$

and

$$
\begin{equation*}
\left|\left(f_{j} d \sigma\right)^{\check{ }}(x)\right| \geq C^{-1} \delta^{n-1}, \forall x \in \tau_{j} . \tag{5.3}
\end{equation*}
$$

Now suppose $\left\{\varepsilon_{j}\right\}_{j=1}^{M}$ are $\pm 1$ 's. Then

$$
\left\|\sum_{j=1}^{M} \varepsilon_{j} f_{j}\right\|_{L^{\infty}\left(S^{n-1}\right)} \leq 1
$$

so, by the restriction conjecture

$$
\begin{equation*}
\left\|\sum_{j=1}^{M} \varepsilon_{j}\left(f_{j} d \sigma\right)^{-}\right\|_{q} \leq C_{q}, \quad \forall q>\frac{2 n}{n-1} . \tag{5.4}
\end{equation*}
$$

On the other hand

$$
\begin{array}{ll}
\mathbb{E}\left(\left\|\sum_{j=1}^{M} \varepsilon_{j}\left(f_{j} d \sigma\right)^{\smile}\right\|_{q}^{q}\right) & =\int \mathbb{E}\left(\left|\sum_{j=1}^{M} \varepsilon_{j}\left(f_{j} d \sigma\right)^{\smile}(x)\right|^{q}\right) d x \\
\text { (by Khinchin) } & \gtrsim \int\left(\sum_{j=1}^{M} \mid\left(f_{j} d \sigma\right)^{\smile}(x)^{2}\right)^{q / 2} d x \\
(\text { by }(5.3)) & \gtrsim \delta^{(n-1) q} \int\left|\sum \chi_{\tau_{j}}(x)\right|^{q / 2} d x \\
\left(x \mapsto \delta^{2} x\right) & =\delta^{(n-1) q-2 n} \int\left|\sum \chi_{T_{j}}(x)\right|^{q / 2} d x
\end{array}
$$

where we have set $T_{j}=T_{e_{j}}^{\delta}\left(a_{e_{j}}\right)$. Combining this with (5.4) we conclude that

$$
\left\|\sum \chi_{T_{j}}\right\|_{q / 2} \leq \delta^{4 n / q-2(n-1)}, \forall q>\frac{2 n}{n-1} .
$$

On the other hand

$$
1 \simeq \sum_{j=1}^{M}\left|T_{j}\right|=\left\|\sum \chi_{T_{j}}\right\|_{1} \leq\left\|\sum \chi_{T_{j}}\right\|_{q / 2}\left|E_{\delta}\right|^{1-2 / q} \leq C_{q} \delta^{4 n / q-2(n-1)}\left|E_{\delta}\right|^{1-2 / q}
$$

which means

$$
\left|E_{\delta}\right| \gtrsim \delta^{2 n-2 q /(q-2)}
$$

or

$$
\operatorname{dim} E \geq 2 q /(q-2)-n
$$

As $q \searrow 2 n /(n-1)$, the number $2 q /(q-2)-n \rightarrow n$, so this finishes the proof.

## Problems

1. If you know what Hausdorff dimension is, then show that

$$
\text { Hausdorff dimension of } E \leq \operatorname{dim} E
$$

for all compact sets $E$, and that strict inequality can hold.
2. (a) Suppose $0<\lambda \leq 1, E \subset \mathbb{R}^{n}$ and the following holds: for any $e \in \mathbb{P}^{n-1}$, there is a tube $T_{e}^{\delta}(a)$ such that $\left|E \cap T_{e}^{\delta}(a)\right| \geq \lambda\left|T_{e}^{\delta}(a)\right|$. By generalizing the argument in Proposition 5.3, show that then $|E| \geq C^{-1} \delta^{(n-1) / 2} \lambda^{(n+1) / 2}$. (b) A further generalization is possible. Suppose $o<\lambda \leq 1, E \subset \mathbb{R}^{n}, \Omega \subset \mathbb{P}^{n-1}$ and for each $e \in \Omega$ there is a tube $T_{e}^{\delta}(a)$ such that $\left|E \cap T_{e}^{\delta}(a)\right| \geq \lambda\left|T_{e}^{\delta}(a)\right|$. Then $|E| \geq C^{-1}\left(\delta^{n-1}|\Omega|\right)^{1 / 2} \lambda^{(n+1) / 2}$.
3. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$. The Kakeya maximal function $f_{\delta}^{*}: \mathbb{P}^{n-1} \rightarrow \mathbb{R}$, is defined by

$$
f_{\delta}^{*}(e) \stackrel{\text { def }}{=} \sup _{a} \frac{1}{\left|T_{e}^{\delta}(a)\right|} \int_{T_{e}^{\delta}(a)}|f| .
$$

There is another formulation of the Kakeya problem in terms of this maximal function, namely, that the estimate

$$
\begin{equation*}
\forall \varepsilon \exists C_{\varepsilon}:\left\|f_{\delta}^{*}\right\|_{L^{p}\left(\mathbb{P}^{n-1}\right)} \leq C_{\varepsilon} \delta^{-\varepsilon}\|f\|_{p}, \quad \text { where } p=n, \tag{5.5}
\end{equation*}
$$

should hold.
(a) Show that this estimate, if true, would imply that Besicovitch sets have dimension $n$.
(b) Show that the estimate (5.5) cannot hold if $p<n$ (hint: let $f$ be the characteristic function of a disc of radius $\delta$ ).
(c) Using the preceding problem, one can prove the following estimate for $f_{\delta}^{*}$.

$$
\left\|f_{\delta}^{*}\right\|_{q} \leq C \delta^{-(n / p-1)}\|f\|_{p}
$$

if $q=(n-1) p^{\prime}$ and $p<(n+1) / 2$ (hint: interpolate between a restricted weak type $L^{(n+1) / 2} \rightarrow L^{n+1}$ estimate and an $L^{1} \rightarrow L^{\infty}$ estimate).
(d) Using the proof of Proposition 5.4, it is possible to verify the conjecture (5.5) when $n=2$.
4. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$. The $X$-ray transform of $f$ is defined by

$$
X f(e, y)=\int_{l_{e}} f(x+y) d \mathcal{L}^{1}(x), e \in S^{n-1}, y \in l_{e}^{\perp}
$$

where $l_{e}$ is the line through the origin in the $e$ direction, and $l_{e}^{\perp}$ is the orthogonal complement of $l_{e}$. Christ [5] and Drury [9] proved the following estimate.

$$
\begin{equation*}
\|X f\|_{L^{n+1}} \lesssim\|f\|_{\frac{n+1}{2}} \tag{5.6}
\end{equation*}
$$

where

$$
\|X f\|_{L^{n+1}}^{n+1}=\int_{S^{n-1}} \int_{l_{\bar{l}}}|X f(e, y)|^{n+1} d \mathcal{L}^{n-1}(y) d \sigma(e) .
$$

Show that (5.6) implies Proposition 5.3.

## CHAPTER 6

## Fefferman's counterexample

An $L^{p}$ multiplier is a function $m$ such that

$$
\left\|(m \hat{f})^{\sim}\right\|_{p} \leq C\|f\|_{p} \quad \forall f \in \mathcal{S}
$$

and its $L^{p}$ multiplier norm $\|m\|_{M_{p}}$ is the smallest possible $C$ in the above inequality. When $p=2$, it is clear by the Plancherel theorem that any bounded function is an $L^{p}$ multiplier, with $\|m\|_{M_{p}} \leq\|m\|_{\infty}$ (in fact, equality holds).

The characteristic function of the interval $[-1,1]$ is an $L^{p}$ multiplier. This follows from the boundedness of the Hilbert transform. Therefore, it seems natural to conjecture that, in any dimension, the characteristic function of the unit disc should be an $L^{p}$ multiplier as well. It is a striking fact that the conjecture turns out to be false. The counterexample is due to C. Fefferman [11].

Proposition 6.1. If $p \neq 2$ and $n \geq 2$, then the characteristic function of the unit disc is not an $L^{p}$ multiplier.

This is based on the the existence of Besicovitch sets, more precisely on Proposition 5.2. One represents the operator as a convolution operator $(\chi \hat{f})^{\llcorner }=$ $\check{\chi} * f$, where $\chi=\chi_{B(0,1)}$, and then uses the "sliding" argument plus asymptotics for $\check{\chi}$, i.e., the following.

Lemma 6.1. When $|x|$ is large,

$$
\check{\chi}(x)=2 \cos (2 \pi(|x|+(n+1) / 8))|x|^{-(n+1) / 2}+B(x),
$$

where $|B(x)| \leq C|x|^{-(n+3) / 2}$.
Proof. See [13].
The Knapp counterexample is replaced by the following.
Lemma 6.2. Suppose (in $\mathbb{R}^{2}$ ), $\tau=\tau_{e}^{\delta}(a)$ (notation as in Chapter 5) for some $a$, and let

$$
\tilde{\tau}=\tau_{e}^{\delta}\left(a+C_{0} \delta^{-2} e\right)
$$

be the tube obtained by translating $\tau$ along its axis by distance $C_{0} \delta^{-2}$ where $C_{0}$ is a large constant. Then there is a Schwartz function $g$ with

$$
\operatorname{supp} g \subset \tilde{\tau} \text { and }\|g\|_{\infty} \leq 1
$$

such that

$$
|\check{\chi} * g(x)| \geq C^{-1} \text { for all } x \in \tau
$$

Proof. We assume for simplicity that $e=(1,0), a+C_{0} \delta^{-2} e=0$, and we fix a Schwartz function $\psi$ supported in $\tilde{\tau}$ with the following properties.

$$
\|\psi\|_{\infty} \leq 1, \quad \int \psi \geq C^{-1} \delta^{-3} \text { and }\left\|\frac{d \psi}{d x_{1}}\right\|_{\infty} \leq C \delta^{2}
$$

Such a function may be obtained as follows: Start with any nonnegative Schwartz function $\phi$ supported in the unit square $[-1 / 2,1 / 2] \times[-1 / 2,1 / 2]$ and consider the function $\psi(x)=\phi\left(\delta^{2} x_{1}, \delta x_{2}\right)$. The estimates follow from the chain rule and change of variables formula. Now let

$$
g(y)=e^{2 \pi i\left(y_{1}+(n+1) / 8\right)} \psi(y)
$$

We must check that $|\check{\chi} * g|$ is bounded below on $\tau$. We have

$$
\begin{align*}
\check{\chi} * g(x)= & \int_{\tilde{\tau}} e^{-2 \pi i(|x-y|+(n+1) / 8)}|x-y|^{-3 / 2} g(y) d y  \tag{6.1}\\
& +\int_{\tilde{\tau}} e^{2 \pi i(|x-y|+(n+1) / 8)}|x-y|^{-3 / 2} g(y) d y+\int_{\tilde{\tau}} B(x-y) g(y) d y
\end{align*}
$$

We claim that the last two terms are small and the first term is large. In fact, if $x \in \tau$ and $y \in \tilde{\tau}$ then $|x-y| \geq \delta^{2}$, so $|B(x-y)| \lesssim \delta^{5}$, hence the last term is $\lesssim \delta^{5}|\tilde{\tau}| \simeq \delta^{2}$. Next, consider the first term. It is

$$
\begin{equation*}
\int_{\tilde{\tau}} e^{2 \pi i\left(y_{1}-|x-y|\right)}|x-y|^{-3 / 2} \psi(y) d y \tag{6.2}
\end{equation*}
$$

If $x \in \tau, y \in \tilde{\tau}$, then $y_{1}>x_{1}+\left(C_{0}-1\right) \delta^{-2},\left|y_{2}\right|<\delta^{-1},\left|x_{2}\right|<\delta^{-1}$. So

$$
\begin{aligned}
|x-y| & =\sqrt{\left(y_{1}-x_{1}\right)^{2}+\left(y_{2}-x_{2}\right)^{2}}=\left(y_{1}-x_{1}\right) \sqrt{1+\frac{\left(y_{2}-x_{2}\right)^{2}}{\left(y_{1}-x_{1}\right)^{2}}} \\
& =y_{1}-x_{1}+E
\end{aligned}
$$

where

$$
|E| \leq \frac{1}{2} \frac{\left(y_{2}-x_{2}\right)^{2}}{y_{1}-x_{1}}<2\left(C_{0}-1\right)^{-1}
$$

Accordingly,

$$
\left|\int_{\tilde{\tau}} e^{2 \pi i\left(x_{1}-E\right)}\right| x-\left.y\right|^{-3 / 2} \psi(y) d y\left|\gtrsim \int_{\tilde{\tau}}\right| x-\left.y\right|^{-3 / 2} \psi(y) d y
$$

provided $C_{0}$ is large enough, so that $\cos \left(2\left(C_{0}-1\right)^{-1}\right) \geq 1 / 2$. Since

$$
\int_{\tilde{\tau}}|x-y|^{-3 / 2} \psi(y) d y \gtrsim \delta^{-3} \int \psi(y) d y \simeq 1
$$

we conclude that the first term in (6.1) is $\geq C^{-1}$ in absolute value. The second term is

$$
\begin{equation*}
\int_{\tilde{\tau}} e^{2 \pi i\left(y_{1}+|x-y|\right)}|x-y|^{-3 / 2} \psi(y) d y \tag{6.3}
\end{equation*}
$$

Note that

$$
\frac{\partial}{\partial y_{1}}\left(|x-y|+y_{1}\right)=\frac{y_{1}-x_{1}}{|y-x|}+1 \geq 1
$$

when $y \in \tilde{\tau}, x \in \tau$. Hence, if we integrate by parts with respect to $y_{1}$ we obtain

$$
\begin{aligned}
(6.3) & =\frac{1}{2 \pi i} \int_{\tilde{\tau}} \frac{\partial}{\partial y_{1}} e^{2 \pi i\left(|x-y|+y_{1}\right)}\left(1+\frac{y_{1}-x_{1}}{|y-x|}\right)^{-1}|x-y|^{-3 / 2} \psi(y) d y_{1} d y_{2} \\
& =-\frac{1}{2 \pi i} \int_{\tilde{\tau}} e^{2 \pi i\left(|x-y|+y_{1}\right)} \frac{\partial}{\partial y_{1}}\left[\left(1+\frac{y_{1}-x_{1}}{|y-x|}\right)^{-1}|x-y|^{-3 / 2} \psi(y)\right] d y_{1} d y_{2}
\end{aligned}
$$

One can check that

$$
\left|\frac{d}{d y_{1}}\left[\left(1+\frac{y_{1}-x_{1}}{|y-x|}\right)^{-1}|x-y|^{-3 / 2} \psi(y)\right]\right| \leq C \delta^{5}
$$

when $x \in \tau, y \in \tilde{\tau}$. We conclude that $|(6.3)| \leq C \delta^{5}|\tilde{\tau}| \leq C \delta^{2}$. Hence (6.1) is a sum of three terms, one of which is $\geq$ constant, and the other two are $\leq C \delta^{2}$. It follows that $|\check{\chi} * g|$ is bounded below by a constant on $\tau$, provided $\delta$ is small.

Proof of Proposition $6.1(p>2, n=2)$. Let $\delta=1 / 100 N^{-N}$, where $N$ is large. By Proposition 5.2 and a dilation by a factor of $\delta^{-2}$, we can find $\simeq 1 / \delta$ rectangles $\tau_{j}$ with dimensions $\delta^{-2} \times \delta^{-1}$, so that $\{\tilde{\tau}\}$ are disjoint and $\left|\bigcup_{j} \tau_{j}\right| \lesssim \delta^{-4} / N$. Choose a funtion $g_{j}$ corresponding to $\tau_{j}$ by Lemma 6.2, and consider $\sum \varepsilon_{j} g_{j}$ where each $\varepsilon_{j}$ is $\pm 1$. Then, for any choice of $\varepsilon_{j}$ 's, we have

$$
\begin{equation*}
\left\|\sum_{j} \varepsilon_{j} g_{j}\right\|_{p}^{p}=\sum_{j}\left\|g_{j}\right\|_{p}^{p} \leq \frac{1}{\delta} \delta^{-3}=\delta^{-4} \tag{6.4}
\end{equation*}
$$

On the other hand, $(\chi \hat{f})^{\llcorner }=\check{\chi} * f$, and

$$
\begin{aligned}
\mathbb{E}\left(\left\|\sum_{j} \varepsilon_{j} \check{\chi} * g_{j}\right\|_{p}^{p}\right) & =\int \mathbb{E}\left(\left|\sum_{j} \varepsilon_{j} \check{\chi} * g_{j}(x)\right|^{p}\right) d x \\
\text { (by Khinchin) } & \simeq \int\left(\sum_{j}\left|\check{\chi} * g_{j}(x)\right|^{2}\right)^{p / 2} d x \\
& \gtrsim \int\left|\sum_{j} \chi_{\tau_{j}}(x)\right|^{p / 2} d x .
\end{aligned}
$$

By Hölder's inequality, we have

$$
\delta^{-4} \simeq \sum_{j}\left|\tau_{j}\right|=\left\|\sum_{j} \chi_{\tau_{j}}\right\|_{1} \leq\left|\bigcup_{j} \tau_{j}\right|^{1-2 / p}\left\|\sum_{j} \chi_{\tau_{j}}\right\|_{p / 2},
$$

and therefore

$$
\left\|\sum_{j} \chi_{\tau_{j}}\right\|_{p / 2}^{p / 2} \geq \delta^{-4} N^{p / 2-1}
$$

So, for some choice of $\left\{\varepsilon_{j}\right\}$,

$$
\left\|\check{\chi} * \sum_{j} \varepsilon_{j} g_{j}\right\|_{p}^{p} \gtrsim \delta^{-4} N^{p / 2-1} .
$$

Together with (6.4), this implies $\|\chi\|_{M_{p}} \gtrsim N^{1-2 / p}$, and since $p>2$, this can be made arbitrarily large by choosing $N$ appropriately. The proof is complete.

Remark. The characteristic function of a regular polygon in the plane is an $L^{p}$ multiplier. Its norm, however, tends to infinity (logarithmically) as the number of the sides of the polygon goes to infinity. This was shown by Córdoba [8] using a Kakeya-type argument.

## CHAPTER 7

## Some topics from combinatorial geometry

In this chapter we consider a discrete problem which should clearly be related to the Kakeya problem.

Definition. A line $l$ is said to be incident to a point $p$ if $p$ lies on $l$.
Given points $\left\{p_{j}\right\}_{j=1}^{k}$ and lines $\left\{l_{i}\right\}_{i=1}^{n}$, how many pairs $(i, j)$ can there be such that $l_{i}$ is incident to $p_{j}$ ?

Theorem 7.1 (Szemerédi-Trotter). In $\mathbb{R}^{2}$, the number of incidences between $k$ points and $n$ lines is $\leq C\left((k n)^{2 / 3}+k+n\right)$.

We will give a proof from [6]. First we discuss a certain partial result.
Lemma 7.1. Assume $\left(a_{i j}\right)$ is an $n \times m(0,1)$-matrix and that $\left(a_{i j}\right)$ has no $2 \times 2$ submatrix consisting of 1 's. Then $\left(a_{i j}\right)$ contains at most $C\left(m n^{1 / 2}+n\right)$ 1's altogether (The assumption means that there do not exist $i_{1}, i_{2}, j_{1}, j_{2}$ such that $\left.a_{i_{1} j_{1}}=a_{i_{2} j_{1}}=a_{i_{1} j_{2}}=a_{i_{2} j_{2}}=1\right)$.

Proof. Let

$$
I=\left|\left\{(i, j): a_{i j}=1\right\}\right|,(\text { total number of } 1 \text { 's })
$$

and

$$
m_{i}=\left|\left\{j: a_{i j}=1\right\}\right|, \text { (number of 1's in the } i \text {-th row). }
$$

Let

$$
\mathcal{J}=\left\{(i, j, k): j \neq k \text { and } a_{i j}=a_{i k}=1\right\} .
$$

We will count $\mathcal{J}$ in two different ways:

$$
|\mathcal{J}|=\sum_{i} m_{i}\left(m_{i}-1\right) \geq \sum_{i: m_{i} \geq 2} \frac{1}{2} m_{i}^{2}
$$

since for fixed $i$, there are $m_{i}\left(m_{i}-1\right)$ choices for $j \neq k$ with $a_{i j}=a_{i k}=1$. On the other hand, if $j$ and $k$ have been chosen, there can be at most one choice for $i$, otherwise we would violate the assumption. Therefore

$$
|\mathcal{J}| \leq m(m-1)
$$

Hence

$$
\sum_{i: m_{i} \geq 2} m_{i}^{2} \leq 2 m^{2}
$$

and then

$$
I=\sum_{i: m_{i} \leq 1} m_{i}+\sum_{i: m_{i} \geq 2} m_{i} \leq n+n^{1 / 2}\left(\sum_{i: m_{i} \geq 2} m_{i}^{2}\right)^{1 / 2} \leq n+(2 n)^{1 / 2} m .
$$

Remark. If instead of "no $2 \times 2$ submatrix", we assume "no $s \times s$ submatrix", then the bound is $I \leq C_{s}\left(m n^{2-1 / s}+n\right)$ and is proved the same way, except that one now defines

$$
\mathcal{J}_{s}=\left\{\left(i, j_{1}, \ldots, j_{s}\right): j_{1}, \ldots, j_{s} \text { are distinct and } a_{i j_{1}}=\cdots=a_{i j_{s}}=1\right\}
$$

and uses Hölder's inequality instead of Cauchy-Schwarz at the last step. We will need the case $s=3$ later on.

Corollary 7.1. The number of incidences between $k$ points and $n$ lines in the plane is $\leq C\left(k n^{1 / 2}+n\right)$. In particular, If $k=n$ this gives $I \leq C n^{3 / 2}$, whereas Szemerédi-Trotter gives $I \leq C n^{4 / 3}$.

Proof. Two lines intersect in at most one point, so if we form a $(0,1)$ matrix via

$$
a_{i j}= \begin{cases}1, & \text { if } p_{j} \in l_{i} \\ 0, & \text { otherwise }\end{cases}
$$

then $\left(a_{i j}\right)$ has no $2 \times 2$-submatrix of 1's. Therefore, by Lemma 7.1, it has $\lesssim k n^{1 / 2}+n$ 1's altogether.

In [6], this type of bound is called a Canham threshold. Lemma 7.1 is sharp (when $n \geq m$; if $n \leq m$ one does better by reversing the roles of $n$ and $m$ ). Here is an example when $n=m$ (the same example works in general). To describe it, we need the following number theoretic result.

Lemma 7.2. Let $n=p^{2}$, where $p$ is an odd prime. Then there is a subset $\Lambda \subset\{0, \ldots, n-1\}$ such that
(i) $|\Lambda|=n^{1 / 2}$.
(ii) The numbers $\lambda+\mu$ with $\lambda, \mu \in \Lambda$ and $\lambda \leq \mu$ are all distinct.

Proof. Let $[m]_{p}$ be the remainder on dividing $m$ by $p$. Define $\lambda_{k}=$ $k p+\left[k^{2}\right]_{p}, 0 \leq k \leq p-1$, and $\Lambda=\left\{\lambda_{k}\right\}_{k=0}^{p-1}$. Then property (i) is obvious. For (ii) suppose that $\lambda_{i}+\lambda_{j}=\lambda_{k}+\lambda_{l}$. Taking $\bmod p$, we see that

$$
i^{2}+j^{2}=k^{2}+l^{2} \quad \bmod p,
$$

hence $i+j=k+l$. Then

$$
\begin{aligned}
i^{2}-k^{2} & =l^{2}-j^{2} \quad \bmod p \\
i-k & =l-j \quad \bmod p
\end{aligned}
$$

So, by dividing $\bmod p$, we get

$$
i+k=l+j \quad \bmod p(\text { unless } i=k) .
$$

Then

$$
\begin{array}{cc}
i-k=l-j & \bmod p \\
i+k=l+j & \bmod p
\end{array}
$$

so

$$
i=l \bmod p,
$$

and therefore $i=l$.
Now, let $n=p^{2}$ and $\Lambda=\left\{\lambda_{k}\right\}_{k=0}^{p-1}$ be the set given by Lemma 7.2. Define $\left\{a_{i j}\right\}_{i, j=1}^{n}$ via

$$
a_{i j}= \begin{cases}1, & \text { if } i-j \in \Lambda \\ 0, & \text { if } i-j \notin \Lambda\end{cases}
$$

Then, $\left(a_{i j}\right)$ has no $2 \times 2$ submatrix of 1 's: suppose that $i_{1}-j_{1}=\lambda_{1}, i_{1}-j_{2}=\lambda_{2}$, $i_{2}-j_{2}=\lambda_{3}, i_{2}-j_{2}=\lambda_{4}$, with $i_{1} \neq i_{2}$ and $j_{1} \neq j_{2}$. Then $\lambda_{1}+\lambda_{4}=\lambda_{2}+\lambda_{3}$ contradicting the distinct sums property of $\Lambda$. On the other hand, suppose we fix $i$ with $i \leq p^{2}$. Then $a_{i i+\lambda}$ for any $\lambda \in \Lambda$. So the $i$-th row of the matrix ( $a_{i j}$ ) has $p$ 1's and there are at least $p^{3} 1$ 's altogether, with $p^{3}=n^{3 / 2}$.

One therefore needs a different type of argument to prove SzemerédiTrotter. This will be the cell decomposition technique from [6]. First, some terminology.

- A line arrangement is a family of non vertical lines $l_{1}, \ldots, l_{r}$ in $\mathbb{R}^{2}$.
- A vertex of the arrangement is a point where two or more lines intersect.
- A cell is a polygon in $\mathbb{R}^{2}$ (possibly unbounded) with no more than four sides. We take a cell to be an open set.
- A triangulation of a line arrangement is a decomposition of the components of $\mathbb{R}^{2} \backslash\left\{l_{1}, \ldots, l_{r}\right\}$ into cells together with their boundaries.
It is clear that, in general, it will require at least $r^{2}$ cells to triangulate an arrangement of $r$ lines, since the $r$ lines may split $\mathbb{R}^{2}$ into $r^{2}$ regions. For example, consider $r / 2$ lines parallel to each of two given lines. Evidently, there are $(r / 2+1)^{2}$ complementary components.

Lemma 7.3. It is possible to triangulate a line arrangement using $\lesssim r^{2}$ cells. This can be done by an algorithm

$$
\left\{l_{1}, \ldots, l_{r}\right\} \longrightarrow \triangle\left(\left\{l_{1}, \ldots, l_{r}\right\}\right)
$$

where $\triangle\left(\left\{l_{1}, \ldots, l_{r}\right\}\right)$ is the set of cells forming a triangulation. Furthermore, this algorithm has the following property: each cell of $\triangle\left(\left\{l_{1}, \ldots, l_{r}\right\}\right)$ is also a cell of $\triangle\left(\left\{l_{j_{1}}, \ldots, l_{j_{4}}\right\}\right)$ for some 4-element subset $\left\{l_{j_{1}}, \ldots, l_{j_{4}}\right\} \subset\left\{l_{1}, \ldots, l_{r}\right\}$.

Proof. We let $\left\{p_{k}\right\}$ be the set of vertices of the arrangement, and for each $k$, we form the maximal segments $m_{k}^{+}$and $m_{k}^{-}$which extend vertically up and down from $p_{k}$ and do not intersect any line $l_{j}$. These segments together with the $l_{j}$ 's subdivide $\mathbb{R}^{2}$ into polygons. Each polygon has $\leq 4$ sides. We leave the proof to the reader, the idea is that each polygon has a "top" and a "bottom". Also, each polygon has at most two vertical sides, i.e., four sides in all.

The last property in the statement of the Lemma is then clear, since in order to find $l_{j_{1}}, \ldots, l_{j_{4}}$ to produce a cell $\Omega$ in the triangulation, we need only choose the lines from the top and bottom of $\Omega$ and two other lines whose intersection with the top and bottom yields vertices whose corresponding segments $m_{k}^{ \pm}$form the vertical sides. We have to show that $\triangle\left(\left\{l_{1}, \ldots, l_{r}\right\}\right)$ contains $\lesssim r^{2}$ cells. However, there are at most $r^{2}$ vertices, hence at most $2 r^{2}$ vertical segments $m_{k}^{ \pm}$. Each can be part of the boundary of at most two cells, so there are $\lesssim 4 r^{2}$ cells which have a vertical boundary line. How many cells can there be which do not have a vertical boundary line? One can see that if $\Omega$ has no vertical boundary line, then the boundary of $\Omega$ is contained in at most two lines $l_{j}$. Furthermore, for each pair of lines $l_{j_{1}}, l_{j_{2}}$ there are at most two cells whose boundary is contained in $l_{j_{1}} \cup l_{j_{2}}$, and therefore the number of cells with no vertical boundary line is at most twice the number of pairs of lines $l_{j}$, i.e., $2 r^{2}$. This finishes the proof.

If $\Omega \subset \mathbb{R}^{2}$ is an open set and $l$ is a line, then we say that $l$ enters $\Omega$ if $l \cap \Omega \neq \emptyset$.

Lemma 7.4. Let $\mathcal{C}=\left\{l_{1}, \ldots, l_{n}\right\}$ be a set of $n$ lines, and fix $r<n$. Then it is possible to subdivide $\mathbb{R}^{2}$ into $\lesssim r^{2}$ cells in such a way that no more than $A(n \log n) / r$ lines $l_{j} \in \mathcal{C}$ enter each given cell. In fact, if we choose at random $r$ of the lines $l_{j}$ and apply Lemma 7.3, then with probability $\geq 3 / 4$ (say) we obtain a cell decomposition with these properties.

Proof. First of all, there are clearly at most $C n^{4}$ open sets $\Omega \subset \mathbb{R}^{2}$ which can be a cell in the decomposition obtained by choosing four of the lines $l_{j}$ and applying the algorithm of Lemma 7.3 (there are $n^{4}$ choices of the four lines, and for each such choice, there are a bounded number of cells).

By the last statement of Lemma 7.3, there are at most $C n^{4}$ open sets which can be a cell in the decomposition obtained by choosing $r$ of the lines $l_{j}$ and applying the algorithm. For each such set $\Omega$ let $P(\Omega)$ be the probability that $\Omega$ is actually a cell when the lines are chosen at random, and let $n(\Omega)$ be the cardinality of the set of lines in $\mathcal{C}$ which enter $\Omega$. Then we claim that

$$
P(\Omega) \leq\left(1-\frac{n(\Omega)}{n}\right)^{r}
$$

and in fact this is clear, since in order for $\Omega$ to be a cell, it is necessary that none of the $n(\Omega)$ lines which enter $\Omega$ belongs to the random sample. Therefore, if $\nu$ is a fixed number, then

$$
\begin{aligned}
& \operatorname{Prob}\left(n(\Omega) \geq \nu, \text { for some } \Omega \in \triangle\left(\left\{l_{1}, \ldots, l_{r}\right\}\right)\right) \leq \sum_{\Omega: n(\Omega) \geq \nu} P(\Omega) \\
& \quad \leq \sum_{\Omega: n(\Omega) \geq \nu}\left(1-\frac{n(\Omega)}{n}\right)^{r} \leq C n^{4}\left(1-\frac{\nu}{n}\right)^{r}
\end{aligned}
$$

which is small if $\nu=A(n \log n) / r$ with $A$ large.

Proof of the Szemerédi-Trotter theorem. We will assume $k=n$ and will prove only a slightly weaker statement: Let $I$ be the number of incidences between $n$ lines $\left\{l_{i}\right\}_{i=1}^{n}$ and $n$ points $\left\{p_{j}\right\}_{j=1}^{n}$. Then

$$
I \leq C n^{4 / 3}(\log n)^{1 / 3},\left(\text { instead of } I \leq C n^{4 / 3}\right)
$$

The assumption $k=n$ is easily removed using the same argument. However, to avoid losing a logarithmic factor, one needs a refinement of Lemma 7.4.

Let $r=n^{1 / 3}(\log n)^{1 / 3}$ and apply Lemma 7.4. We may assume that none of the points $p_{j}$ lies on the vertical cell boundaries-otherwise we change the definition of "vertical" slightly. Let $\left\{\Omega_{k}\right\}_{k=1}^{R}$ be the resulting cell decomposition, $R \leq C r^{2}$, and put

$$
I\left(\Omega_{k}\right)=\operatorname{cardinality}\left(\left\{\left(l_{i}, p_{j}\right): p_{j} \in l_{i}, \text { and } p_{j} \in \Omega_{k}\right\}\right)
$$

Also, let $l_{i_{1}}, \ldots, l_{i_{r}}$ be the lines in the random sample, and

$$
I\left(l_{i_{k}}\right)=\operatorname{cardinality}\left(\left\{\left(l_{i}, p_{j}\right): p_{j} \in l_{i}, \text { and } p_{j} \in l_{i_{k}}\right\}\right) .
$$

Then it is clear that

$$
I \leq \sum_{k=1}^{R} I\left(\Omega_{k}\right)+\sum_{k=1}^{r} I\left(l_{i_{k}}\right) .
$$

Now by the "Canham threshold", i.e., Corollary 7.1, we have

$$
I\left(\Omega_{k}\right) \lesssim n_{k}^{1 / 2} m_{k}+n_{k}
$$

where

$$
\begin{gathered}
m_{k}=\# \text { of points } p_{j} \text { which belong to } \Omega_{k} \\
n_{k}=\# \text { of lines } l_{i} \text { which enter } \Omega_{k}
\end{gathered}
$$

Since $n_{k} \leq A(n \log n) / r$, we conclude that

$$
\begin{aligned}
\sum_{k=1}^{R} I\left(\Omega_{k}\right) & \lesssim \sum_{k=1}^{R}\left(\frac{n \log n}{r}\right)^{1 / 2} m_{k}+\frac{n \log n}{r} R \\
& \lesssim\left(\frac{n \log n}{r}\right)^{1 / 2} n+n r \log n
\end{aligned}
$$

Also, for each $k$ we have

$$
I\left(l_{i_{k}}\right) \leq n+(n-1)
$$

since, of course, $l_{i_{k}}$ is incident to $\leq n$ points $p_{j}$, and any other line $l_{i}$ is incident to at most one point on $l_{i_{k}}$. Therefore

$$
\sum_{k} I\left(l_{i_{k}}\right) \leq(2 n-1) r .
$$

We conclude that

$$
I \lesssim\left(\frac{n \log n}{r}\right)^{1 / 2} n+n r \log n+n r \lesssim n^{4 / 3}(\log n)^{1 / 3}
$$

by choice of $r$.

The following example of Erdös shows that the theorem is sharp. Fix $n$ and consider the $n^{2}$ lines $l$ connecting a point $\left(0, k_{0}\right), 1 \leq k_{0} \leq n$ to a point $\left(1, k_{1}\right), 1 \leq k_{1} \leq n$, here $k_{0}$ and $k_{1}$ are integers. The equations of the lines are $y=x k_{0}+(1-x) k_{1}$, hence if $x$ is a rational with denominator $q$, then so is $y$. It follows that there are $\leq n q$ possibilities for $y$. Now fix a number $B$. There are $q$ integers between $B$ and $2 B$ and for each of these, there are $\simeq B$ rationals with denominator $q$. Accordingly, there are $B^{2}$ rationals with denominator between $B$ and $2 B$. Consider the set of $\simeq B^{3} n$ points of the form $(p / q, y)$ and incident to at least one line $l$. Each line is incident to $\simeq B^{2}$ such points, since the line must contain a point with any given $x$ coordinate. Hence there are $\simeq B^{2} n^{2}$ incidences between the lines $l$ and the point $p$. Since $\left.B^{2} n^{2}=\left(B^{3} n n^{2}\right)\right)^{2 / 3}$, we get the result.

Remarks. (1) In the situation of the Kakeya problem, the idea of the preceding construction can be used to show the following: For any $0<\alpha<1$, there is a compact set $E \subset \mathbb{R}^{2}$ with $\operatorname{dim} E \leq 1 / 2(1+3 \alpha)$ such that for every $e \in S^{n-1}$, there is line $l$ in the $e$ direction with $\operatorname{dim}(E \cap l) \geq \alpha$. It is an interesting question whether the number $1 / 2(1+3 \alpha)$ is sharp, and if not, what is the sharp number to replace it. Various partial results can be proved without much difficulty, for example, $\operatorname{dim} E \geq 1 / 2$ and $\operatorname{dim} E \geq 2 \alpha$.
(2) There is a famous question called the "unit distance problem" which can be stated in the following (equivalent) ways.
(*) How many incidences can there be between $n$ points in the plane and $n$ circles of radius 1 ?
$(* *)$ Given $n$ points $p_{i}$ in the plane, how many pairs $\left(p_{i}, p_{j}\right)$ can there be such that $\left|p_{i}-p_{j}\right|=1$ ?

The proofs of the Szemerédi-Trotter theorem also apply to this problem and give the bound $C n^{4 / 3}$. However, this bound is not known to be sharp. In fact, Erdös conjectured $C_{\varepsilon} n^{1+\varepsilon}$.

## CHAPTER 8

## Besicovitch-Rado-Kinney sets

A BRK (Besicovitch-Rado-Kinney) set is a compact set in the plane with measure zero, containing a circle of every radius between 1 and 2. Such sets can be constructed, as was done by Besicovitch-Rado and by Kinney, by modifying the construction of Besicovitch sets, and it is also possible to prove they exist by using the existence of Besicovitch sets, see [10] and $[\mathbf{1 7}]$. The latter possibility may be understood in terms of the fact that lines are just circles passing through a fixed point if one works on the sphere.

One can ask the same dimension question in this context. We will discuss the following result from [22].

Proposition 8.1. Any BRK set has dimension 2.
This also has a maximal function formulation. Here we want to average over $\delta$-neighborhoods of circles, and the role played by the direction of a line in the case of the Kakeya problem is now played by the radius of the circle. Therefore, if $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ and $\delta>0$, then we define $M_{\delta} f:[1,2] \rightarrow \mathbb{R}$ by

$$
M_{\delta} f(r)=\sup _{x} \frac{1}{\left|C_{\delta}(x, r)\right|} \int_{C_{\delta}(x, r)}|f|,
$$

where $C_{\delta}(x, r)=\{y: r-\delta / 2<|x-y|<r+\delta / 2\}$.
The existence of BRK sets shows that there can be no estimate of the form

$$
\left\|M_{\delta} f\right\|_{L^{p}([1,2])} \leq C\|f\|_{p}
$$

unless $p=\infty$. Therefore, we look for an estimate

$$
(\star)_{p}
$$

$$
\forall \varepsilon \exists C_{\varepsilon}:\left\|M_{\delta} f\right\|_{L^{p}([1,2])} \leq C_{\varepsilon} \delta^{-\varepsilon}\|f\|_{p}
$$

and $(*)_{p}$ for any $p<\infty$ will suffice to prove Proposition 8.1. To find the right value for $p$, consider $f=\chi_{R_{\delta}}$, where $R_{\delta}$ is a rectangle with dimensions $\delta^{1 / 2} \times \delta$. It is easy to see that for any $r \in[1,2]$ there is a point $x$ such that $C_{\delta}(x, r)$ contains a fixed portion of $R_{\delta}$, i.e.,

$$
\left|C_{\delta}(x, r) \cap R_{\delta}\right| \geq C^{-1}\left|R_{\delta}\right| .
$$

Therefore

$$
M_{\delta} f(r) \gtrsim \frac{\left|R_{\delta}\right|}{\left|C_{\delta}(x, r)\right|} \simeq \delta^{1 / 2}
$$

and if $(\star)_{p}$ holds, then

$$
\delta^{1 / 2} \simeq\left\|M_{\delta} f\right\|_{p} \leq C_{\varepsilon} \delta^{-\varepsilon}\left|R_{\delta}\right|^{1 / p}=C_{\varepsilon} \delta^{-\varepsilon+3 /(2 p)}
$$

i.e., $p \geq 3$.

Proposition 8.2. $(\star)_{3}$ holds.
The idea of the proof is as follows. There is a related discrete problem which can be understood using the techniques of [6] described in Chapter 7. Then, one passes to the continuous problem by replacing circles with annuli and keeping track of various error terms. We will mainly discuss the discrete problem, since the actual proof of Proposition 8.2 is quite technical.

Let us say that two circles $C(x, \rho)=\{y:|x-y|=\rho\}$ and $C(\tilde{x}, \tilde{\rho})$ are internally tangent (written $C(x, \rho) \| C(\tilde{x}, \tilde{\rho})$ ) if they are tangent and one is contained in the bounded component of the complement of the other. Analytically, this means that $|x-\tilde{x}|=|\rho-\tilde{\rho}|$.

One can ask the following question: Given a set of $n$ circles $\mathcal{C}=\left\{C\left(x_{i}, \rho_{i}\right)\right\}_{i=1}^{n}$, how many pairs $C\left(x_{i}, \rho_{i}\right)$ and $C\left(x_{j}, \rho_{j}\right)$ can there be so that $C\left(x_{i}, \rho_{i}\right) \| C\left(x_{j}, \rho_{j}\right)$ ?

This question has the obvious answer $n^{2}$, since one can consider the "shell" configuration, where any two circles are tangent. In order to get a meaningful question, one has to add an assumption which rules out this type of configuration.

Tangency counting problem. With $\mathcal{C}=\left\{C\left(x_{i}, \rho_{i}\right)\right\}_{i=1}^{n}$, assume that no three circles $C\left(x_{i}, \rho_{i}\right)$ are tangent at a point. Then how many pairs $C\left(x_{i}, \rho_{i}\right)$ and $C\left(x_{j}, \rho_{j}\right)$ can there be with $C\left(x_{i}, \rho_{i}\right) \| C\left(x_{j}, \rho_{j}\right)$ ?

We do not know the answer but will prove the following which is what is needed for Proposition 8.2.

Proposition 8.3. For any $\varepsilon>0$, there is a bound of the form $C_{\varepsilon} n^{3 / 2+\varepsilon}$ in the tangency counting problem.

The proof is closely related to [6]. Observe to begin with, that one can think of a circle $C\left(x_{i}, \rho_{i}\right)$ in any of three ways:

- As a circle!
- As a point $\left(x_{i}, \rho_{i}\right) \in \mathbb{R}^{3}$.
- As a light cone $\Gamma\left(x_{i}, \rho_{i}\right)=\left\{(x, \rho):\left|x-x_{i}\right|=\left|\rho-\rho_{i}\right|\right\} \subset \mathbb{R}^{3}$.

Note that

$$
C\left(x_{i}, \rho_{i}\right) \| C\left(x_{j}, \rho_{j}\right) \Leftrightarrow\left(x_{i}, \rho_{i}\right) \text { is incident to } \Gamma\left(x_{j}, \rho_{j}\right) .
$$

Therefore, our problem is an incidence problem between points and surfaces in $\mathbb{R}^{3}$, and we need the 3 -dimensional version of the technique in $[\mathbf{6}]$, which is in the same paper.

First, the Canham type bound, which is $n^{5 / 3}$ in this case.
Lemma 8.1. Suppose that $\left\{C\left(x_{i}, \rho_{i}\right)\right\}_{i=1}^{n}$ and $\left\{C\left(y_{j}, s_{j}\right)\right\}_{j=1}^{k}$ are collections of circles and that no three $C\left(x_{i}, \rho_{i}\right)$ 's are tangent at a point. Then there are $\lesssim k n^{2 / 3}+n$ pairs $(i, j)$ such that $C\left(x_{i}, \rho_{i}\right) \| C\left(y_{j}, s_{j}\right)$.

Proof. The "Circles of Appolonius" says that if $C\left(x_{1}, \rho_{1}\right), C\left(x_{2}, \rho_{2}\right)$ and $C\left(x_{3}, \rho_{3}\right)$ are not tangent at a point, then there are at most two circles which are internally tangent to all three. In other words, the $(0,1)$-matrix

$$
a_{i j}= \begin{cases}1, & \text { if } C\left(x_{i}, \rho_{i}\right) \| C\left(y_{j}, s_{j}\right) \\ 0, & \text { otherwise }\end{cases}
$$

has no $3 \times 3$ submatrix of 1's. Now use Lemma 7.1.
Next, the cell decomposition. A cone arrangement is a family of $r$ light cones $\Gamma\left(x_{i}, \rho_{i}\right) \subset \mathbb{R}^{3}$. A cell is an open set $\Omega \subset \mathbb{R}^{3}$ whose bounadry is contained in the union of $\leq 6$ surfaces which are algebraic of degree $\leq 2$. We want to triangulate the cone arrangement, i.e., subdivide the components of $\mathbb{R}^{3} \backslash$ $\bigcup_{i} \Gamma\left(x_{i}, \rho_{i}\right)$ into cells, using as few cells as possible. At least $r^{3}$ cells are needed, since $\mathbb{R}^{3} \backslash \bigcup_{i} \Gamma\left(x_{i}, \rho_{i}\right)$ may have $\simeq r^{3}$ components.

Lemma 8.2. It is possible to triangulate a cone arrangement using $\lesssim r^{3} \log r$ cells. In fact, there is an algorithm for doing this, and if $\left\{\Gamma\left(x_{i}, \rho_{i}\right)\right\}_{i=1}^{n}$ is a family of light cones, $r<n$, and this algorithm is applied to a random sample of $r$ of the $\Gamma\left(x_{i}, \rho_{i}\right)$ 's, then with probability at least $3 / 4$, at most $A(n \log n) / r$ $\Gamma\left(x_{i}, \rho_{i}\right)$ 's enter any given cell.

Proof. This is similar to the proof of Lemma 7.4, see [6].
Proof of Proposition 8.3. Let $r=n^{1 / 4}$ and $\left\{\Gamma\left(x_{j_{k}}, \rho_{j_{k}}\right)\right\}_{k=1}^{r}$ be a suitable random sample. As with the Szemerédi-Trotter theorem, we may assume that each point $\left(x_{i}, \rho_{i}\right)$ lies either on one of the cones in the random sample, or else in one of the cells from Lemma 8.2. We let

$$
\begin{gathered}
\mathcal{C}^{*}=\left\{\left(x_{i}, \rho_{i}\right):\left(x_{i}, \rho_{i}\right) \in \Gamma\left(x_{j_{k}}, \rho_{j_{k}}\right), \text { for some } k\right\}, \\
\mathcal{C}_{k}=\left\{\left(x_{i}, \rho_{i}\right):\left(x_{i}, \rho_{i}\right) \in \Omega_{k}\right\} .
\end{gathered}
$$

Claim. With probability at least $3 / 4,\left|\mathcal{C}^{*}\right| \leq C_{0} r n^{2 / 3}$.
Proof of the claim.

$$
\begin{aligned}
\mathbb{E}\left(\left|\mathcal{C}^{*}\right|\right) & \leq \sum_{j} \operatorname{Prob}\left(j \in\left\{j_{1}, \ldots, j_{r}\right\}\right)\left|\left\{C\left(x_{i}, \rho_{i}\right): C\left(x_{i}, \rho_{i}\right) \| C\left(x_{j}, \rho_{j}\right)\right\}\right| \\
& =\frac{r}{n} \sum_{j}\left|\left\{C\left(x_{i}, \rho_{i}\right): C\left(x_{i}, \rho_{i}\right) \| C\left(x_{j}, \rho_{j}\right)\right\}\right| \\
& \lesssim \frac{r}{n} n^{5 / 3}
\end{aligned}
$$

by Lemma 8.1.
Now, let us denote

$$
I(\mathcal{C}, \mathcal{C})=\mid\left\{(i, j): C\left(x_{i}, \rho_{i}\right) \| C\left(x_{j}, \rho_{j}\right\} \mid\right.
$$

and

$$
I\left(\mathcal{C}^{*}, \mathcal{C}^{*}\right)=\mid\left\{(i, j):\left(x_{i}, \rho_{i}\right),\left(x_{j}, \rho_{j}\right) \in \mathcal{C}^{*} \text { and } C\left(x_{i}, \rho_{i}\right) \| C\left(x_{j}, \rho_{j}\right)\right\} \mid
$$

We claim that

$$
\begin{equation*}
I(\mathcal{C}, \mathcal{C}) \leq C_{1} n^{3 / 2} \log ^{2} n+I\left(\mathcal{C}^{*}, \mathcal{C}^{*}\right) \tag{8.1}
\end{equation*}
$$

Namely, let

$$
\begin{gathered}
n_{k}=\# \text { of } \Gamma\left(x_{i}, \rho_{i}\right) \text { which enter } \Omega_{k} \\
m_{k}=\left|\mathcal{C}_{k}\right|, \\
I_{k}=\mid\left\{(i, j):\left(x_{i}, \rho_{i}\right) \in \mathcal{C}_{k} \text { and } C\left(x_{i}, \rho_{i}\right) \| C\left(x_{j}, \rho_{j}\right)\right\} \mid .
\end{gathered}
$$

Then

$$
\begin{aligned}
I(\mathcal{C}, \mathcal{C}) & \leq \sum_{k=1}^{R} I_{k}+I\left(\mathcal{C}^{*}, \mathcal{C}^{*}\right) \\
& \lesssim \sum_{k=1}^{R} m_{k} n_{k}^{2 / 3}+n_{k}+I\left(\mathcal{C}^{*}, \mathcal{C}^{*}\right) \\
& \lesssim\left(\frac{n \log n}{r}\right)^{2 / 3} \sum_{k=1}^{R} m_{k}+\frac{n \log n}{r} R+I\left(\mathcal{C}^{*}, \mathcal{C}^{*}\right) \\
& \lesssim n^{3 / 2} \log ^{2} n+I\left(\mathcal{C}^{*}, \mathcal{C}^{*}\right),
\end{aligned}
$$

by choice or $r$. This proves (8.1). Because of the claim above, we can use induction to finish the proof. We will show that $I(\mathcal{C}, \mathcal{C}) \leq A n^{3 / 2} \log ^{2} n$ for a suitable constant $A$. If $A$ is large, then this is obvious for small values of $n$. Suppose it has been proved for $n \leq n_{0}$. We will prove it for $n \leq\left(n_{0} / C_{0}\right)^{12 / 11}$, where $C_{0}$ is the constant in the claim (note that this number is $>n_{0}+1$ if $n_{0}$ is large, so this completes the induction). Since $\left|\mathcal{C}^{*}\right| \leq C_{0} n^{11 / 12}$, the inductive hypothesis implies

$$
I\left(\mathcal{C}^{*}, \mathcal{C}^{*}\right) \leq A\left|\mathcal{C}^{*}\right|^{3 / 2} \log ^{2}\left|\mathcal{C}^{*}\right| \leq A\left(C_{0} n^{11 / 12}\right)^{3 / 2} \log ^{2}\left(C_{0} n^{11 / 12}\right) \leq n^{3 / 2}
$$

if $n_{0}$ is large. So, inequality (8.1) implies

$$
I(\mathcal{C}, \mathcal{C}) \leq C_{1} n^{3 / 2} \log ^{2} n+n^{3 / 2}
$$

and now we are done, provided $A$ has been chosen $\geq 2 C_{1}$.
Now, a brief, heuristic sketch of the proof of Proposition 8.1. Roughly speaking, two annuli $C_{\delta}(x, \rho)$ and $C_{\delta}(\tilde{x}, \tilde{\rho})$ can intersect either tangentially, in which case

$$
\left|C_{\delta}(x, \rho) \cap C_{\delta}(\tilde{x}, \tilde{\rho})\right| \simeq \delta^{3 / 2}
$$

or transversely, where we have

$$
\left|C_{\delta}(x, \rho) \cap C_{\delta}(\tilde{x}, \tilde{\rho})\right| \simeq \delta^{2}
$$

the former case being "worse" since $\delta^{3 / 2}>\delta^{2}$.
Now suppose that $E$ is a BRK set. Let $\left\{p_{j}\right\}_{j=1}^{M}, M \simeq 1 / \delta$, be a maximal $\delta$-separated subset of $[1,2]$, and for each $j$, choose an annulus $C_{\delta}\left(x_{j}, \rho_{j}\right) \subset E_{\delta}$. Let

$$
m(x)=\sum_{j} \chi_{C_{\delta}\left(x_{j}, \rho_{j}\right)}(x)
$$

and define $\mu$ ("multiplicity") to be the smallest integer such that for $1 / 2 M$ choices of $j$, we have

$$
\left|C_{\delta}\left(x_{j}, \rho_{j}\right) \cap\{x: m(x) \geq \mu\}\right| \leq \frac{1}{2}\left|C_{\delta}\left(x_{j}, \rho_{j}\right)\right| .
$$

Lemma 8.3. In order to prove Proposition 8.1, it suffices to prove that

$$
\forall \varepsilon \exists C_{\varepsilon}: \mu \leq C_{\varepsilon} \delta^{-\varepsilon} .
$$

Proof. Let

$$
\tilde{E}_{\delta}=\left\{x \in E_{\delta}: m(x) \leq \mu\right\} .
$$

Then

$$
\left|E_{\delta}\right| \geq\left|\tilde{E}_{\delta}\right| \geq \mu^{-1} \sum_{j}\left|C_{\delta}\left(x_{j}, \rho_{j}\right) \cap \tilde{E}_{\delta}\right| \gtrsim \mu^{-1} M \delta \simeq \mu^{-1}
$$

and the lemma follows.
Now, we have

$$
\mu \simeq \mu \delta M \lesssim \sum_{j} \int_{C_{\delta}\left(x_{j}, \rho_{j}\right)} m(x) d x=\sum_{i, j}\left|C_{\delta}\left(x_{i}, \rho_{i}\right) \cap C_{\delta}\left(x_{j}, \rho_{j}\right)\right| .
$$

Pretend that two circles must be either tangent, or sufficiently transverse, and that the $\delta^{3 / 2}$ and $\delta^{2}$ numbers for the measure of the intersection can be justified. Then

$$
\sum_{i, j}\left|C_{\delta}\left(x_{i}, \rho_{i}\right) \cap C_{\delta}\left(x_{j}, \rho_{j}\right)\right| \lesssim I(\mathcal{C}, \mathcal{C}) \delta^{3 / 2}+M^{2} \delta^{2}
$$

where $\mathcal{C}=\left\{C\left(x_{j}, \rho_{j}\right)\right\}_{j=1}^{M}$. If we further pretend that $\mathcal{C}$ satisfies the "no three circles tangent at a point" condition, then we can apply Proposition 8.3 to obtain

$$
\sum_{i, j}\left|C_{\delta}\left(x_{i}, \rho_{i}\right) \cap C_{\delta}\left(x_{j}, \rho_{j}\right)\right| \lesssim \delta^{-(3 / 2+\varepsilon)} \delta^{3 / 2}+\delta^{-2} \delta^{2} \lesssim \delta^{-\varepsilon}
$$

and the "proof" is complete.

## CHAPTER 9

## Averages over circles

Let $\sigma$ be linear Lebesgue measure on the unit circle in the plane. There is a standard sharp estimate for the corresponding averaging operator. Namely

$$
\|\sigma * f\|_{3} \lesssim\|f\|_{3 / 2}
$$

Equivalently, if $\sigma_{\delta}$ is normalized planar measure on the annulus $C_{\delta}(0,1)$, then

$$
\left\|\sigma_{\delta} * f\right\|_{3} \lesssim\|f\|_{3 / 2}
$$

where the implicit constant is independent of $\delta$.
This estimate may be proved using the Fourier transform and complex interpolation (see [20]). We will show that counting arguments in the spirit of Chapter 7 can be used to obtain the corresponding restricted weak-type inequality.

Proposition 9.1. Let $E$ be a subset of $[0,1] \times[0,1]$. For $\lambda>0$ define

$$
F=\left\{x:\left(\chi_{E} * \sigma_{\delta}\right)(x)>\lambda\right\} .
$$

Then

$$
|F| \lesssim \lambda^{-3}|E|^{2}
$$

Proof. The argument we present is from [19]. Divide $[0,1] \times[0,1]$ into a family of squares $Q_{j}$ of sidelength $\delta$ and for each integer $k$ let

$$
\begin{gathered}
J_{k}=\left\{j: 2^{-k} \delta^{2}<\left|Q_{j} \cap E\right| \leq 2^{-k+1} \delta^{2}\right\}, \\
E_{k}=\bigcup_{j \in J_{k}} Q_{j} \cap E, \quad \tilde{E}_{k}=\bigcup_{j \in J_{k}} Q_{j}, \quad F_{k}=\left\{x:\left(\chi_{\tilde{E}_{k}} * \sigma_{3 \delta}\right)(x) \geq C^{-1} 2^{k} k^{-2} \lambda\right\} .
\end{gathered}
$$

Then, for suitable $C$, we have

$$
F \subset \bigcup_{k} F_{k} .
$$

Now, for fixed $k$, let $\left\{x_{i}\right\}_{i=1}^{M}$ and $\left\{y_{p}\right\}_{p=1}^{N}$ be maximal $\delta$-separated sets in $F_{k}$ and $\tilde{E}_{k}$ respectively, and put

$$
\lambda_{k}=2^{k} k^{-2} \lambda .
$$

We can clearly assume that $\lambda_{k} \gtrsim \delta$. Also notice that

$$
\left|\tilde{E}_{k}\right| \simeq N \delta^{2}
$$

Moreover, each $x_{i}$ satisfies

$$
\begin{equation*}
\left|C_{4 \delta}\left(x_{i}, 1\right) \cap E\right| \gtrsim \lambda_{k} \delta \tag{9.1}
\end{equation*}
$$

since

$$
F_{k} \subset\left\{x:\left(\chi_{\tilde{E}_{k}} * \sigma_{4 \delta}\right)(x) \gtrsim \lambda_{k}\right\} .
$$

Now consider the following set of indices.
$Q=\left\{\left(i, p_{1}, p_{2}\right):\left|\left|x_{i}-y_{p 1}\right|-1\right|<\delta,\left|\left|x_{i}-y_{p 2}\right|-1\right|<\delta,\left|y_{p 1}-y_{p 2}\right|>C^{-1} \lambda_{k}-\delta\right\}$.
We will count $Q$ in two different ways. For given $p_{1}, p_{2}$, there are at most $\lambda_{k}^{-1}$ annuli $C_{\delta}\left(x_{i}, 1\right)$ passing through the points $y_{p 1}$ and $y_{p 2}$. Therefore

$$
|Q| \lesssim N^{2} \lambda_{k}^{-1}
$$

On the other hand, for every $p_{1}$ and every $p_{2}$ there is at least one choice of $i$. So, (9.1) implies

$$
|Q| \gtrsim M\left(\lambda_{k} \delta^{-1}\right)^{2}
$$

Consequently

$$
M \lesssim \lambda_{k}^{-3} \delta^{2} N^{2}
$$

or, equivalently

$$
\left|F_{k}\right| \lesssim \lambda_{k}^{-3}\left|\tilde{E}_{k}\right|^{2}
$$

Summing over $k$ we obtain

$$
|F| \leq \sum_{k}\left|F_{k}\right| \lesssim \sum_{k} \lambda_{k}^{-3}\left|\tilde{E}_{k}\right|^{2} \lesssim \sum_{k} \lambda^{-3} 2^{-3 k} k^{6} 2^{2 k}|E|^{2} \lesssim \lambda^{-3}|E|^{2}
$$

This completes the proof.
One can consider the corresponding maximal operator as well. Namely, define

$$
\mathcal{M}_{\delta} f: \mathbb{R}^{2} \rightarrow \mathbb{R}
$$

by

$$
\mathcal{M}_{\delta} f(x)=\sup _{1 \leq r \leq 2} \int_{C_{\delta}(x, r)} f(y) d y
$$

Then for all $p>2$ we have

$$
\begin{equation*}
\left\|\mathcal{M}_{\delta} f\right\|_{p} \lesssim\|f\|_{p} \tag{9.2}
\end{equation*}
$$

This estimate was originally proved by Bourgain [1]. Schlag [18] used techniques in the spirit of Chapter 8 to obtain a purely combinatorial proof.

Notice that (9.2) has the following geometric consequence, which was proved, independently, by Marstrand [16]: Suppose that $B \subset \mathbb{R}^{2}$ is a union of circles of arbitrary radii, and let $A$ be the set of their centers. Then

$$
|A|>0 \Rightarrow|B|>0
$$

This can be shown by reducing to the case when $B$ is compact and the radii of the circles are in the interval [1,2], and then letting $f=\chi_{B_{\delta}}$ in (9.2). The best possible result was proved in $[\mathbf{2 4}]$ :

$$
\operatorname{dim}(A)>1 \Rightarrow|B|>0
$$

This is sharp by a construction due to Talagrand, see $[\mathbf{1 7}]$.
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